Large effects of subtle electronic correlations on the energetics of vacancies in $\alpha$-Fe
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We study the effect of electronic Coulomb correlations on the vacancy formation energy in paramagnetic $\alpha$-Fe within ab initio dynamical mean-field theory. The calculated value for the formation energy is substantially lower than in standard density-functional calculations and in excellent agreement with experiment. The reduction is caused by an enhancement of electronic correlations at the nearest neighbors of the vacancy. This effect is explained by subtle changes in the corresponding spectral function of the $d$ electrons. The local lattice relaxations around the vacancy are substantially increased by many-body effects.
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Point defects, such as vacancies, play an important role for the mechanical and thermodynamic properties of materials [1]. However, the experimental determination of vacancy formation or migration energies is difficult. Even the best available techniques, the differential dilatometry and the positron annihilation spectroscopy, suffer from large error bars, and the discrepancies between different measurements on one and the same material may be significant. Therefore, ab initio theoretical calculations are an indispensable tool for developing a better understanding of the defect properties of materials [2].

Early density-functional theory (DFT) calculations in the local density approximation (LDA) have predicted formation energies of vacancies in simple metals in good agreement with experiment [3,4]. Despite a large body of successful calculations, it has later been recognized that the nice agreement with experiment could often be the effect of the cancellation of errors in the exchange and correlation parts of the density functional [5]. As has been discussed by Ruban [6], despite the structural simplicity of vacancies, their energetics is still one of the least reliable physical properties determined in first-principles calculations.

In transition metals, where the open $d$ shells are often poorly described in LDA or the generalized gradient approximation (GGA), the quality of results of DFT calculations for point defect properties is rather unpredictable and strongly material dependent. There have been several attempts to improve the available functionals (see, e.g., Refs. [7–10]). We notice that the predicted vacancy formation energies seem to be especially poor for 3$d$ transition metals, for which many-body effects are fairly important, in particular in the paramagnetic state and body-centered cubic (bcc) crystal structure [11]. Likewise, DFT has limitations for point defect calculations in correlated lanthanide or actinide oxides with 4$f$ or 5$f$ electrons, for example in the case of uranium oxides used in the nuclear industry [12].

Among the 3$d$ transition metals, iron is a particularly complex system, where the strength of electronic correlations is very sensitive to the lattice structure and magnetic state. However, from a practical point of view, vacancies in iron and steels are of particular interest because they affect a number of important characteristics of the metal, e.g., toughness and ductility. Iron’s low-temperature ferromagnetic bcc $\alpha$ phase is a weakly renormalized Fermi liquid [13] well described within DFT [14–16]. However, the same $\alpha$-Fe in the high-temperature paramagnetic phase exhibits a strongly correlated non-Fermi-liquid behavior [17–19] with DFT calculations failing to describe its structural parameters (lattice constants, bulk modulus, or even the shape of the crystal) [18]. The low-temperature paramagnetic hexagonal $\epsilon$ phase stabilized by pressure is also rather strongly correlated [13] (though less so as compared to paramagnetic $\alpha$-Fe), exhibiting a large electron-electron scattering contribution to the resistivity [20] as well as unconventional superconductivity [21,22]. All this hints at a strong sensitivity of many-body effects in Fe to local disturbances of the crystalline order (e.g., to point defects) that cannot be captured easily within standard DFT. Indeed, extensive DFT calculations of $\alpha$-Fe [23–34] predict a monovacancy formation energy about 30%–40% higher than the measured values, with significant scatter depending on the DFT implementation used (see also Table II in Ref. [35]). In contrast to other 3$d$ metals, this formation energy has been somewhat reliably determined thanks to extensive experiments [36–40].

The deficiencies of standard DFT to describe $\epsilon$-Fe and paramagnetic $\alpha$-Fe have been successfully corrected by combining it with a dynamical mean-field theory (DMFT) [41,42] treatment of the local repulsion between 3$d$ electrons. Ab initio calculations using this DFT+DMFT approach [43,44] were able to reproduce the ground-state properties and phonon spectra of the $\alpha$ and $\delta$ phase [18,45,46] as well as the equation of state of $\epsilon$-Fe [13]. It is thus likely that an explicit treatment of many-body effects within DMFT will also correct the severe problems of DFT in describing point defects in iron.

Hence, in the present work we have developed the state-of-the-art DFT+DMFT method [47–50] into a scheme for studying vacancy properties. We have applied our technique to a single vacancy in paramagnetic $\alpha$-Fe, where positron annihilation measurements have been performed on pure iron without further approximations (contrary to the formation energy in...
We have computed the electronic structure around the vacancy as well as the vacancy’s formation energy, taking into account local lattice distortions around the defect. We do not treat here the high-temperature face-centered cubic phase, or temperatures close to the melting point, where the influence of the (anharmonic) lattice vibrations may play a crucial role [5,10,51] and the bcc phase is stabilized again. Compared to ferromagnetic DFT calculations, a significant reduction of the theoretical formation energy is obtained, with calculated values in remarkable agreement with experimental estimates [36–40]. We trace back this reduction to rather small supercells with seven inequivalent atomic sites has been used in the DFT+DMFT calculations of Ref. [59] and Behrmann et al. (Ref. [60]) have reported about the effect of vacancies on magnetism within DFT+DMFT. All DFT+DMFT calculations were performed at a temperature of 1162 K.

The vacancy formation energies obtained within DFT+DMFT together with different DFT results and experimental values are shown in Fig. 2 (see also Table I of the Supplemental Material [35]). The resulting value for $E_{\text{vac}}^{f}$ in DFT+DMFT is 1.77 eV for the unrelaxed 54-atom supercell with lattice relaxations reducing it further to $E_{\text{vac}}^{f} = 1.56 \pm 0.13$ eV, in excellent agreement with the mean experimental value of about 1.6 eV. We also calculated $E_{\text{vac}}^{f}$ within DFT+DMFT for the unrelaxed ferromagnetic phase obtaining a higher value of $2.45 \pm 0.15$ eV. Experiments indeed seem to confirm that $E_{\text{vac}}^{f}$ in the ferromagnetic phase should be larger than in the nonmagnetic one [39,40], although direct low-temperature measurements of $E_{\text{vac}}^{f}$ in the ferromagnetic phase with positron annihilation spectroscopy are notoriously difficult.

DFT (GGA) calculations assuming ferromagnetic bcc Fe predict a significantly larger value $E_{\text{vac}}^{f}$ of 2.51 and 2.32 eV for an unrelaxed and a fully relaxed cell, respectively. Hence, one sees that many-body effects included within DMFT reduce $E_{\text{vac}}^{f}$ for the paramagnetic phase by about 0.7 eV. The impact of correlation effects for ferromagnetic $\alpha$-Fe is much less significant, in agreement with the predicted suppression of dynamic correlations in this phase [13]. Indeed, the large static spin splitting in the ferromagnetic phase leads to a suppression of dynamical correlations, which explains

\[ E_{\text{vac}}^{f} = E^{\text{vac}}(N-1) - \frac{N-1}{N} E^{\text{vac}}(N), \]  

where $N$ is the number of atoms in the ideal supercell, $E^{\text{vac}}(N)$ is the total energy of the ideal supercell containing $N$ atoms and no vacancy, and $E^{\text{vac}}(N-1)$ is the total energy of the same supercell with a vacancy (hence $N-1$ atoms). $N$ is 16 in the $2 \times 2 \times 2$ supercell and 54 in the $3 \times 3 \times 3$ supercell, corresponding to vacancy concentrations of 6.25% and 1.85%, respectively.

Our calculations have been carried out using a fully charge self-consistent implementation of DFT+DMFT [53,54] based on the TRIQS package [55,56], with LDA as DFT exchange-correlation potential. This implementation is based on the full potential linearized augmented plane-wave WIEN2k code [57]. The on-site density-density interaction between those orbitals is parametrized by the Slater parameter $F_0 = U = 4.3$ eV and the Hund’s rule coupling $J = 1.0$ eV that were previously used in the DFT+DMFT calculations of $\alpha$ and $\epsilon$-Fe of Ref. [13]. The same work reproduced almost exactly the experimental lattice parameter of 2.86 Å, hence we perform our DFT+DMFT calculations at the experimental volume. Other DFT calculations were performed at the corresponding theoretical volume. Technical details about the DFT and DFT+DMFT calculations are included in the Supplemental Material [35]. The calculation of a vacancy formation energy using supercells with seven inequivalent atomic sites has become possible thanks to the use of a continuous-time quantum Monte Carlo hybridization expansion algorithm [58] in the segment representation for the solution of the local impurity problems (Backes et al. (Ref. [59]) and Behrmann et al. (Ref. [60]) have reported about the effect of vacancies on magnetism within DFT+DMFT). All DFT+DMFT calculations were performed at a temperature of 1162 K.

The vacancy formation energies obtained within DFT+DMFT together with different DFT results and experimental values are shown in Fig. 2 (see also Table I of the Supplemental Material [35]). The resulting value for $E_{\text{vac}}^{f}$ in DFT+DMFT is 1.77 eV for the unrelaxed 54-atom supercell with lattice relaxations reducing it further to $E_{\text{vac}}^{f} = 1.56 \pm 0.13$ eV, in excellent agreement with the mean experimental value of about 1.6 eV. We also calculated $E_{\text{vac}}^{f}$ within DFT+DMFT for the unrelaxed ferromagnetic phase obtaining a higher value of $2.45 \pm 0.15$ eV. Experiments indeed seem to confirm that $E_{\text{vac}}^{f}$ in the ferromagnetic phase should be larger than in the nonmagnetic one [39,40], although direct low-temperature measurements of $E_{\text{vac}}^{f}$ in the ferromagnetic phase with positron annihilation spectroscopy are notoriously difficult.

DFT (GGA) calculations assuming ferromagnetic bcc Fe predict a significantly larger value $E_{\text{vac}}^{f}$ of 2.51 and 2.32 eV for an unrelaxed and a fully relaxed cell, respectively. Hence, one sees that many-body effects included within DMFT reduce $E_{\text{vac}}^{f}$ for the paramagnetic phase by about 0.7 eV. The impact of correlation effects for ferromagnetic $\alpha$-Fe is much less significant, in agreement with the predicted suppression of dynamic correlations in this phase [13]. Indeed, the large static spin splitting in the ferromagnetic phase leads to a suppression of dynamical correlations, which explains
why DFT works well in the ferromagnetic, but not in the paramagnetic phase of α-Fe. The vacancy formation energies obtained with nonmagnetic DFT calculations are even lower than the measured values, with $E_{\text{vac}} \approx 1.5$ eV in unrelaxed GGA. They have, however, very little physical meaning; DFT in general fails dramatically for the paramagnetic phase, which is reflected by the fact that α-Fe is not dynamically stable and the predicted lattice parameter would be significantly smaller in nonmagnetic DFT. Hence, using our relaxed positions in a nonmagnetic DFT calculation gives an (unphysical) negative vacancy formation energy. Thus, the strongly reduced value of $E_{\text{vac}}$ in nonmagnetic DFT calculations compared to ferromagnetic ones may be due to a spurious cancellation of errors.

The total energy in DFT+DMFT is

$$E_{\text{tot}}^{\text{DMFT}} = \text{Tr}(\hat{\xi} + H_{\text{DMFT}}^{\text{DOS}}) + E[\rho_{\text{DMFT}}] + (E_{\text{Hub}} - E_{\text{DC}}),$$

where $H_{\text{DMFT}}^{\text{DOS}}$ is the density matrix for crystal momentum $k$, $\hat{\xi}$ the corresponding LDA Hamiltonian and $E[\rho_{\text{DMFT}}]$ only depends explicitly on the charge density. $E_{\text{Hub}} = \frac{1}{2} \sum_{ij} U_{ij}(n_i n_j)$ is the Coulomb interaction between Fe 3$d$ electrons ($i$ and $j$ are orbital indices and $U_{ij}$ is the density-density Coulomb matrix), and $E_{\text{DC}}$ is the double-counting term that estimates the energy already present in LDA (see Supplemental Material for the details [35]). When one removes an atom from the cell to create a vacancy, all three terms in Eq. (2) change. Figure 3 shows the difference in the third term, $E_{\text{int}} = E_{\text{vac}} - E_{\text{DC}}$, on each respective atom of the supercell before and after removing an atom. Summing this up and taking into account the multiplicity of the atoms in the cell yields a change $\Delta E_{\text{int}} \approx -1.6$ eV, that is compensated by a larger change in $E[\rho_{\text{DMFT}}]$ due to a redistribution of the charge density, as wave functions from DFT+DMFT are more localized. The contributions from the second and third coordination shells compensate one another, so that the net change in the interaction energy only comes from the first nearest neighbor. This is due to good metallic screening, and is in good agreement with embedded atom method calculations of iron vacancies near a surface [61] that show the vacancy formation energy becomes equal to the bulk value for the vacancy located in the third layer or deeper.

The self-energy of the vacancy’s first coordination shell shows a significant difference from the bulk bcc-Fe self-energy, as shown in Figs. 4(a) and 4(b). $t_{2g}$ states, but also $e_g$ states to a lesser extent, become more strongly correlated (less coherent) with a larger $\text{Im}(\Sigma(i\omega))$. A larger absolute value of the imaginary part of the self-energy at low frequencies means a shorter quasiparticle lifetime, synonymous to stronger dynamic correlations. This difference almost vanishes for the self-energy of the atoms further than the nearest neighbor, in agreement with the variation of the interaction energy shown in Fig. 3. Stronger correlations on the atoms near the vacancy imply that a more correct description of the 3$d$ electrons of the Fe atoms in DFT+DMFT, already important to predict the crystal structure and lattice parameter, is especially crucial when estimating the energetics of the vacancy and indeed leads to a smaller formation energy. Note that the self-energies are slightly atom dependent even in the absence of a vacancy in our calculations, due to an artificial symmetry breaking in the supercell in DFT calculations and the nonrotational invariance of the density-density Hubbard Hamiltonian. However, we compare self-energies and interaction energies in a consistent, atom-to-atom way.
The enhancement of the nearest-neighbor self-energy can be traced back to a change in the hybridization function. As can be seen in Fig. 4(d), the imaginary-frequency hybridization function, in particular for the $t_{2g}$ states, is reduced at low frequencies for the atom near the vacancy. This reduction is due to an increase in the corresponding $t_{2g}$ partial density of states (DOS) in the vicinity of the Fermi level, $E_F$, as one can see in Fig. 4(c). A larger DOS at $E_F$ induces a suppression of low-energy hopping leading to stronger correlation [19,62]; at the first iteration of DMFT, $\text{Im}\Delta (\omega^0) = -\pi \rho_F / [\text{Re} G_{\text{loc}}^{\text{DMFT}} (\omega^0)^2 + (\pi \rho_F)^2] \approx -1 / (\pi \rho_F)$, with $\rho_F$ the LDA DOS. The enhancement of the nearest-neighbor $e_g$ self-energy is smaller and the corresponding DOS at $E_F$ even decreases compared to the bulk case. This decrease in the value of the DOS exactly at $E_F$ is compensated by an overall narrowing of the $e_g$ peak in the vicinity of $E_F$ [see Fig. 4(c)]. Hence, the resulting hybridization function for $e_g$ is still suppressed starting from the second Matsubara point.

Next, we calculated the relaxed atomic positions in DFT+DMFT around the vacancy. Computing atomic forces in DFT+DMFT is rather complicated [63], so we obtained the relaxed atomic positions by moving atoms and minimizing the total energies. We performed a relaxation of the atoms around the vacancy in two steps, in order to reduce the computational effort. We first performed the full relaxation in spin-polarized GGA (at its corresponding theoretical volume, computing atomic forces), to obtain an initial guess of the atomic positions. We observe a shift of the first coordination shell towards the vacancy by about 4%, and a shift of the second coordination shell away from the vacancy by about 1.5%, while all the other atoms do not move significantly, in agreement with previous calculations [25]. In the second step, the positions of the two first nearest neighbors were relaxed within DFT+DMFT. In Fig. 5 we show the total energy (minus an offset depending on the method used, GGA or DFT+DMFT) of the supercell as a function of the relaxed position of the nearest and second nearest neighbor of the vacancy. Each site was moved independently, preserving the symmetry of the cell, while the positions of others were fixed at their fractional GGA values. We obtain the following results: in DFT+DMFT, for paramagnetic $\alpha$-Fe, the first nearest neighbor relaxes by 5.7% towards the vacancy, while the second nearest neighbor relaxes away from it by 0.7%. One sees that many-body effects have a significant impact on the nearest-neighbor relaxation, enhancing it by almost 50%. Overall, relaxing the two first coordination shells in full DFT+DMFT reduces the vacancy formation energy by 0.21 eV.

In conclusion, we have shown that local many-body effects are crucial for explaining a relatively low vacancy formation energy in $\alpha$-Fe. The presence of a vacancy induces rather subtle changes in the local electronic structure of its surroundings, leading to a moderate increase in the strength of correlations at neighboring sites. This moderate increase has, however, a very significant impact on the vacancy energetics. When the effect of local relaxations is included, the calculated vacancy formation energy is reduced by about 0.7 eV compared with the corresponding DFT value and is in excellent agreement with experiment. The predicted magnitude of nearest-neighbor relaxations is about 50% larger compared to the one obtained within DFT. This remarkable sensitivity to correlation effects is most probably pertinent to other types of defects in iron that are of the crucial importance for mechanical properties and thermodynamics of steels, e.g., interstitial sites, stacking faults, and dislocations.
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