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1. ABSTRACT
Selenium has been a method to test web applications for over a decade, it is interacting directly with the browser and has gained support from both browsers and the community. With the growing amount of browsers, mobile devices and operating systems which a web application is expected to work with, services providing these systems for testing web applications against has gained interest. These services provide testing as a service (TaaS), and runs Selenium-tests in the cloud. This research tried to compare the different services with each other in regard to flexibility, cost, simplicity and reliability. I have also tried to see differences between running the tests locally and using these services. The results showed that there are some differences between the services, and the one best suited might depend on the web application.
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2. INTRODUCTION
The concept of Testing as a Service (also known as testing on demand) was created in Denmark around 2009 [1] and since then a lot of services has appeared for testing. There has been a lot of research on the future of TaaS [2, 8], and several different services focusing on testing has emerged. While all the services tries to make life easier for the developers, they have their different strengths and weaknesses and is best suited for different people. For companies and developers it might be hard to know which of the services are best suited for their applications and needs. At the same time, most researchers and developers do agree that it is beneficial to use these services [3, 7, 8].

The web has changed a lot in the last decade, and a web application should now look perfect in all platforms and browsers. A good web application could be one of the most important parts for marketing, both for a start-up company or a big business. In the same time the growth of hardware and software have made it almost impossible to test a web application on all devices and all browsers locally. The explosion of the smartphone-market have not helped, and it is now even more difficult to fully test a web application, especially for start-up companies. Testing locally in-house is both a costly and time consuming task when one think of updating all the browsers, operating systems and devices.

Software practices tries to push features and code to production faster, using among others different types of agile development and test-driven development. Both methods focus a lot on testing of code, by start writing tests and write code which works for the tests. For web development you do however need to run your tests on such a high variety of hardware and software, that it is impractical to have them all in-house and keeping them updated.

To test the user interface of websites, you usually have a set of Selenium-tests to test different parts of the web application. Selenium-tests is one of the latest types of tests which has migrated to testing-services in the cloud. There are several different services focused solely on Selenium-testing as a service, running the tests on a high variety of different hardware and software. This type of services have been popular both for researchers and developers, due to the cost and worktime otherwise required to keep everything up to date.

Services in the cloud does however give the developer less control over the environment. It might take time before they update a specific browser or they do not have a specific device needed. It could also be software-related, such as issues with one platform. This could impact the results, costs and time consumption compared to running the tests locally.

Objective
The objective of this research is to test and compare some of the best testing-services for Selenium-testing in the cloud. While analysing and evaluating these different services, the following should be kept in mind:

- Simplicity to implement
- Flexibility
- Performance
- Client support
- Time consumption
- Cost
- Security
- Reliability
Research Question
Since the main focus of this research will be to compare different Selenium-services for testing in the cloud, a research question has been defined as:

1. What is the differences between the top Selenium-TaaS in regard to simplicity, flexibility, client support and time consumption?

The services will also be compared with running tests locally. For this, a second research question has been defined:

2. What is the main differences between running Selenium-tests locally and in the cloud?

Limitations
Time restraints have been a limitation to this research, and therefore both performance and security have been excluded. Performance could be measured in several ways, such as the amount of concurrent machines, local tunnels or the amount of users. Instead the focus has been on simplicity to implement, flexibility, client support and the time consumption of running these tests.

Another limitation is the amount of services tested. I have limited myself to the services which focuses mainly on Selenium-testing. There are others whom focus on several different kinds of TaaS (load testing for example), which has been excluded.

Some of the pricier plans for the services have also been excluded. The amount of testing time needed for the web application is not considered that big, and a cheaper price plan should be enough. Using other price plans from the services could yield another result.

3. TESTING
Test-driven development and agile development is widely used techniques for software development [15, 16] and relies heavily on writing tests before writing the actual code and to test the code from a user perspective [15]. When the code has successfully passed all tests, that code should be considered done. Microsoft have observed that test-driven development has increased the code quality significantly [16]. The development towards service-oriented-architecture and software-as-a-service has greatly affected the development of software [7], which has required tools for testing web applications.

Selenium is an open-source tool developed by Thought Works, with the goal to help developers test the user interface of web applications [4, 5]. Since Selenium interacts directly with the web application, it becomes easy to test advanced AJAX-calls directly from a user perspective. Selenium is supported by most of the major browsers, operating systems, programming languages and testing frameworks [6, 9]. Since a web application, and especially the back-end, can be served by any programming language, the support for the multitude of languages is one of Selenium’s great advantages. Each programming language has its own set of Client Drivers, which will communicate with either a Browser Driver or a Remote WebDriver. The Browser Drivers are implemented by the browser manufactures, which will control the browser programmatically. Selenium has proven to be great with agile development and test driven development, some researchers have even asked whether other kind of testing is required for web applications [6]. Part of agile testing is to test applications and websites from a user perspective, something which Selenium does [5].

There are some other tools besides Selenium for testing the user interface and web applications. Among others QTP, WinRunner and Rational Robot can be used for this, however they have proven to be both costly and had a mixed result. Therefore developers have turned to Selenium for help with automatic testing of user interface [4].

While writing and maintaining Selenium-tests different methods have been approached to keep them both easy to read and maintain. One method to do this are by using Page Object Patterns [11], which essentially abstracts a page in the web application. One example of such a Page Object could be a class LoginPage with a method logIn which returns a MainPage. This design makes the tests both easier to read and maintain [11]. Leotta, Maurizio et al. found that while the code base grew slightly, it became both faster and easier to update a test when it failed (because of the test-code). They believe this is a great advantage for new projects, where the web application is updated often to live up to what the users want. When realigning their tests after an update they managed to reduce the amount of source lines of code (SLOC) with 87.77% in their case, and a 65.32% reduction in time, when using Page Object Patterns compared to not using [11].

Selenium is locating elements in the web application by using different kinds of Locators. Locators can be based on the ID, class names, tag name, xPath, CSS-selectors or the link text. Leotta, Maruizo et al. also conducted research on the different kind of locators [17], and found that ID-based locators is far better than xPaths. The ID-based locators were better both in time and amount of modified SLOC to realign a test after an update to the web application.
Testing as a Service

Testing as a service is defined as “a model of software testing where an application is tested as a service provided to customers across the Internet.” [12]. It is also a method of testing which is increasing in popularity [3]. Researches have studied different types of testing as a service to determine current practices [3, 5, 7, 10, 13]. They have concluded that there are several different types of testing-services [13]:

- Service function testing
- Integration testing API and connectivity testing
- Performance and scalability testing
- Security testing
- Interoperability and compatibility testing
- Regression testing

One strength of the testing-services are that developers do not have to focus on keeping the environment up to date with all browsers, operating systems and devices [10]. That will instead be handled by the service, and the developer can focus on writing tests and develop, and use this environment and service for the tests. A weakness is that the developer will no longer be in control of the testing-environment, and the developer have to hope that the service includes the hardware and software wanted for the testing. Since the tests is running in cloud-environments, the application and tests have to be optimized for this [8], and specific hardware might not be available.

The RemoteWebDriver in Selenium uses DesiredCapabilities to control which browser, version, operating system and additional data which should be started by the Selenium-server, which will start the WebDriver best matched to those capabilities. The services use this to send additional data, such as screen resolution, debug-data, the name of the test running and other information. Exactly how they should be used depends on the service, and how they choose to implement them. It is also possible to send RequiredCapabilities in the same way, something which is required to be able to run the tests. While these are implemented in a similar way, most of the services do not use, or at least not market them, directly as a feature.

Related Work

Antawan Holmes and Marc Kellogg [4] did some research about Selenium and testing web applications. They concluded that it “handles many of the problems very well and doesn't add significant new ones” and mentioned a growing community and need for Selenium.

More research has been done on how to write good Selenium-tests, where Leotta, Maurizio et al. have concluded on how to locate elements [17] and use Page Object Patterns [11]. They saw that their tests became both faster and easier to maintain by using these methods.

Researches have already concluded that “cloud testing is becoming a hot research topic” [13], with a lot of different angles on the research. Some researches have found that it is time to migrate tests to the cloud [8] even if it can be costly depending on the project in question. Others have tried to find current practices [3, 7] and have found that while there is issues with testing as a service, more applications will start using them.

Issues and needs with testing as a service have also been explored [13], which includes problem with the environment and the need for security of user data among others. The problems mentioned in that research might not apply any more due to solutions and technical advances. Researchers have also found general information about software testing as a service [12].

Very few of the studies have however compared different testing-services online, and the only one which I have found focused on all types of testing-services [3]. Their goal was to determine practices and future research in the area, but I will focus on the differences between the testing-services and specifically on Selenium.

4. METHOD

The web application used was fully functional from the beginning, however the Selenium-tests for the web application did not exist and was a part of this project to create. Therefore a test-driven development was not possible in this project. The work has been divided into three different parts – the pilot study, creating the tests and then testing the services using the tests created.

The back-end for the web application was built in Java, while the front-end used Angular and HTML5. The framework for testing was JUnit.

Pilot Study

To determine which services should be used and tested Selenium’s own home page [14] and earlier research [3, 13], was used as the main information-sources. The process of selecting services was done together with the client, but was based upon a few criteria. The services needs to be able to run towards a non-public web application (usually done with tunnelling), the amount of testing time (automatic testing primarily) and the cost.

Table 1 displays the data gathered during this phase. Each service did provide several different “price plans” where each plan had a different price, different amount of testing time for automatic testing, amount of
concurrent machines running at the same time and users. Several plans from all services were excluded here, mainly since the amount of time needed for automatic testing for this web application is not expected to exceed those levels.

<table>
<thead>
<tr>
<th>Service Name</th>
<th>Price per Month</th>
<th>Testing Time</th>
<th>Devices</th>
</tr>
</thead>
<tbody>
<tr>
<td>BrowserStack</td>
<td>59 dollar</td>
<td>500 min</td>
<td>1161</td>
</tr>
<tr>
<td>BrowserStack</td>
<td>99 dollar</td>
<td>unlimited</td>
<td>1161</td>
</tr>
<tr>
<td>Sauce Labs</td>
<td>99 dollar</td>
<td>1000 min</td>
<td>723</td>
</tr>
<tr>
<td>Sauce Labs</td>
<td>199 dollar</td>
<td>2000 min</td>
<td>723</td>
</tr>
<tr>
<td>TestingBot</td>
<td>20 dollar</td>
<td>400 min</td>
<td>546</td>
</tr>
<tr>
<td>TestingBot</td>
<td>30 dollar</td>
<td>1000 min</td>
<td>546</td>
</tr>
</tbody>
</table>

Table 1 containing pricing, amount of automatic testing time and amount of devices.

The price was a bit higher if one choose to be billed monthly instead of annually. There were also different price plans depending on the amount of concurrent machines, in that case the cheapest method was selected. All services had a free trial, but with some differences. TestingBot allowed one to use 100 free minutes to either automatic or manual testing or a maximum of two weeks, BrowserStack had 100 free automatic testing minutes and 30 free manual minutes for a maximum of two weeks while Sauce Labs had 90 hours free automatic testing for a maximum of two weeks.

Writing the Tests
The tests were written in Java, integrated with Maven and done in JUnit 4. They were also built so several tests could run in parallel, in order to utilize all features of the services. While writing the tests, a local Selenium Grid was created, running Chrome and Firefox. While writing the tests I have tried to hold a high standard using both Page Object Pattern [11] and finding elements in a good way [17]. In total five different tests were built for the web application:

- Basic test
- Settings test
- Map test
- Flash test

The basic test is meant to test basic functionality, log in and see that all objects are visible. The settings test was meant to change the settings for a user, and see that the settings are applied correctly. The map test was done to see that the behaviour of the map was correctly, zooming and objects on the map and so on. The flash test tested that a lightning animation in the web application was displayed correctly.

The tests should be developed to work in as many as the web drivers as possible, even if this means different methods for different drivers. The reason for this is that the tests should run in parallel and run in different browsers at the same time, when the tests needs to be able to run on the same code base for all browsers without specific modifications.

During the development some other tests were created too, however these tests have not been used in the measurements while testing the services. The reason they were excluded was because the features were either not stable enough, had ongoing development during the testing phase or did not match up between different services.

After the tests were completely done, they were adapted to work with the services. While doing this, all changes were tracked and counted. I also took notes of all problems detected during this time.

Testing the Services
The services have been tested both in a qualitative and quantitative way. The services have been tested one at a time, and for the measurements the code base has been reverted to a pre-determined state between each service. While setting up a service notes have been taken on all changes done. When the service was working and considered stable, a pre-determined set of browsers and devices have been used to run the tests. After the measurements were done, special features included in each service were looked at to see what they offer.

When making changes to the code, the service own documentation was the primary source of information. If they recommended one way to implement something, that method was used. Each service provided a client to set up a tunnel, in order to be able to run tests on a non-public web application. Since all the tests were written to be running local, that code base have been used as the start point for each service.

The browsers and devices selected for the services were pre-determined, based on which browsers and devices were available on all the services. The same version of a browser was used in all cases to ensure equality when measuring. This means the booting time for the machines should have been the same, however the services might have implemented some different software, something which could not be controlled. The tests did run on the latest versions of Windows and Mac, and Chrome, Firefox, Safari and Internet Explorer. All the tests did not succeed in all the browsers, however those whom failed did it at the same command and at all the services. They failed because of problems in the version of the web application used (and specific browsers), and were the same for all the services.
While the tests were written to be able to run in parallel in several different browsers at the same time, only one thread has been created at a time with one device and one browser. This was done to minimize the effect of the local hardware and network speeds, since traffic needs to go through the tunnel and local network before being served to the services. The same network and local machine was used to test all services, so the impact is believed to be the same. The services also provide a different amount of concurrent machines, which could have affected the result.

When all the tests were done in the automatic environment of each service, other features and functions were looked at. This included manual sessions, screenshots, uploading the result using their API, plugins to other testing services and other things which could be found on their websites. A direct comparison between the different features have not been done, since they do not necessarily try to provide the same features.

5. RESULT

This section will present the results gathered in this study from the pilot study, while writing the tests for the web application and while testing the services.

Pilot Study

Table 1 displays a summary of the results found for each service. Those numbers show a high difference between the services in regard to the amount of different devices. To research this further, I have divided the data into which services support the different browsers and operating systems.

<table>
<thead>
<tr>
<th>Browser</th>
<th>BrowserStack</th>
<th>Sauce Labs</th>
<th>TestingBot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chrome</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Edge</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Firefox</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Internet Explorer</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Opera</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Safari</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Yandex</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 2 displays which browsers are supported by the different services. Which browser versions are supported have been removed from the data-set. Neither does it say which operating systems the browsers are available in. The only differences in the table is that Opera is not supported by TestingBot, but supported by both BrowserStack and SauceLabs and that Yandex is only supported by BrowserStack, but not Sauce Labs or TestingBot.

Table 3 displays the services and support for operating systems, including mobile systems.

<table>
<thead>
<tr>
<th>Operating system</th>
<th>BrowserStack</th>
<th>Sauce Labs</th>
<th>TestingBot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Android</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>IOS</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Windows Phone</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Windows 10</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Windows 8.1</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Windows 8</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Windows 7</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Windows XP</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Linux</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Mac</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 3 displays the different operating systems which are supported by the services. In regard to mobile operating systems, only BrowserStack support Windows Phone. However, BrowserStack is the only service which does not support Linux. TestingBot, as well as the others, do support Windows 8, but TestingBot does not support Windows 8.1, which both BrowserStack and Sauce Labs do. There is also a difference in the amount of supported mobile devices. Sauce Labs support 82 different mobile devices, while BrowserStack support 53 different mobile devices and TestingBot support 10 different mobile devices.

Writing the Tests

The tests were first written to run locally in two different browsers. Some differences were noted compared to running locally, like geolocation giving another position. This required an additional script which modified the position using HTML5. For some services there were also changes required to DesiredCapabilities, for example a flag that the test was being tunneled. However no changes were required for the code to run in the tunnel itself, as long as the tunnel-client was started before running the tests.

Figure 1 displays the result of the modifications and added SLOC. There were no modifications done to the Page Object Patterns, but all the changes were done in the actual test-code. Such as a script for setting geolocation, changes with the URL for the RemoteWebDriver and DesiredCapabilities. This were the minimum amount of SLOC which required changes, while most services had
more “extra” features which could be added (and therefore more changes had to be done).

6. DISCUSSION

This section will discuss the findings in the pilot study as well as adapting and running the tests at the services. There will also be a discussion about threats of validity of this research and future work to be done in the area.

Result

The services should be compared against each other, but they have been evaluated individually. The results have been divided into the pilot study, writing and adapting the tests, evaluating the services and a part with information about each service.

Pilot Study

Most of the services marketed themselves with amount of devices and browsers, reaching several hundreds of different combinations (table 1). They reached this number by using all the versions of all the browsers in all the operating systems. But that number did not really provide anything of value during this research. Instead it was more interesting to see which browsers and operating systems were supported. Also, since both Firefox and Chrome auto-updates itself, it is always up-to-date and it is not likely an older version is needed. Browser developers are also likely to at least try to aim for an equal experience between the operating systems. While the number had some differences in table 1, more similarities between the services was found in table 2 and 3. This might show that the number is more of a marketing trick than anything of real value, but there could be cases where the exact browser version is needed.

While all the services provided emulated or simulated devices for their mobile-section, both BrowserStack and Sauce Labs included real devices as well. These devices could be used both in manual and automatic testing. The amount of mobile devices used available included emulated and simulated devices. According to BrowserStack they should be exactly like real devices in over 99% of the cases. BrowserStack was also the only service to include some Windows Phone-devices.

They all offer a free trial, however the amount of testing allowed during that free trial is a bit different between the services. Sauce Labs allows you to use 90 hours of automatic testing, BrowserStack has 100 minutes of free automatic testing and TestingBot allows 100 minutes of free automatic or manual testing. There are a few other limitations as well, for example BrowserStack limits the manual testing of mobile devices to a few specific devices. Sauce Labs only allow manual sessions on 10 minutes each, including the start-up time for the virtual machine selected. All of these limitations are removed when a price is bought.

Testing the Services

To determine the speed of the services and the time it takes to use them, a set of tests was done on all the services. Figure 3 displays the result, with the time it takes for the tests locally, what time the service reported for the tests and how much time the service have charged for.

Figure 2 with the amount of time it takes to run the tests according to JUnit locally, the amount of time it takes according to the service provider and the how much time the service provider charged for.

All the services offered manual testing as well, where one could take control over a browser and test the web application manually. All the services also had an API to send the result after the automatic testing. This required additional changes to the code, not counted in figure 2.

They also had other features and issues, discussed further in the discussion.
Writing and Adapting the Tests

There are several differences between running the tests locally and at a service in the cloud. Among them are that the tests probably will run on more devices and browsers, the geolocation will be different and there needs to be some way to verify which user is running the tests on the services. There could also be additional features that the service provide, which could require even more changes to the code.

When the tests have to be adapted for a service, it will be both harder to switch between the services and there will be more changes compared to running locally. All of the services have made it very easy to switch to them, but have added more features which could be used by the developer. This could be a method to “lock you in”, so the developer will stay with their service.

There are also changes which have to be done due to the differences in running tests locally and at a service. This could include geolocation, which requires changes to get a position which can be used for testing. By running the tests locally, the position will always be the same as the developers location (or the controlled environment). Luckily you can use JavaScript to set the success-function from a get location-call and set the position to a pre-determined position. The different location could also mean that the web application shows another language or something similar.

Figure 1 displays the amount of SLOC added and modified for each service, while no services required any SLOCs to be removed. The amount of added and modified SLOC is compared to running the same set of tests locally. The code base for running the tests locally had 82 SLOC, without the inclusion of any Page Object Pattern. The Page Object Pattern was not modified in any way to use the services. It was the minimal amount of SLOC I was able to get the services to run in the same browsers as it did locally. All services gave the possibility for more features, which then required more code changes.

In total the changes were relatively small, only requiring the addition of API-keys, change of the Selenium-server location, addition of geolocation-script and changes related to the DesiredCapabilities. The extra features included an API to send them the result after a test had finished, which allowed you to see and store the result on their services. However, that came with the cost of making huge changes to the code base (the code grew with up to 80%). I believe though, that most users would like to use a local server to store and handle the result. This allows for more modifications, for example the server could send email updates once the tests have completed or let the server tell the service to run the tests at specific times or events. This also has the cost of having to handle and maintain the server.

When the tests were ran locally they were only done in Chrome and Firefox, but when using one of the services several other browsers was used. This meant that the code had to be adapted to several browsers. This took a lot of time, since they all handle some things differently. It could be a render issue, and having one item rendered above another making it un-clickable, or loading issues. For example, Chrome told Selenium it was ready once the DOM was loaded, while Firefox waited until all images were loaded as well. Since the tests were running in parallel, the code base had to be able to handle all browsers. For example, Safari has not implemented the Interactions-API in the WebDriver-implementations, which meant advanced movements (such as MouseOver) were not available. The system could still be tested using JavaScript to execute if such a browser is detected, however that would also mean the interaction with the web application is not tested, only the underlying system.

Evaluating the Services

In figure 2 the difference between the service time and charged time for TestingBot is fairly big. While both Sauce Labs and BrowserStack are charging for the entire time the virtual machine is used, including the booting time of the virtual machine, TestingBot only charge for the time the tests are actually running. In this case the actual time it took to ran the tests were only 53% of the time taken from start to end. While this number will change heavily depending on which set of tests are running, it means that a minute of automatic testing time at TestingBot will last longer than a minute at either BrowserStack or Sauce Labs.

Also noticeable is the time it takes for BrowserStack to complete the tests compared with both Sauce Labs and TestingBot. There could be several reasons why BrowserStack is faster, they might have better hardware. But it could also be that the location of the server-hall is closer or they have optimised the virtual machines and booting time more than Sauce Labs and TestingBot. Another possibility is that virtual machines with popular set ups is already running in sleep mode, so they do not have to create new machines when a test is started.

The time the tests take locally is lower for both TestingBot and BrowserStack compared to the time it takes according to the service, however for Sauce Labs the time is actually longer. This could be because of several reasons, one of them might be that Sauce Labs continue charging the user until the virtual machine has shut down entirely.
TestingBot is the cheapest of the ones tested, but had the least amount of mobile devices. It was easy to set up the tunnel to run a local web application in their service, download it and change the remote web address to point to the tunnel instead. It was easy to interact manually with an automatic testing, and they “live-streamed” the entire process and allowed manual input into the stream on their website. Their documentation was easy to understand and follow, and some of the code could be copied and pasted directly. The documentation included authentication keys required (when logged into their website) to get the code running directly.

However, when running the tests several problems were detected. During the time of this research Microsoft Edge did throw an exception even if the test succeeded, making it hard to trust the results. It could perhaps be possible to work around this issue, by catching that specific exception in the end and mark it as a success, but that has not been tested. TestingBot also had problems with the recorded video when using Linux, something which was probably related to the their recording-software. This made debugging on those devices a bit harder, luckily TestingBot did provide logs about all actions during the testing phase.

BrowserStack

BrowserStack offered the most devices, but also had a higher price point to begin with. They there as well as TestingBot easy to understand and it was easy to create the tunnel to start running a local web application. The code examples they had also directly included authentication keys (once logged in on the service), so some examples could be set up just as they were without any additional changes at all. However, they required an additional DesiredCapability in order to be able to run a local web application, only specifying that the tunnel was used.

They also required more changes to the DesiredCapabilities, especially if logs were wanted or if the tests were ran on mobile devices. Compared to TestingBot it also took some time before BrowserStack was able to update to the latest versions of some browser, such as Chrome 50 and Firefox 46. Since both of these browsers updates automatically, it could be problematic if a new version introduces a bug to the web application. They do however promise updates to browsers within a week.

BrowserStack also included methods to take interactive control directly from the web browser over a specific automatic test. They also had some other features, such as screenshot and responsive design testing, where an URL is provided and several devices are selected and a screenshot is generated for each of those devices.

Sauce Labs

Sauce Labs included most time for the free trial, with 90 hours of free trial before a price plan had to be chosen. Sauce Labs had more mobile devices (including emulators and simulators) than any of the other services.

Noticeable was the time it took to set up Sauce Labs. While it was easy to download the tunnel it did take some time before I was able to find the authentication keys on their website, and without the authentication keys neither the tests or the tunnel could be started. It was hidden within an account page, and it took some time before it could be found. Sauce Labs had a wiki with information, however it did not contain details about how to find authentication keys. It was also somewhat hard to navigate around their website, and finding the exact DesiredCapabilities for different browsers and devices. The other services had a link to such pages. However they did have some good DesiredCapabilities, for example auto accept all alerts which popped up.

The browsers were unevenly updated. Chrome to Windows 10 was updated to version 50, while Chrome to Linux was still at 48 (which was released several months ago) at the end of this research. Sauce Labs also develops Appium, an open-source framework to test mobile devices. While not used in this research, I believe it to be easy to implement with Sauce Labs. Sauce Labs also have plugins to JIRA, a program to help developers track issues, sprints and so on.

Threats of Validity

The local computer which everything was developed on was a Linux-machine, and therefore the amount of browsers was limited to Chrome and Firefox locally. The limitation was because of the amount of hardware available, and another system could not be used. To ensure that the tests were working before making the measurements, TestingBot was used. The changes done when adapting the tests were done before any measurements. Most of the changes adapting the tests were done in the Page Object Patterns, however some small changes were also done in the actual testing code. To make sure the code was not adapted for TestingBot, I switched and ran the tests locally during the development of the tests.

Another threat is that the web application was developed in the same time as the writing of the tests was done. To ensure that all measurements were done correctly, an old version of the web application was used during the measurements. However newer versions wrtr used as well, both to test new functionality in the web application and other aspects of the services. Due to this, the newer versions have not been used when comparing the services against each other. They have instead been used only to compare when running tests locally.
Since the tests were running parallel in different browsers at the same time, the time measurements might not have been entirely correct depending on local hardware and the amount of concurrent machines available at the service. To ensure the measurements were done in the same way, only one thread with one browser was created at a time. This ensured that no differences between the services, which offer different amount of concurrent machines, were made.

The testing was mainly done using the services free trial. The cheaper price plans have however been considered when selecting. This limits the amount of time to use the services, but it does not affect the performance in any other way and should not have made any differences in result. Sauce Labs and BrowserStack had some differences with manual testing, like which devices could be used, however those limitations was not in the automatic testing used in this research. Sauce Labs also limited manual sessions to 10 minutes each. The only other limitations was in the amount of free minutes which could be used for automatic and manual testing, as well as the amount of concurrent machines running.

Future Work
The result in this research have looked at some aspects of the services, however one could look at more aspects. It might be possible to create a service similar to the ones studied in this project, using the cloud for all the devices and install the software to run the Selenium-tests yourself. This might be costly to maintain or set up. The gains of this would be a controlled environment. Just like running local the developer would know exactly what software has been installed and requested.

Another aspect could be on how to improve the services. Improvements could be in several forms including speed, stability or security. One method which could improve the speed would be to have virtual machines with the operating systems running at the services, but in sleep mode. This way you only have to wake up the virtual machine before starting the browser and the testing. To ensure good security you would still have to start a new machine once the testing was done.

While Selenium 2 was built with WebDrivers and a RemoteWebDriver, perhaps other aspects of the framework could be changed to improve the services or Selenium-testing in general. Currently Selenium depends heavily on the browser manufacturers to implement the Browser Drivers, and if the implementation is not working the tests will not work either.

It is also likely that the services will continue to be improved and modified, which could require more research in the future. This research could however be used by both the services to improve their current service and by developers to see what matters most for them and see what they might need.

7. CONCLUSION
Several different aspects of the services are show in the result of this research. There is also some differences between running tests locally and in the cloud. The research leaves a lot of space for future work, especially testing with more web applications and figuring out which service is best suited for a type of web application, if such conclusions can be drawn. Doing this could help both developers and companies to select services best suited for their needs.

What is the differences between the top Selenium-TaaS in regard to simplicity, flexibility, client support and time consumption?
While the services have differences in the amount of devices, browsers and operating systems, they do support the same systems with only a few exceptions. The code changes required is almost the same for all of the tested services, making the difference in regard to flexibility low for the testing of this web application. It is possible that this is only for this web application, and another set up could give another result. Therefore more research is required in this area.

While the time consumption did show a difference between the services, where BrowserStack was the fastest and TestingBot did charge for least amount of time, the result was for one type of web application. The area needs to be further analysed in order to draw any conclusions, with more testing using more web applications.

The services were fairly simple to implement, in more or less all regards. However, there could be differences in other web applications with other set up, which could yield other results.

What is the main differences between running tests locally Selenium-tests locally and in the cloud?
There could be some unforeseen problems with running tests locally compared to running them in the cloud. While the environment will be fully known in advance by running the tests locally, they will not be known when using a service. This could be problematic if the web application is using special technologies, such as geolocation, which is different when running locally and in the cloud.

Running the tests locally limited the amount of browsers available, as well as the amount of real devices. These numbers grew when using a service instead.

How much of a difference it is between running locally and in the cloud depends on the service, the tests written and the web application. There is not known
whether this could have a negative or positive effect, and more research is required.
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