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Abstract—Numerous micro-channels have recently been discovered in the human temporal bone by x-ray micro-CT scanning. After a preliminary study suggesting that these micro-channels form a separate blood supply for the mucosa of the mastoid air cells, a structural analysis of the micro-channels using a local structure tensor was carried out. Despite the high-resolution of the micro-CT scan, presence of noise within the air cells along with missing information in some micro-channels suggested the need of image enhancement. This paper proposes an adaptive enhancement of the micro-channels based on a local structure analysis while minimizing the impact of noise on the overall data. Comparison with an anisotropic diffusion PDE based scheme was also performed.
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I. INTRODUCTION

In the middle ear, pressure is passively regulated through gas exchange via a respiratory mucosa lining the bone. The tympanum, part of the middle ear and in direct communication with the mastoid air cell system (MACS), is known to be the main structure involved in this regulatory process. However, more recent studies have indicated that the MACS also plays an important role in pressure regulation [1], [2]. To allow an efficient gas exchange, such as in the lungs, a large surface area of respiratory mucosa is needed in relation to the volume of air contained within the air cavities. To investigate how large the surface area and the volume of the MACS are, eight human temporal bone specimens were scanned using x-ray micro-CT scanning [1]. Part of a right human temporal bone is visualized using volume rendering in Fig. 2. Among other landmarks, so as to further help the reader, the MACS is located to the left, the tympanum is located in the lower right, the cochlea and semi-circular canals are visible to the top right, while the ear canal appears in the lower part of Fig. 2. Further investigation of the micro-CT scan led to the discovery of micro-channels within the bony part of the mastoid between the MACS, visible as small dark features, notably at the vicinity of the ear canal [1], see Fig. 2. A possible role of these micro-channels is a secondary blood supply to the mucosa lining the MACS, to allow a more efficient pressure regulation, see Fig. 2 where the micro-channels are observed within the white ellipsoid at the vicinity of the ear canal (EC). In order to gain further knowledge about these micro-channels, a geometrical analysis has been carried out using a micro-CT scan of a single human temporal bone specimen [3]. The extraction of tubular and planar structures and combinations thereof, using local structure tensor analysis ([5]), revealed micro-channels of different size and shape. While larger micro-channels were well described, micro-channels of smaller size appeared disrupted by the presence of noise in the data, leading to disconnected structures in the resulting structure tensor. Furthermore, presence of noise in the data prevents a clear visualisation of the micro-channels path within the bone and their linking to adjacent air cells. This study therefore proposes an extension of the local structure tensor analysis ([3]), by enhancing the micro-CT data, while reducing the noise level using adaptive filtering [6].
II. MATERIAL

One human temporal bone specimen was used in this study. The bone specimen was scanned in Ghent at the Department of Physics and Astronomy, Belgium. The procedure used for scanning the temporal bone was similar to [4] and resumed in a previous study [1]. The micro-CT scan was cropped from an original size of $1820 \times 1820 \times 1211$ voxels down to a volume of $300 \times 300 \times 220$ voxels. The size of each voxel is $46 \, \mu m$ isotropic. This test volume was chosen to represent micro-channels in the proximity of mastoid air cells at the vicinity of the ear canal, with a large variety of sizes and shapes.

III. METHODS

Structures in a 3D volume can be represented using a structure tensor by exploiting its eigenvalues and eigenvectors, [3]. The tensor can be constructed as

$$T = \sum_{k=1}^{3} \lambda_k \hat{e}_k \hat{e}_k^T$$

with $\lambda_k \geq \lambda_{k+1} \geq 0$. (1)

Three specific cases of the structure tensor where $\lambda_1 \geq \lambda_2 \geq \lambda_3 \geq 0$ are the eigenvalues in decreasing order, $\hat{e}_k$ the eigenvector corresponding to $\lambda_k$, and $\mathbf{I}$ is the identity matrix $\mathbf{I} = \hat{e}_1 \hat{e}_1^T + \hat{e}_2 \hat{e}_2^T + \hat{e}_3 \hat{e}_3^T$, can be extracted as:

- $\lambda_1 > 0$, $\lambda_2 = \lambda_3 = 0$, $T_1 = \lambda_1 \hat{e}_1 \hat{e}_1^T$. This case corresponds to a neighbourhood that is perfectly planar. The walls of the mastoid air cells are for instance represented through this rank 1 tensor.
- $\lambda_1 = \lambda_2 > 0$, $\lambda_3 = 0$, $T_2 = \lambda_1 (\mathbf{I} - \hat{e}_3 \hat{e}_3^T)$. This case corresponds to a neighbourhood that is constant along lines and/or tubular structures. The micro-channels are represented through this rank 2 tensor.
- $\lambda_1 = \lambda_2 = \lambda_3 > 0$, $T_3 = \lambda_1 \mathbf{I}$. This case corresponds to an isotropic neighbourhood, meaning that there exists energy without any specific orientation in the neighbourhood, e.g. in the case of noise. This case is a rank 3 tensor.

The three cases are illustrated in Fig. 3. The probability of each neighbourhood belonging to either a rank 1, rank 2, or a rank 3 tensor, as defined in [5] and recalled from [3], can further be investigated from the local structure tensor by $p_1$, $p_2$, and $p_3$, where $\sum_{k=1}^{3} p_k = 1$, as

$$p_1 = \frac{\lambda_1 - \lambda_2}{\lambda_1}, \quad p_2 = \frac{\lambda_2 - \lambda_3}{\lambda_1}, \quad p_3 = \frac{\lambda_3}{\lambda_1}. \quad (2)$$

A combination of these three cases into an ideal structure tensor is given by

$$T = p_1 T_1 + p_2 T_2 + p_3 T_3. \quad (3)$$

Several examples of rank 1, rank 2, rank 3 tensors are given in Fig. 4 for several ellipsoids of different sizes and orientations. The rank 1 tensor is displayed as blue (planar), the rank 2 tensor is mapped with the red color (linear or tubular), and the rank 3 tensor is rendered green (isotropic). In Fig. 4(A), the original data is represented. The three cases rank 1, rank 2, and rank 3 are illustrated respectively in Fig. 4(B), Fig. 4(C), and Fig. 4(D). Fig. 4(E) and Fig. 4(F) demonstrate the combination of rank 1 and rank 2 tensors and the combination of rank 2 and rank 3 respectively. Fig. 4(H) is a combination of all three rank tensors together with the original data placed next to it for easier comparison (Fig. 4(G)). In Fig. 4(H), a zoom at the tip of the thinnest ellipsoid is illustrated in the yellow square to point out the presence of a rank 3 tensor shown as a green sphere. Also note, that the isotropic part in green from Fig. 4(D) lies inside the planar part in Fig. 4(B). As stated in [3], to obtain rank 1, rank 2 and rank 3 tensors, a set of quadrature filter responses were computed over the whole volume so as to estimate the structure tensor given in Eq. 3. The advantage of using a quadrature filter approach is its property of phase-independence, producing a filter response equally strong for odd and even structures, representing a micro-channel either as a line or an edge locally depending both on the size of the micro-channel and on the scale being chosen for the study. The typical frequency function $F$ used for a quadrature filter is given by

$$F_k(\hat{u}) = R(\rho) D_k(\hat{u}). \quad (4)$$
where the structure tensor can now be estimated as

\[ f_{\text{est}} = f_{lp} + \sum_{k=1}^{6} w_k f_k, \]

where \( f_{lp} \) is the lowpass filter response, \( w_k \) are scalar weights and \( f_k \) are the responses from the bandpass filters in different directions. To express the adaptive filter in terms of the local structure tensor, the scalar weights \( w_k \) can be estimated by projection of the local structure tensor field onto a set of dual tensors \( M_k \) corresponding to \( \alpha \hat{n}_k \hat{n}_k^T - \beta I \) in the right hand side of Eq. 7. The enhanced signal \( f_{\text{est}} \) can then be written as

\[ f_{\text{est}} = f_{lp} + \sum_{k=1}^{6} \langle \hat{T}, M_k \rangle f_k, \]

where \( \hat{T} = \gamma(h_{lp} \ast \hat{T}_{\text{est}}) \). The function \( \gamma \) is a smooth mapping corresponding to low-parametric sigmoid function defined for \( \alpha \in [0, 1] \) as

\[ \gamma(x; \sigma; \alpha, \beta) = \frac{x^\beta}{x^\alpha + \sigma^\beta}. \]

The \( \gamma \)-function controls the amount of anisotropic high-pass filtering, allowing a bandwidth selectivity. Well defined structures are therefore represented by a large norm while small fluctuations, such as noise, are represented by a small norm. \( \alpha \), typically in a range of [0, 0.5], is used to accentuate weak structures that are slightly above the noise level threshold \( \sigma \). \( \beta \) sets the slope of the \( \gamma \) function in the noise-signal transition [5]. The output of the \( \gamma \)-function corresponds to the largest eigenvalue, i.e. \( \gamma_1 \), of the control tensor \( C \). To control the shape of the adaptive filter, i.e. the orientational variation in the high-pass regions, the ratio of the eigenvalues of the local structure tensor can be used and remapped using the \( \mu \)-function as

\[ \mu(x; \alpha, \beta) = \left[ \frac{(x(1-\alpha))^\beta}{(x(1-\alpha))^\beta + (\alpha(1-x))^\beta} \right], \]

where \( x = \frac{\lambda_1}{\sum_{n=1}^N \lambda_n} \). \( \alpha \) is defined in the \( \mu \)-function as the value of \( \frac{\lambda_1}{\sum_{n=1}^N \lambda_n} \) for which the \( \mu \)-function is \( \tfrac{1}{2} \). \( \beta \) defines the slope in the transition area in the same manner as for the \( \gamma \)-function in Eq. 11. The resulting \( \mu_n \) will correspond to the filter shape coefficients. A control tensor can now be constructed based on the largest eigenvalue \( \gamma_1 \) and the filter shape coefficients. Reusing the eigensystem from the original local structure tensor ensures a preservation of the orientation estimation.

Fig. 4. Results of structure tensor analysis on test objects to show the contribution of each case and their combination thereof. Legend: (A) Original data, (B) rank 1 tensor, (C) rank 2 tensor, (D) rank 3 tensor, (E) mixture of rank 1 and 2 tensors, (F) mixture of rank 2 and 3 tensors, (G) original data repeated for comparison with mixture of all rank tensors (H). Observe the isotropic tiny sphere at the end tip of the smallest ellipsoid further zoomed in the yellow box.
Therefore, the control tensor can be written in the 3D case as

\[ C = \gamma_1 \hat{e}_1 \hat{e}^T_1 + \mu_2 \hat{e}_2 \hat{e}^T_2 + \mu_3 [\hat{e}_3 \hat{e}^T_3] , \tag{13} \]

where \( \hat{e}_n \) are the eigenvectors of \( T_{lp} \). Eq. 13 can then be rewritten as a weighted sum of outer products of these eigenvectors as

\[ C = \sum_{n=1}^{3} \gamma_n \hat{e}_n \hat{e}^T_n , \tag{14} \]

leading to a modification of Eq. 9 such as

\[ f_a = f_{lp} + \sum_{k=1}^{6} (C, M_k) f_k . \tag{15} \]

An example of the magnitude of the control tensor is given in Fig. 5(C). A high-pass amplification factor was further added to Eq. 15 to favour enhancement of solely linear or tubular structures by using the eigenvalues from the structure tensor according to

\[ f_a = f_{lp} + a_{hp} \sum_{k=1}^{6} (C, M_k) f_k , \tag{16} \]

where \( a_{hp} \) is defined as

\[ a_{hp} = \zeta \times \left( \frac{2 \lambda_1 + \lambda_2 - \lambda_3}{3 \lambda_1 - \lambda_2 + \lambda_3} \right) , \tag{17} \]

with \( \zeta = 1.3 \) in this study. The enhanced data can be seen as the sum of a low-pass filtered version of the original data, applied only once, with a linear combination of anisotropic high-pass filters using the corresponding orientations from the quadrature filter, and where the scalar weights \( w_k \) are calculated using the control tensor.

![Fig. 5. Intermediate results. (A) Log-normal function for the quadrature filter in one of the six directions (Eq. 4). (B) Magnitude of the structure tensor estimated from the original data (Eq. 7). (C) Magnitude of the resulting control tensor (Eq. 13). For reference, the original data is given in Fig. 6.](image)

IV. Results & Discussion

Visual comparison of the enhanced data versus the original data is first provided in 2D as shown in Fig. 6. To compare with already existing methods, a free Matlab implementation of an anisotropic diffusion PDE scheme was used with the following parameters: \( \text{Scheme} : cEED, \lambda_{weickert} = 0.0025, Time_{final} = 0.5 \), while the remaining options were kept by default. Further details about this scheme are given in [13]. This anisotropic diffusion scheme was found to be the closest method to compare to in relation to our algorithm, since it relies on stencils with 6-points locally adapted to a diffusion tensor.

In the first column of Fig. 6, the original data is shown with the second row being a zoomed part of the upper corner of the top row. In the second column, the results from the current study are illustrated. In the third column, results from using the anisotropic diffusion are provided. Results from both studies look very similar. Both methods show a reduction of the noise level while preserving the micro-channels. Fig. 7 gives a 3D representation of the mixture of rank 1, rank 2, and rank 3 tensors. Fig. 7 is a mapping of the three rank tensors based on the lower intensities, i.e. air and soft tissues, from the respective data using a soft mask. This masking makes it possible to know what type of rank tensor, and their subsequent mixtures, the tubular structures, i.e. the micro-channels, are made of. In Fig. 7, the first row illustrates the mixture of the three rank tensors computed from \( T_{est} \) (Eq. 7) from the original data. Similarly, in the second row, the mixture of \( p_1, p_2, p_3 \) rank tensors mixture, the right column gives a zoomed version of the left column based on the dashed square at the lower right corner on each row. The top row is used as a reference. Although the results from the current study are very similar to the results from the anisotropic diffusion scheme, it can be noticed that the tubular structures appear more complete especially when compared to \( p_1, p_2, p_3 \) rank tensors mixture from the previous study [3].

A visual inspection of the enhancement on the bone is illustrated in Fig. 8. The original data is shown in the first row; the enhancement achieved in the current study is shown in the second row, while the enhancement from the anisotropic
diffusion scheme is represented in the third row. A zoomed version of the lower right corner is also available to appreciate how well the structures are preserved while the noise is reduced. Using a common transfer function, it is almost impossible to see any difference between the two enhancement schemes. The results from the current study appear with a slightly higher contrast for the weak structures though.

Using a different setting for the transfer function, similar to [3], visualization of the micro-channels from the enhanced data can be visually compared to the original data (top row), see Fig. 9. Removal of the noise combined with enhancement of the tubular structures, i.e. micro-channels, make them appear more structured and to have a more coherent connectivity. The enhanced data resulting from the current study is represented in the second row and the enhancement emanating from the anisotropic diffusion scheme is illustrated in the bottom row. A zoom of the lower right corner is also available to better assess the variation between the results, both comparable with the original data.

Although relevant, a quantitative analysis was not performed simply due to the high complexity of the data. To obtain relevant statistics from a quantitative analysis from such a study, the bone specimens should be scanned several times with the same settings and processed with the same scheme for the adaptive enhancement to be able to measure how much variation there is in the results. Although the bone specimens were fixated, they will shrink during the overall experiment.

A comparison with anisotropic diffusion filtering was performed. Despite the fact that the present scheme requires adjustments of many parameters, the processing time for a given set of quadrature filters was considerably faster than the anisotropic diffusion scheme, due to the iterative feature of the diffusion process. For the current data size, the anisotropic diffusion scheme was three times slower than the current scheme. An ITK version of the anisotropic diffusion scheme exists but the Matlab version was used for easier comparison purposes.

Besides the fact that our proposed algorithm has many parameters to adjust as compared to the anisotropic diffusion scheme, a better control on how to perform the enhancement is possible. The adaptive filtering is believed to be better for the tubular structures, compared to the anisotropic diffusion. Metrics such as Structural Similarity Index (SSIM), Quality Index based on Local Variance (QILV) or the Mean Squared Error (MSE) can be used such as in [12], [11] and were investigated in the current study, but because the varying size
of the structures to enhance can sometimes be close to the noise level there is a need to preserve a certain amount of noise in the spectrum leading to inconclusive results in the present work.

Investigation of the residuals between the original data and the enhanced data using both methods was also performed. Combination of both noise reduction and enhancement of the weak tubular structures using the current scheme does not permit to distinguish the contribution of either part of the scheme. The residual was first computed for the sole adaptive filtering without enhancement of the tubular structure, see Fig. 10(A). The residual for the complete scheme was computed as illustrated in Fig. 10(B). Finally, the residual from the anisotropic diffusion scheme was estimated, see Fig. 10(C). Interestingly, the residual from the anisotropic diffusion scheme slightly shows the silhouette of the bone as in the case of Fig. 10(B) induced by the enhancement part. It is more challenging to observe any structure when only the adaptive filtering was used in the current scheme.

V. CONCLUSION

This study has demonstrated the positive effect of enhancing the micro-channels while reducing the noise level in the original data using an adaptive filtering scheme together with a structure tensor analysis. Reduction of the noise enabled better observation of the transition between the MACS and the micro-channels. The enhancement, further helped by amplification of tubular structures, allowed some micro-channels to recover their full paths.
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