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The Earth solid inner core is mostly iron¹,², therefore, the question – what is the structure of iron in the Earth inner core – is central to our understanding of the Core. However, the stable phase of iron in the Core is still unknown. Currently, two major candidates are considered – hexagonal close-packed (hcp) and body centered cubic (bcc) structures. Neither of these structures received unanimous support³,⁴. Here we demonstrate stability of the bcc phase under conditions in the center of the Core by performing novel constant pressure-temperature ab initio molecular dynamics simulations with varying shape and volume of the computational cell. The bcc phase is stabilized by the discovered unique diffusion mechanism that originates in the low temperature dynamical instability of the bcc phase. It appears that the bcc phase has already been observed in the recent experiments, however, the experimental data was misinterpreted. The diffusion of iron atoms in solid state is quite unique and might allow us to explain both the anisotropy and the low shear modulus of the inner Core.

The Earth solid inner and liquid outer cores consist mainly of iron¹. The pressure range of the inner core is from 330 to 365 GPa². The temperature is known less precisely, since the melting temperatures of iron have not been measured at the core pressures. When extrapolated, the data from shockwave (SW)³,⁴ and diamond anvil cell (DAC)⁵ experiments place melting temperature of iron somewhat above 6000 K at the pressure of the inner core outer core (ICOC) boundary (330 GPa). The melting temperature of iron in the center of the Earth then could be close to 7000 K. Some DAC studies⁶ place this number considerably lower, around 5000 K. Theory supports higher melting temperatures⁷-⁹.
Structure and properties of a crystal are intimately related. Therefore, elasticity of the core, its seismic response, density, heat capacity and heat conductivity, to name a few, critically depend on the structure of iron in the core. The interpretation of seismic data, our major source of information about deep Earth, is completely dependent on the phase diagram of iron at the core conditions\textsuperscript{10-12}.

At high pressure and low temperature the stable phase of iron is hcp\textsuperscript{13}. There are two experimental studies that support transition of iron to another, yet unknown phase at pressures above 150-200 GPa and temperatures higher than 3000 K\textsuperscript{3,14}. The SW data\textsuperscript{3} was interpreted as a transition from the hcp to the bcc phase. The DAC data\textsuperscript{14} is consistent with stabilization of the bcc phase\textsuperscript{15}. Later SW studies\textsuperscript{4} claim that the Brown and McQueen data\textsuperscript{3} is not an evidence for a phase transition. We note, however, that a similar situation was recently resolved for the case of Mo. It was suggested\textsuperscript{16} that there is no phase transition in Mo contrary to the discovery made by Hixson et al.\textsuperscript{17} earlier. Recently, it was demonstrated\textsuperscript{18} that the ‘no-transition’ scenario\textsuperscript{16} is not consistent with theory and likely the original data by Hixson et al.\textsuperscript{17} is indeed an evidence for a transition. Recent DAC studies\textsuperscript{19} claim to measure iron at the core conditions. While the pressure is probably in the core pressure range, the temperature, as can be seen from the width of the peaks of their X-ray spectra, does not probably exceed 4000 to 5000 K\textsuperscript{20}. Besides the changes in the X-ray spectra\textsuperscript{19} can be explained by the iron carbide formation or the bcc phase stabilization\textsuperscript{20}. Anzellini et al.\textsuperscript{5} did not see the bcc phase in their experiment at pressures and temperatures that are somewhat lower than the PT conditions of the shock-wave experiment\textsuperscript{3} where the solid-solid transition was suggested, yet these PT conditions are overlapping with the conditions in Ref. 14.

The dynamic stability\textsuperscript{21,22} and also the thermodynamic\textsuperscript{22} stability of the high-temperature high-pressure bcc iron was suggested on the basis of molecular dynamics simulations (the stability of the bcc phase of Fe was suggested\textsuperscript{23} as an explanation of the results of SW\textsuperscript{3} experiments). However, recently it was proposed\textsuperscript{24} that the bcc phase is not even dynamically stable at the pressure-temperature (PT) of the Earth inner core. The authors of Ref. 24 ruled out the dynamical stabilization\textsuperscript{21,22} of the bcc phase. They showed that the stabilization observed earlier is due to the constant volume and shape of the simulated cell. We note, however, that the size of all previous ab initio simulated cells was small and sometimes very small.

All of the above leads to confusion regarding the stable phase in the core. Theory and experiment provide arguments both supporting and rejecting the bcc stability. While properties of the bcc phase allow us to explain a number of enigmatic properties of the core\textsuperscript{10-12}, the thermodynamic stability of the bcc phase remains a controversial topic. Here we explore the mechanism of the dynamical instability of the bcc phase. The insight into the mechanism allows us to understand what stabilizes the bcc phase and then to answer whether and - if yes - at which conditions the thermodynamic stability of the bcc phase sets in.

It is well known that the bcc phase at high P and low T is unstable and its phonon spectrum includes imaginary frequencies. The instability is due to decrease of the energy (for
calculation of energies and description of molecular dynamics see Methods and Supplementary Materials) when (110) planes are shifted along each other with some wave length (Fig. 1).

The depth of the minimum is related to the kinetic energy corresponding to the temperature of dynamical stabilization of the bcc phase\(^{21,22}\) at constant volume. Accordingly, the mechanism of instability can be explained by the (110) planes sliding along the [1 1 0] direction to reach the local energy minimum. This is happening at any temperature that is insufficient to escape the minimum. However, if the temperature is high enough, the planes can oscillate around the equilibrium bcc positions, thus stabilizing the bcc phase dynamically. This is possible if the shape of the cell and its volume are maintained constant. Such a motion leads to the appearance of deviatoric stresses\(^{24}\) that would destroy the bcc structure if the volume/shape restrictions are removed. However, as we show below, if the cell is large enough, it may accommodate the strains due to the planes motion without destroying the initial crystal structure. Besides, due to the large amplitude of thermal motion at high temperature the planes are diffused in space therefore the plane shift is dispersed with a finite dispersion length. Therefore, one needs to take good care of the convergence of the simulated cell sizes to prove whether the bcc phase becomes dynamically stable or not.

Currently there are no simulations that would provide properties of the bcc phase at constant pressure and temperature without restrictions on the shape of the computational cell. All of the existing simulations of the bcc phase provide its thermodynamics and/or dynamics compromised by the restrictions and small size of the computational cell. This might lead to wrong conclusions regarding the bcc stability. We performed ab initio MD simulations at constant P and T allowing for deformation of the computational cell with the size up to 1024 atoms. Pressure in all simulations was set to 360 GPa, close to the pressure in the Earth center (364 GPa). We see that (Fig.2) if the size of the cell is 432 atoms (6×6×6 unit bcc cells) then the bcc phase is unstable even at T as high as 7000 K, in full agreement with recent simulations\(^{24}\) where cells with 150 atoms have been simulated at a constant volume. However, if the size is increased to 1024 atoms (8×8×8) the bcc phase remains intact (Fig. 2). Second, if temperature is lowered to 6000 K, the bcc phase (1024 atom supercell) spontaneously transforms into the hcp phase (Fig. 3).

Thus, the size of the computational cell and temperature are critical for stabilization of the bcc phase. The enthalpy difference \((H_{\text{bcc}} - H_{\text{hcp}})\) that also includes electronic entropy is 19.3 kJ/mole in favor of the hcp phase (Fig. 3). That means that to be stable the vibrational entropy difference \((S_{\text{bcc}} - S_{\text{hcp}})\) should be larger than 2.757 J/mole/K or 0.332 k\(_B\) (where k\(_B\) is the Boltzmann constant). This is comparable to the entropy difference of similar phase transitions in, e.g., Ti and Zr\(^{25,26,27}\). Direct calculation of the free energy difference for systems of size 1024 atoms and higher (we do not know at which size the properties of the bcc phase will converge) are not currently feasible. Recently, the difference of vibrational free energies was computed\(^{28}\) using the SCAILD (self-consistent ab initio lattice dynamics) method\(^{29}\). This difference is 27.1
kJ/mole at 360 GPa and 7000 K. This means that the bcc phase is more stable than the hcp phase by 7.3 kJ/mole. The authors of Ref. 29, however, considered enthalpies for the ideal bcc and hcp lattices and that caused confusion. In our study we computed the enthalpies without any simplifying assumptions. If the enthalpy and entropy differences do not change with temperature, the bcc would stabilize at 5200 K, which is considerably lower than nearly all current estimates of the inner core temperatures that are essentially temperatures of melting of the core material. Other estimates of entropy difference (Suppl. Materials), based solely on our results, range from 2.87 J/K/mole (low limit) to 8.0 J/K/mole (upper limit) (Suppl. Materials). The entropy difference calculated using SCAILD falls in this range and actually is closer to the lower limit.

What is the mechanism behind the stabilization of the bcc phase? If one looks at the snapshots in Fig. 4 (the whole movie is included in Supplementary materials) one can see that atoms in the bcc phase diffuse in avalanches along the <110> directions. These are the directions of the soft mode that make the bcc structure unstable at T=0 K. At high temperature, the sliding of the planes is transformed into sliding of the pieces of the planes simply because at high temperature the planes do not exist as such – atoms are substantially out of the plane. Such a possibility makes the bcc phase stable dynamically while the increase in entropy (see Fig. 4S in Supplementary Materials) makes the bcc phase stable thermodynamically.

Such a motion in small cells destroys the structure. Bigger cells are apparently capable of relaxing the stress associated with the strain caused by the motion however such strains lead to quite a remarkable mechanism of diffusion, to our knowledge, never observed before. Such diffusion might have profound consequences for the formation of lattice preferential orientation in the inner core\cite{30} and explanation of seismic data including anisotropy\cite{11,12,30,31}, extremely low shear resistance\cite{10,30} and high attenuation of seismic waves.

A careful examination of the structure of the bcc phase (note, that this is the first time we are looking at the structure of bcc iron calculated ab initio without constraints on shape and volume) tells us that the atoms in the bcc structure are effectively 11 coordinated (Fig. 4). The first coordination sphere contains the 8 atoms however the 6 atoms in the second shell contribute about half of them to the first coordination sphere due to considerable amplitude of thermal motion. This is the coordination that was measured in the recent shock wave experiments\cite{32}. However, the authors of the experimental paper\cite{32} assumed that 11-coordinated atoms should rather be a feature of close packed structures (formally 12 coordinated). The authors\cite{32} explained the coordination 11 by thermal motion in the hcp phase. It is thermal motion indeed – but in the bcc phase that makes iron atoms 11 coordinated. Thus, we can suggest that the stability of the bcc phase at the core conditions has already been observed but misinterpreted.

To conclude, for the first time we demonstrated the dynamical stability of the bcc phase at high pressure and temperature. The bcc phase becomes thermodynamically stable according to first-principles calculations. The stability increases on increasing the size of the computational sample and is likely to converge at larger sizes rendering full convergence difficult to achieve.
However, already at the size of 1024 atoms with periodic boundary conditions the bcc phase at 7000 K and 360 GPa is thermodynamically stable. The discovered mechanism of stabilization – diffusion along the planes with the soft phonon modes at 0 K - is novel but could likely be the same in other metallic refractory systems exhibiting phonon softening. The mechanism might allow one to explain a number of seismic observations related to anisotropy and low shear modulus in the Earth inner core. Indeed, the possibility to efficiently move atoms within the same crystalline structure allows one to efficiently remove the stress – and that makes the bcc phase very soft with a very low resistance to shear. The bcc phase is very anisotropic\textsuperscript{11,12}. The diffusion allows easy texturing of iron in response to any stress. Most of the earlier ab initio molecular dynamics studies of the bcc phase with small (less than 1024 atoms) size are likely inadequate. The unique feature of the Fe bcc phase such as high-temperature self-diffusion even in an ideal lattice might be responsible for the formation of large-scale anisotropic structures needed to explain the Earth inner core anisotropy\textsuperscript{11,30,31}. It is also important to mention that the diffusion might interfere in the X-ray measurements and should be considered when choosing the appropriate experimental technique.

**Methods:** The energies and forces were calculated within the framework of the frozen-core all-electron Projector Augmented Wave (PAW) method\textsuperscript{33}, as implemented in the Vienna Ab initio Simulation Package (VASP)\textsuperscript{34,35,36}. The energy cut-off was set to 400 eV. Exchange and correlation potentials were treated within the generalized gradient approximation (GGA)\textsuperscript{37,38}. Fourteen electrons were considered as valence, therefore any overlapping of core states at high pressures and temperatures was avoided. The finite temperatures for the electronic structure and force calculations were implemented within the Fermi-Dirac smearing approach\textsuperscript{39}. All necessary convergence tests were performed, the electronic steps converged within 0.0001 meV/atom. The molecular dynamics runs have been performed in the NPT (N – number of atoms, P – pressure, T –temperature) ensemble for a given pressure and temperature. We used supercells up to 1024 atoms. Tests have shown that Γ-point is sufficient at these sizes. The timestep was set to 1 fs and the runs continued for up to 18,000 timesteps. The averages were computed over last 3,000 to 5,000 timesteps depending on the run and the errors were estimated by the blocking technique.
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**Figure Captions.**

**Fig. 1.** Modeling N-point transverse acoustic phonon mode in ideal bcc Fe at 360 GPa. The mode is the shortest possible wave of atomic displacements in the \(<110>\) direction with the \([1 \bar{1} 0]\) polarization. **Left panel:** (001) projection of the equilibrium bcc atomic positions at different electron temperatures. Atomic positions in the ideal bcc structure are marked with crosses. Red squares, green rhombuses, blue triangles, and magenta circles indicate the equilibrium atomic positions at 2000, 6000, 8120 and 10000 K, respectively. Their distances from the ideal bcc positions (crosses) correspond to the amplitude of the N-point mode minimizing the electron free energy. This amplitude is equivalent to the atomic displacement from the ideal bcc positions and it is indicated by arrows of the same color as for the equilibrium atomic positions at corresponding electron temperatures. The size of the arrows is proportional to the N-wave amplitude minimizing the electron free energy. Accordingly, one may see that the amplitude decreases with increasing temperature. **Right panel:** Difference between the electron free energy at a particular electron temperature and the electron free energy of the ideal bcc structure at the same temperature. The difference is given as a function of the amplitude of the atomic displacement according to the N-point transverse acoustic phonon mode in the \(<110>\) direction with the \([1 \bar{1} 0]\) polarization (N-wave shift). The data are presented for the same temperatures as in the left panel and they are given with respect to the electron free energy of the ideal bcc structure. One may see that the atomic displacements of the equilibrium atomic positions from those in the ideal bcc structure decrease the electron free energy but the energy gain decreases as the temperature increases.

**Fig. 2.** Time evolution of the initially cubic box sizes (a-red, b-green, and c-black; in the initial cubic structure a=b=c) during molecular dynamics runs. The evolution is computed at pressure 360 GPa and temperature 7000 K. The upper set of three curves shows the evolution for the cell composed by \(8\times8\times8\) bcc unit cells (each cell with 2 atoms) that is 1024 atoms in total. The lower set shows the results of the same simulation for the \(6\times6\times6\) bcc unit cell with 432 atoms. The 432
atom cell demonstrates instability developing between 7,000 and 8,000 timesteps. After that, the cell shape is deformed and the bcc structure transforms into the hcp one. On the contrary, the 1024 atoms cell shows no such instability. The computations for the 1024 atoms cell were continued longer than the similar runs that demonstrated the instability for the cell with 150 atoms.

Fig. 3. Results of molecular dynamics simulations in the NPT ensemble at 360 GPa and high temperatures for different sizes of computational cells starting from the bcc and hcp structures. The upper panel shows time evolution of enthalpy that also includes the electronic entropy term and the lower panel time evolution of the electronic entropy. The bcc structure readily transforms into hcp structure at 6000 K even at 1024 atom cell (squares). Both enthalpy and electronic entropy demonstrate drop at the transition from the bcc to the hcp phase. The hcp to bcc enthalpy and entropy differences are computed as the difference between the enthalpy and entropy averages for the hcp and bcc structures at 7000 K and 1024 atom cells.

Fig. 4. Structural data on bcc iron from molecular dynamic NPT simulation at 7000 K and 360 GPa. The A and B parts show 3-dimensional distribution of probability density of atoms as a function of distance from the central atom. The density is averaged over the atoms and the last 8,000 timesteps of the run of 18,000 timesteps duration. Note, that A does not show the distribution of atoms around their equilibrium positions but rather the density of the vectors that connect this atom and the central atom. This density enters the radial distribution function normally shown as a one-dimensional plot. The first neighbor clouds in A have the shape squeezed in the direction to the central atom (shown as a small sphere for clarity), while the second neighbors are elongated in the same direction. The part B shows the projection of A on the 110 plane that is the plane that cuts the bcc unit cell along the face diagonal. One can see that half of the second neighbors density contributes to the coordination number that is the total coordination number is $8 + 6/2 = 11$. Parts C and D show two projections of five snapshots of the computational cell. The five snapshots are shown in the picture with atoms colored according to the red-white-blue sequence corresponding to time progression. The snapshots are separated by 200 timesteps. The positions of the atoms are averaged using the 1000 timesteps running window to average out the high-frequency vibrations. The projections along X (part C) and Z (part D) axes are shown. One can clearly see the diffusion along the (110) planes. For the full movie of the simulation and diffusion see Supplementary Materials video.
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Entropy change on transition from hcp to bcc phase

It has been established that bcc iron is dynamically unstable at high pressure and low temperature. There are several methods that allow calculation of entropy of a dynamically unstable phase. We note, that thermodynamic integration is not technically possible in the present case because we see that the dynamical instability sets in only at the supercell size of 1024 atoms which is very time-consuming to simulate. The bcc phase stability increases on size, as we see from comparison of 432 and 1024 atom simulations, and most likely is not converged at the size of 1024 atoms. Therefore, one needs an alternative to the thermodynamic integration method. Recently, the entropy difference ($\Delta S_{\text{hcp-bcc}}$) has been calculated using the self-consistent ab initio lattice dynamics (SCAILD) approach (with the very same PAW-potential with 14 valence electrons that is used in this study). We do not think that the SCAILD is the best possible method. However, it is better than MD in case of small dynamically unstable systems because the molecular dynamics of small bcc structures provide us with incorrect data. That is the bcc structure does not possess the correct dynamics if the size of the structure is small. At the same time, SCAILD provides the entropy in reasonable agreement with experiment. The difference of vibrational entropies $T \cdot \Delta S_{\text{vib bcc-hcp}} = 27.1 \text{ kJ/mole}^{-1}$, according to SCAILD. This makes the bcc phase by -7.8 kJ more stable than the hcp phase. This suggests that the stability of the bcc phase sets in at around 5200 K at the pressure of 360 GPa. The $\Delta S_{\text{vib bcc-hcp}} = 3.9 \text{ J/mole}^{-1} \cdot \text{K}^{-1}$. Let us see whether we can verify this number independently. Using the Clausius-Clapeyron equation for melting of both the hcp and bcc phases we can write

$$\frac{dT}{dP}_{\text{liq-hcp}} = \frac{(V_{\text{liq}} - V_{\text{hcp}})}{(S_{\text{liq}} - S_{\text{hcp}})}$$
$$\frac{dT}{dP}_{\text{liq-bcc}} = \frac{(V_{\text{liq}} - V_{\text{bcc}})}{(S_{\text{liq}} - S_{\text{bcc}})}$$

Considering that melting temperatures of the bcc and hcp are close and, correspondingly, the gradients of their melting curves are close too, we can obtain that

$$S_{\text{bcc}} - S_{\text{hcp}} = \frac{(V_{\text{bcc}} - V_{\text{hcp}})}{A},$$

where

$$A = \frac{dT}{dP}_{\text{melting}}$$

on melting at pressure 360 GPa. The most recent melting curve of iron computed up to the pressure 15 Mbar gives the $dT/dP_{\text{melting}} = 8.9 \text{ K/GPa}$ at the pressure 360 GPa. The volume difference can be calculated from our MD runs for the bcc and hcp phases at 360 GPa and 7000 K.

This is equal to 0.032 cm$^3$/mol. Therefore, we are getting $\Delta S_{\text{bcc-hcp}} = 3.6 \text{ J/mole/K}$. This entropy includes both electronic and vibrational terms. Our MD runs give the electronic part $S_{\text{bcc}} - S_{\text{hcp}} = 0.73 \text{ J/mole/K}$. Therefore, the $\Delta S_{\text{vib bcc-hcp}} = 2.87 \text{ J/mole/K}$ which is somewhat less than the SCAILD result (3.9 J/mole/K) yet sufficient to stabilize the bcc phase. Note, that this is a lower bound for the entropy.
It is of interest to compare the entropy change for iron to the entropy change for similar transitions where experimental data exist. The measured phonon spectra were used to calculate the vibrational entropy in quasiharmonic approximation for Zr\(^{26}\) and Ti\(^{27}\) at the temperatures 1156 K and 1188 K, respectively, for the hcp and bcc phases. For example, for Zr \(\Delta S_{\text{bcc-hcp}} = 2.17 \text{ J/mole/K}\) and for Ti \(\Delta S_{\text{bcc-hcp}} = 2.41 \text{ J/mole/K}\). One can expect that \(\Delta S_{\text{vib bcc-hcp}}\) increases with temperature.

Therefore, all existing estimates provide consistent range of vibrational entropy changes. To stabilize the bcc phase over the hcp phase one needs \(\Delta S_{\text{vib bcc-hcp}} > 19.3 \text{ kJ/mole} / 7000 \text{ K} = 2.75 \text{ J/mole/K}\). Even if we assume that the SCAILD calculations overestimate the \(\Delta S_{\text{vib bcc-hcp}}\) by more than 30 percent (which is highly unlikely) the entropy difference will be still sufficient to stabilize the bcc phase. Moreover, it is likely that the SCAILD approach underestimates the entropy difference. The discovered by us the unique mechanism of diffusion in the bcc phase (see Fig. 4 and Movie S1) considerably increases the number of available microstates and, therefore, increases the entropy.

Thus, we conclude that the increase of entropy in the bcc iron phase is sufficient to stabilize the bcc phase thermodynamically at the pressure of 360 GPa, likely starting from the temperature around 5000 K. This temperature is estimated using the most reliable based on the same method as used in this paper estimate of entropy in bcc and hcp iron\(^{28}\). Remarkably, this number is very close to the extrapolated temperature of melting if the extrapolation is done using the measurements providing the so-called low melting curve (e.g. Ref. 45). It was suggested, that these experiments do not measure melting temperatures but rather the temperature of the onset of dynamic recrystallization\(^{7,46}\). Indeed, if the possibility of the recrystallization was considered the melting temperatures from experiments increased significantly\(^{5}\) and became consistent with the high melting temperature as suggested by theory\(^{7}\). The recent measurements that are very sensitive to appearance of liquid-like structures insist on the low melting curve\(^{45}\). We want to emphasize that during re-crystallization such liquid-like regions are abundant because the grain boundaries at high T are essentially liquid-like\(^{10}\). Besides, the discovered in this study self-diffusion might be interpreted as the signature of the liquid phase. Also, the diffusion in the bcc phase makes its shear resistance likely very low. There is the evidence that the inner core material has very low shear resistance. Stabilization of the bcc phase might allow us to explain it.

**Impact of system size and duration of runs**

In order to evaluate the impact of increase of the size of the simulated system well beyond 1024 atoms and continuation of the run well beyond dozens of thousands of time steps one needs to turn to a ‘quasi ab initio’ approach\(^{9}\). In such an approach, a semi-empirical potential is fitted to results of ab initio calculations. The choice of the data set which parameters are fitted to depends on what is actually required from the potential. In our case we require that the potential would reasonably well describe the energy of iron phases at the pressure of 360 GPa. Therefore, we have chosen to fit the potential to the run with 1024 atoms at T=6000 K and P=360 GPa starting from the bcc phase (Fig. 3). In that run the bcc phase transforms into the hcp phase. Selecting configurations from those parts of the run were the thermal equilibrium is established and both the bcc and hcp
configurations are presented we fitted the potential in the Sutton-Chen form. This potential was used earlier being fitted to a different set of data in a wide range of volumes. Here we restrict our task to match as close as possible the results of ab initio simulations in the narrow range of volumes.

The potential is described as follows.

\[ E_i = \frac{1}{2} \sum_{j=1,j \neq i}^{N_{\text{atoms}}} \varphi \left( r_{ij} \right) + F(\rho_i) , \]  

Where

\[ \varphi(\rho_{ij}) = \varepsilon \left( \frac{a}{r_{ij}} \right)^n , \]  

\[ F(\rho_i) = -\varepsilon C \sqrt{\rho_i} , \]  

\[ \rho_i = \sum_{j=1,j \neq i}^{N_{\text{atoms}}} \left( \frac{a}{r_{ij}} \right)^m . \]

\[ E_i \] is the potential energy of atom \( i \), \( N_{\text{atoms}} \) is the number of atoms in the system, \( \varphi \) is the pair-wise potential between atoms \( i \) and \( j \), \( F(\rho) \) is the embedded energy function and \( r_{ij} \) is the distance between atom \( i \) and atom \( j \). The total potential energy of the system is then

\[ E_{\text{tot}} = \sum_{i=1}^{N_{\text{atoms}}} E_i . \]  

In the present work, the Sutton-Chen potential is fitted to the energies calculated using ab initio molecular dynamics. The configurations are randomly selected from the configurations produced by ab initio MD simulations under the condition of 360 GPa and 6000 K except the first 1200 configurations (see Fig. S1). Half of the input configurations are bcc structured and half are hcp structured. The fit is performed determining the minimum of the following function

\[ f = \sqrt{\sum_{i=1}^{N_{\text{conf}}} \left( E_{i}^{SC} - E_{i}^{DFT} \right)^2} \]  

where \( E^{SC} \) is the potential energy of configurations calculated by the Sutton-Chen potential, \( E^{DFT} \) is energy of the same configuration calculated from ab initio methods, \( N_{\text{conf}} \) is the number of configurations considered in this fitting procedure. The method used for minimization is the particle swarm optimization algorithm. The obtained parameters are \( n = 8.7932 \), \( m = 8.14475 \), \( \varepsilon = 0.0220225 \) eV, \( a = 3.48501 \) Å, and \( C = 28.8474 \). The root mean square error of the fit is 6.2 meV/atom. Fig. S1 shows the comparison of the energies calculated by the fitted Sutton-Chen potential and ab initio method.
Fig. S1. Energies of configurations as computed in ab initio MD and by the embedded-atom Sutton-Chen potential with fitted parameters. The configurations marked by filled triangles are used for fit. Open circles show the energies computed by the SC potential. The rest of configurations has not been used for the fit and provided for the comparison. The decrease of energies at around 3000th configuration is related to the transition from the bcc to the hcp phase.

Using this potential we first performed molecular dynamics runs on the system of the same size (1024 atoms). Fig. S2 shows the results.
Fig. S2. Volume of the computational cell during the MD run. Simulations are performed in NPT ensemble at $N=8\times8\times8$ bcc unit cells (1024 atoms), pressure of 360 GPa and temperature as indicated on the panel. The timestep is equal 1 femtosecond. If the system is stable, volume remains nearly constant for the most of the run as is the case at 7000 K (upper panel). If the volume remains constant for some period of time and then converge to a different value and again remains constant we have instability of the initial configuration (in this case bcc) and a new stable (in this case hcp) configuration. This is what happens at $T=6000$ K (lower panel) and $T=6800$ K (middle panel). The bcc is stable at 7000 K and transforms to hcp at temperature 6800 K and lower at this size in full agreement with ab initio MD simulations.

Quite remarkable, the potential shows the same behavior as the ab initio system (Fig. 3). First, the bcc phase remains stable for 200 picoseconds (200,000 timesteps, see the upper panel in Fig. S2). In ab initio MD we could not perform such long runs and we saw that ab initio system is stable for 18 picoseconds. Second, the bcc phase transforms to the hcp phase at 6000 K, exactly as does the ab initio system. Moreover, even the kinetics of the transition is reasonably close (the time from the start of the simulation until the transition is 3 picoseconds in the ab initio run and 8 picoseconds in the EAM run). Third, we can now put more tight constraints on the temperature of the instability. The EAM bcc is unstable at 6800 K (the panel in the middle of Fig. S2). Therefore, the EAM description allows us to reasonably close (just slightly short of ‘perfectly’) reproduce the behavior of the ab initio system.
Fig. S3. Volume of the computational cell during the MD run. Simulations are performed in NPT ensemble at $N=32\times32\times32$ bcc unit cells (65536 atoms), pressure of 360 GPa and temperature as indicated on the panel. The timestep is equal 1 femtosecond. In the very beginning of each run (first 1000 timesteps) volume increases as the system gets equilibrated. If the system is stable, volume remains nearly constant for the rest of the run as is the case at 7000 K (upper panel) and 5500 K (middle panel). If the volume remains constant for some period of time and then converge to a different value and again remains constant we have instability of the initial configuration and a new stable (in this case hcp) configuration. This is what happens at $T=5000$ K (lower panel).

We see that increase of the cell from $8\times8\times8$ bcc unit cells (1024) atoms to $32\times32\times32$ bcc unit cells (65536 atoms) makes the bcc phase stable already at the $T=5500$ K and possibly even lower (but not lower than 5000 K). Thus, increase of the size leads to the increase of the temperature range of stability by about 1500 K.

Now entropies can be computed for large sizes using the Sutton-Chen potential. First, we compute the velocity autocorrelation function (VACF) in the NVE ensemble where volume is chosen to correspond to the pressure of 360 GPa and temperature of 7000 K. The temperature is scaled for the first 10,000 timesteps to equilibrate the system and then truly NVE calculations performed without any interference in the dynamics of the system. The Fourier transform of the VACF gives the density of vibrational states (phonon density of states or PDOS). From PDOS calculation of entropy is performed.
assuming the model of independent oscillators. This is rather standard procedure and is implemented in a number of molecular dynamics software packages for example in LAMMPS. We computed entropies for the bcc and hcp phases as function of size. The results are presented in Fig. S4.

Fig. S4. Size dependence of entropy of the hcp and bcc phases computed at the temperature of 7000 K and pressure of 360 GPa. The entropy is computed as described in the text using 500,000 timesteps runs. While at small supercell sizes the entropy difference is small (the self-diffusion is not considerable enough to contribute to the low frequencies of the calculated PDOS) at large sizes the low frequencies states become highly populated (as we see it from the PDOS plot in Fig. S5) and that leads to considerable increase of entropy in the bcc phase. The magnitude of the entropy change is similar to that of a solid-liquid transition. This is rather natural since in both the liquid and bcc phase the diffusion is activated. The system size is provided in the lattice constant, i.e. N means the size N×N×N unit cells. The unit cell contains 2 atoms both for the hcp and bcc phase. For the system size N=40 the number of atoms is equal to 128,000.

Some of the calculated PDOS are shown in Fig. S5. Please note that the PDOS in bcc phase are slightly different even in such large systems as 128,000 and 16,000,000 atoms. The low frequencies in the 8×8×8 bcc phase are somewhat more populated than in the hcp phase but this size is not yet sufficient to provide converged PDOS in the bcc
phase. The calculations of PDOS with big sizes become rather challenging even for the Sutton-Chen potential. Thus, the memory required for the 200×200×200 was about 5 Terabytes. This number increases as cube of the linear size.

Fig. S5. Phonon density of states (PDOS) computed for hcp and bcc phases of different sizes. The systems have been equilibrated first at P=360 GPa and T=7000 K. After that the simulations have been performed in NVE ensemble and the trajectories were accumulated for 500,000 timesteps. The number of atoms in bcc system were 1024, 128,000, and 16,000,000. The number of atoms in hcp system was 85,184 (here hcp was computed in orthogonal installation with 4 atoms in unit cell; the number of translations was chosen to get a close to cube shape). Simulations with smaller and larger number of atoms in the hcp phase demonstrated that this number is sufficient for convergence. Convergence in the bcc phase requires much larger sizes. Much higher population of the states with a low frequency in the bcc phase is responsible for the larger entropy of the bcc phase (Fig. S4) as compared with the hcp phase.

From these calculations we see that $\Delta S_{\text{vib}, \text{bcc-hcp}} \approx 8.0 \text{ J/mole/K}$. This is likely the upper limit of the entropy change on this transition since the oscillators are not really independent and, besides, the diffusion is not exactly an oscillation with low frequencies. Nevertheless, it is obvious that the diffusion greatly increases the entropy of the bcc
phase. The lower limit for the $\Delta S_{\text{vib}}^\text{bcc-hcp} = 2.87 \text{ J/mole/K}$. This range of entropy difference renders the bcc phase at 7000 K and 360 GPa more stable than the hcp phase. Moreover, the increase of the system size leads to the increase of the bcc stability range by at least 1300 K. Therefore, it is clear that the ab initio bcc phase would stabilize at about 6000 K and possibly even lower. This is definitely within the temperature range of the Earth Inner Core.

**Movie S1**
Motion in the 1024 atom bcc cell at 360 GPa and 7000 K obtained by molecular dynamics. The coordinates are averaged over the moving window of 1000 timesteps to remove the high-frequency oscillations. Spontaneous diffusion events along (110) directions are clearly visible.