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Abstract

The inverse geothermal problem consist of estimating the temperature distribution below the earth’s surface using temperature and heat-flux measurements on the earth’s surface. The problem is important since temperature governs a variety of the geological processes including formation of magmas, minerals, fossil fuels and also deformation of rocks. Mathematical this problem is formulated as a Cauchy problem for an non-linear elliptic equation and since the thermal properties of the rocks depend strongly on the temperature, the problem is non-linear. This problem is ill-posed in the sense that it does not satisfy atleast one of Hadamard’s definition of well-posedness.

We formulated the problem as an ill-posed non-linear operator equation which is defined in terms of solving a well-posed boundary problem. We demonstrate existence of a unique solution to this well-posed problem and give stability estimates in appropriate function spaces. We show that the operator equation is well-defined in appropriate function spaces.

Since the problem is ill-posed, regularization is needed to stabilize computations. We demonstrate that Tikhonov regularization can be implemented efficiently for solving the operator equation. The algorithm is based on having a code for solving a well-posed problem related to the operator equation. In this study we demonstrate that the algorithm works efficiently for 2D calculations but can also be modified to work for 3D calculations.
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Introduction

Inverse problems arise in many industrial, engineering and biomedical applications. Many of the inverse problems that arise in these fields can mathematically be formulated as Cauchy problems for elliptic partial differential equations; examples include a classical thermostatics problem which consists of recovering the temperature in a given domain when it’s distribution and heat flux are known over the accessible region of the boundary [23, 5, 4, 25], electrostatics problem encountered in electric impedance tomography [13, 12], corrosion detection [18, 17, 1], inverse scattering problems [11, 22, 3]. Cauchy problems for elliptic equations as with many other inverse problems are known to be ill-posed.

According to Hadamard’s definition of well-posedness [14, 16, 19, 10, 27], a problem is said to be well-posed if it has the following properties

1. There exists a solution of the problem (existence).

2. There is at most one solution of the problem (uniqueness).

3. The solution depends continuously on the data (stability).

Problems that fail to meet these requirements are said to be ill-posed. This is not a precise mathematical definition; to make it precise in an actual application, one has to specify the notion of a solution, which data are considered admissible, and which topology is used to measuring continuity. Mathematically, existence of a solution can be enforced by enlarging the solution space. If a problem has more than one solution, then information about the model is missing and in this case, additional properties can be built into the model. The requirement that the solution depends continuously on the available data is the most important. If a problem lacks the
property of stability, then it’s solution is practically impossible to compute because any measurements or numerical computation are polluted by unavoidable errors: thus the data of the problem are always perturbed by noise. If the solution of the problem does not depend continuously on the data, then in general the computed solution has nothing to do with the true solution. Indeed there is no way to overcome this difficulty unless additional information about the solution is available.

For examples of ill-posed problems, we consider two Cauchy problems, problems for which data is only defined on a part of a boundary, that is Cauchy problem for Laplace, a classical example given by Hadamard in his famous example and the Cauchy problem for the Helmholtz equation.

**Example 1** Consider problem

$$\Delta u = 0 \quad \text{in } \Omega = (0, 1) \times (0, 1)$$

with initial conditions

$$u(x, 0) = f(x), \quad u_y(x, 0) = g(x), \quad x \in (0, 1),$$

where the functions $f$ and $g$ are given Cauchy data. The unique solution for $f(x) = 0$ and $g(x) = \frac{1}{n\pi} \sin(n\pi x)$ is given by

$$u(x, y) = \frac{\sinh(n\pi x) \sin(n\pi x)}{n^2 \pi^2}. \quad (1.3)$$

It is easy to see that there is no continuous dependence on available data, since $u_y \to 0$ as $n \to \infty$ but $u(x, y) \to \infty$ (for $y > 0$) and hence the problem is ill-posed. It is also well known that this problem can be stabilized by adding the condition requiring that $\|u\| \leq M$ [9, 7, 8].

**Example 2** Consider the Cauchy problem for a Helmholtz equation

$$\begin{cases}
\Delta u(x, y) + k^2 u(x, y) = 0, & \text{in } (0, a) \times (0, b), \\
u(x, 0) = f(x), u_y(x, 0) = g(x), & \text{for all } x \in [0, a], \\
u(0, y) = u(a, y) = 0 & \text{for all } y \in [0, b],
\end{cases} \quad (1.4)$$

where $k$ is the wave number, $f, g \in L^2(0, a)$ are specified Cauchy data. By separation of variables the solution to this problem is given by

$$u(x, y) = \sum_{n=1}^{\infty} \sin \frac{n\pi x}{a} \left( A_n \cosh \lambda_n y + \lambda_n^{-1} B_n \sinh \lambda_n y \right), \quad \lambda_n = \sqrt{a^{-2} n^2 \pi^2 - k^2}, \quad (1.5)$$
where the coefficients $A_n$ and $B_n$ are given by
\[
A_n = \int_0^a f(x) \sin \frac{n\pi x}{a} \, dx \quad \text{and} \quad B_n = \int_0^a g(x) \sin \frac{n\pi x}{a} \, dx.
\] (1.6)

For initial data $f(x) = \frac{\sin(n\pi x)}{n^2k^2}$ and $g(x) = 0$, the exact solution is given by
\[
u_n(x,y) = a \sin \left( \frac{n\pi x}{a} \right) \cosh \left( \lambda_n y \right) \frac{2n^2k^2}{n^2k^2}.
\]

We find that $\sup_{x \in [0,a]} \{ |f(x)| + |g(x)| \} \to 0$ but $\sup_{x \in [0,a]} \|u(x,y)\| \to \infty$ as $n \to \infty$ for fixed $y > 0$. Therefore the estimate $\|u\|_\infty \leq C(\|f\|_\infty + \|g\|_\infty)$ can not hold in general and the requirement that the solution depends continuously on the data does not hold and therefore the problem is ill-posed [21].

Violation of the stability property creates serious numerical problems and if one is to approximate a problem whose solution does not depend on the data continuously by traditional numerical methods, as one would use for well-posed problems, then one expects that the numerical methods become unstable. Therefore to approximate solutions to problems that violate the stability property, one uses regularization methods. Regularization methods consist of reformulating the problem so that the solution to the regularized problem is less sensitive to perturbations.

### 1.1 Regularization

Many inverse problems can be formulated as operator equations of the form
\[
Kx = y,
\] (1.7)

where $K$ is a bounded linear compact operator between Hilbert spaces $X$ and $Y$. For simplicity, it is assumed that the compact operator $K$ is one-to-one. This is not too restrictive because we can always replace the domain $X$ with the orthogonal complement of the kernel of $K$. We also make the assumption that there exists a solution $x \in X$ of the unperturbed equation $Kx = y$. In other words it is assumed that $y \in \mathcal{R}(K)$. The injectivity of $K$ implies that this solution is unique. It would be too restrictive to assume that the range of $K$ is a closed subset of $Y$, since in that case $K^{-1}$ is also bounded.
In a real application, the right-hand side $y \in Y$ is never known exactly but only up to an error of, say $\delta > 0$. Therefore, we assume that we know $y^\delta \in Y$, $\delta > 0$ such that
\[ \|y - y^\delta\| \leq \delta. \] (1.8)

The aim therefore is to solve the perturbed equation
\[ Kx^\delta = y^\delta. \] (1.9)

This problem is usually not solvable because we cannot assume that the measured data $y^\delta$ is in the range $\mathcal{R}(K)$ of $K$. Therefore the best we can do is to determine an approximation $x^\delta_\alpha \in X$ of the exact solution $x$. The approximate solution $x^\delta_\alpha$ should depend continuously on the available data $y^\delta$ so that it can be computed in a stable way and should also have the property that as the noise level $\delta$ decreases to zero and the parameter $\alpha$ is chosen appropriately, then $x^\delta_\alpha$ tends to $x$. It is therefore the goal of regularization methods to construct a suitable bounded approximation $R_\alpha : Y \to X$ of the unbounded inverse operator $K^{-1} : \mathcal{R}(K) \to X$, see [10]. The following definition can be found in [19].

**Definition 1.1.1.** A regularization strategy is a family of linear and bounded operators
\[ R_\alpha : Y \to X, \quad \alpha > 0, \]
such that
\[ \lim_{\alpha \to 0} R_\alpha Kx = x, \forall x \in X. \]

The positive parameter $\alpha$ is called the regularization parameter.

The choice of the regularization parameter $\alpha$ should be in such a way that as the noise level $\delta$ tends to zero, the regularized solution $x^\delta_\alpha$ should tend to the exact solution $x$. Therefore, the parameter $\alpha$ should somehow be dependent on the noise level $\delta > 0$, $y^\delta$ and possibly other information about the operator $K$, or about $y$.

The notion of a regularization strategy is based on unperturbed data; that is the regularizer $R_\alpha y$ converges to $x$ for the exact right-hand side $y = Kx$. Let $y \in \mathcal{R}(K)$ be the exact right-hand side, $y^\delta$ be the measured data with $\|y^\delta - y\| \leq \delta$ and $x^\delta_\alpha := R_\alpha y^\delta$ be an approximation of the solution $x$ of $Kx = y$. The error between the computed
solution and the exact solution is split into two parts

\[ \| x^\delta - x \| \leq \| R_\alpha y^\delta - R_\alpha y \| + \| R_\alpha y - x \| \leq \| R_\alpha \| \| y^\delta - y \| + \| R_\alpha K x - x \| \] \tag{1.10}

\[ \leq \delta \| R_\alpha \| + \| R_\alpha K x - x \|. \] \tag{1.11}

We observe that the first term in the total error is the error in the measured data multiplied by the number \( \| R_\alpha \| \) of the regularized problem and the second term is simply the estimation error. If the operator \( R_\alpha \) is uniformly bounded, then it is clear to see that \( \delta \| R_\alpha \| \) tends to 0 as \( \delta \to 0 \). Similarly by definition of a regularization strategy the estimation error \( \| R_\alpha K x - x \| \) for exact data \( y \) tends to zero as \( \alpha \to 0 \).

On the other hand if the operators \( R_\alpha \) are not uniformly bounded; that is there exists a sequence \( \{ \alpha_j \} \) such that \( \| R_{\alpha_j} \| \to \infty \) for \( j \to \infty \), then the term \( \delta \| R_\alpha \| \) tends to infinity as \( \alpha \to 0 \); see Theorem 2 [19]. Therefore to keep the total error as small as possible, the strategy is to choose the parameter \( \alpha = \alpha(\delta) \) which is dependent on \( \delta \) [10, 19].

This discussion leads to the following definition of a regularization method taken from [10]

**Definition 1.1.2.** Let \( K : X \to Y \) be a bounded linear operator between the Hilbert spaces \( X \) and \( Y \), \( \alpha_0 \in (0, +\infty) \). For every \( \alpha \in (0, \alpha_0) \), let

\[ R_\alpha : Y \to X \] \tag{1.12}

be continuous (not necessary linear) operator. The family \( \{ R_\alpha \} \) is called a regularization or a regularization operator for \( K^{-1} \), if for all \( y \in \mathcal{D}(K^{-1}) \), there exists a parameter choice rule \( \alpha = \alpha(\delta, y^\delta) \) such that

\[ \lim_{\delta \to 0} \sup \{ \| R_{\alpha(\delta, y^\delta)} y^\delta - K^{-1} y \| \mid y^\delta \in Y, \| y^\delta - y \| \leq \delta \} = 0 \tag{1.13} \]

holds. Here \( \alpha : \mathbb{R}^+ \times Y \to (0, \alpha) \) is such that

\[ \lim_{\delta \to 0} \sup \{ \alpha(\delta, y^\delta) \mid y^\delta \in Y, \| y^\delta - y \| \leq \delta \} = 0. \tag{1.14} \]

For a specific \( y \in \mathcal{D}(K^{-1}) \), The pair \( (\alpha, R_\alpha) \) is called a (convergent) regularization method for solving \( y = K x \) if (1.13) and (1.14) hold.

**Example**
Numerical differentiation has properties of an ill-posed problem and since many inverse problems involve, at some step, differentiation of data, differentiation can be viewed as an inverse problem. Consider a function \( f \in C^1[0, 1], \delta \in (0, 1) \) and \( n \in \mathbb{N}, \) with \( n \geq 2. \) Define

\[
\begin{align*}
  f_n^\delta(x) &= f(x) + \delta \sin \frac{nx}{\delta}, \quad x \in [0, 1],
\end{align*}
\]

where \( f \) and \( f_n^\delta \) are the exact and perturbed data respectively. The function \( f_n^\delta \) has a derivative

\[
(f_n^\delta)' = f'(x) + n \cos \frac{nx}{\delta}, \quad x \in [0, 1].
\]

We observe that \( \|f_n^\delta - f\|_\infty = \delta \) and \( \|(f_n^\delta)' - f'\|_\infty = n, \) meaning for an arbitrarily small error \( \delta \) in the data, the error in the derivative can be arbitrarily large as \( n \to \infty. \) Hence numerical differentiation does not depend continuously on the data with respect to the maximum norm. One way to overcome the violation of the stability property is to use mollification for regularizing numerical differentiation.

To this end we first introduce

\[
\rho_\varepsilon(x) = \frac{1}{\varepsilon \sqrt{\pi}} e^{-\left(\frac{x}{\varepsilon}\right)^2}, \quad (1.15)
\]

the Gaussian kernel with blurring radius \( \varepsilon. \) We observe that \( \rho_\varepsilon \) is an infinitely differentiable function that falls to nearly 0 outside a few radii from it’s center \( \approx 3\varepsilon, \) is positive and has integral 1. After extending the exact data function \( f \) and the measured data function \( f_n^\delta \) to the interval \( I_\varepsilon = [-3\varepsilon, 1 + 3\varepsilon] \) in such away that they decay smoothly to zero in \( [-3\varepsilon, 0] \cup [1, 1 + 3\varepsilon] \) and they are zero in \( \mathbb{R} - I_\varepsilon. \) That is the extensions can be accomplished for instance by defining

\[
\begin{align*}
  f^\delta(x) &= f^\delta(0) \exp\{x^2/[(3\varepsilon)^2 - x^2]\}, \quad -3\varepsilon \leq x \leq 0, \\
  f^\delta(x) &= f^\delta(1) \exp\{(x - 1)^2/[(3\varepsilon)^2 - (x - 1)^2]\}, \quad 1 \leq x \leq 1 + 3\varepsilon. \quad (1.16)
\end{align*}
\]

The convolutions

\[
J_\varepsilon f = (\rho_\varepsilon * f)(x) = \int_\infty^\infty \rho_\varepsilon(x - s)f(s)ds, \quad (1.18)
\]

defines a \( C^\infty \) function in the entire line. \( J_\varepsilon f \) is the mollifier of \( f \) and \( \varepsilon \) is the radius of mollification. From this definition, it immediately follows that

\[
\frac{d}{dx} J_\varepsilon f = (\rho_\varepsilon * f)'(x) = (\rho_\varepsilon' * f)(x).
\]

The following results can be found in [6].
Lemma 1.1.1. (Consistency) If \( \|f''\|_{\infty,I} \leq M \), where \( M \) is a constant, then
\[
\|(J_\varepsilon f)' - f'\|_{\infty,I} \leq 3\varepsilon M
\]

Lemma 1.1.2. (Stability) If \( f^\delta(x) \in C^0(I) \) and \( \|f^\delta - f\|_{\infty,I} \leq \delta \), then
\[
\|(J_\varepsilon f^\delta)' - (J_\varepsilon f)'\|_{\infty,I} \leq \frac{2\delta}{\varepsilon \sqrt{\pi}}.
\]

Lemma 1.1.2 shows that attempting to reconstruct the derivative of the mollified function is a stable problem with respect to the perturbations in the data, in the maximum norm and for a fixed radius of mollification \( \varepsilon \). Under the conditions of the Lemma 1.1.1 and 1.1.2, the error estimate in this process is given by
\[
\|(J_\varepsilon f^\delta)' - f'\|_{\infty,I} \leq 3\varepsilon M + \frac{2\delta}{3M \sqrt{\pi}} \quad (1.19)
\]

The error estimate (1.19) can be minimized by choosing \( \varepsilon = \left( \frac{2\delta}{3M \sqrt{\pi}} \right)^{\frac{1}{2}} \). For this choice the error estimate becomes
\[
\|(J_\varepsilon f^\delta)' - f'\|_{\infty,I} \leq 2\pi^{\frac{1}{4}} \sqrt{6M \sqrt{\delta}}.
\]

This gives uniform convergence as \( \delta \to 0 \), that is as the quality of data improves with a rate of \( O(\sqrt{\delta}) \). From this discussion, we observe that the new problem of computing \( J_\varepsilon f' \), is well-posed, depends on the parameter \( \varepsilon \), and in the absence of noise in the data function is consistent with the original problem (see Lemma 1.1.1). In the presence of noise in the data function with a fixed parameter \( \varepsilon > 0 \), the problem of finding \( (J_\varepsilon f)' \) is stable with respect to perturbations in the data (Lemma 1.1.2). Therefore the family \( \frac{d}{d\varepsilon} J_\varepsilon, \varepsilon > 0 \) is a regularizing family for the numerical differentiation problem.

1.1.1 Compact operators

Many ill-posed problems that arise in several applications often involve compact operators [10, 19, 27].
For a self-adjoint compact operator, the notion of an eigensystem plays a very important role: an eigensystem \((\lambda_n, v_n)\) consists of all non-zero eigenvalues \(\lambda_n\) and a corresponding complete orthogonal set of eigenvectors \(v_n\). Using this eigensystem the compact operator \(K\) can be diagonalized,

\[
Kx = \sum_{n=1}^{\infty} \lambda_n <x, v_n> v_n, \quad x \in X,
\]

where the series converges in the norm of \(Y\). If the operator \(K\) is not self-adjoint, then a singular system is used to replace an eigensystem.

A singular system of a compact linear operator \(K\) is a countable set of triples \((\sigma_n, v_n, u_n)_{n=1}^{\infty}\) with the following properties: If \(K^* : Y \to X\) denotes the adjoint of \(K\), then \(\{\sigma_n^2\}_{n \in \mathbb{N}}\) are the non-zero eigenvalues of the self adjoint operator \(K^*K\) in decreasing order with multiplicity, \(\sigma_1 \geq \sigma_2 \geq \cdots \geq 0\), \(\{v_n\}_{n \in \mathbb{N}}\) are the corresponding complete orthonormal system of eigenvectors of \(K^*K\) and \(\{u_n\}_{n \in \mathbb{N}}\) are the complete orthonormal system of eigenvectors of the operator \(KK^*\). The two orthonormal systems are related as follows

\[
Kv_n = \sigma_n u_n, \quad K^*u_n = \sigma_n v_n.
\]

Using the singular system, the operator \(K\) can then be diagonalized

\[
Kx = \sum_{n=1}^{\infty} \sigma <x, v_n> u_n, \quad x \in X.
\]

The solution to the operator equation (1.7) can then be written in terms of the singular system as

\[
x = \sum_{n=1}^{\infty} \frac{1}{\sigma_n} <y, u_n> v_n,
\]

provided that the series converges. The series converge if for all \(y \in D(K^{-1})\),

\[
\sum_{n=1}^{\infty} \left| \frac{<y, u_n>}{\sigma_n^2} \right|^2 < \infty.
\]

This is known as Picard’s criterion for the existence of an exact solution. In practice this criterion is extremely restrictive since \(y\) is generally contaminated with errors. From (1.23), it can easily be observed that solution \(x\) does not depend continuously on the data hence the problem is ill-posed. This is because errors in the Fourier
coefficients $<y, v_n>$ are multiplied by $\frac{1}{\sigma_n}$ which grows to infinity as $n \to \infty$. Thus the errors in Fourier components of the data for large $n$ (high frequency errors) are strongly amplified. Also the faster the decay of the singular values, the more severe the ill-posedness, because Picard’s criterion becomes more and more restrictive. This therefore makes it possible to quantify the degree of ill-posedness of the operator equation $Kx = y$ in terms of singular values.

**Definition 1.1.3.** Degree of ill-posedness: A problem is said to be mildly ill-posed if the sequence $\{\sigma_n\}_{n=1}^\infty$ behave as $\sigma = O(n^{-\gamma})$ for some $\gamma \in \mathbb{R}^+$ and severely ill-posed if the singular values decay exponentially, $\sigma = O(e^{-\gamma n})$.

An example of a severely ill-posed problem is the Cauchy problem for Laplace equation [2].

### 1.1.2 Tikhonov Regularization

A convenient method of constructing classes of admissible regularization strategies is by filtering the singular systems. A classical method for filtering singular systems is that of Tikhonov [26]. Given a linear, bounded operator $K : X \to Y$ and $y^\delta \in Y$, the goal is to determine $x^\delta \in X$ that minimizes the Tikhonov functional

$$J_\alpha := \|Kx - y^\delta\|^2 + \alpha^2\|x\|^2, \ x \in X,$$

where $\alpha$ the regularization parameter controls the weight given to the minimization of the regularization term $\|x\|$ relative to the minimization of the residual norm $\|Kx - y^\delta\|$. The minimization of the Tikhonov functional is therefore a compromise between minimizing the residual $\|Kx - y^\delta\|$ and enforcing stability, that is keeping the term $\|x\|$ small.

The unique minimizer $x_\alpha^\delta$ of the Tikhonov functional is also the unique solution of the normal equation

$$\alpha^2 x_\alpha^\delta + K^*Kx_\alpha^\delta = K^*y^\delta.$$

For a compact operator $K$ with a singular systems $(\sigma_n, v_n, u_n)$, the unique minimizer has the form

$$x_\alpha^\delta = \sum_{n=1}^{\infty} \frac{\sigma_n}{\sigma_n^2 + \alpha^2} <y^\delta, u_n > v_n.$$
A comparison with equation (1.23), clearly shows how this method stabilizes computing of an approximate solution \( x_\delta^\alpha \): errors in \( \langle y, u_n \rangle \) are not propagated with the factors \( \frac{1}{\sigma_n} \) but with the factors \( \frac{\sigma_n}{\sigma_n^2 + \alpha^2} \) which are clearly bounded as \( n \to \infty \). The operators \( R_\alpha \) are bounded with norm

\[
\| R_\alpha \| = \max_{n \in \mathbb{Z}^+} \left\{ \frac{\sigma_n}{\sigma_n^2 + \alpha^2} \right\} \leq \max_{\sigma > 0} \left\{ \frac{\sigma}{\sigma^2 + \alpha^2} \right\} \leq \frac{1}{2\alpha}.
\]

Using the error estimate (1.11) and Theorem 2.7 in [19], the error encountered when computing an approximate solution by Tikhonov regularization method can be estimated by

\[
\| x_\delta^\alpha - x \| \leq \frac{\delta}{2\alpha} + \frac{1}{2} \alpha \| z \|, \tag{1.27}
\]

where \( x = K^* z \). The right-hand-side of (1.27) can be minimized by taking

\[ \alpha^2 = \frac{\delta}{\| z \|}. \]

This gives

\[
\| x_\delta^\alpha - x \| \leq \| z \| \frac{1}{2} \delta^{\frac{1}{2}}. \tag{1.28}
\]

This therefore means that Tikhonov regularization with parameter choice rule for which \( \| x_\delta^\alpha - x \| = O(\delta^{\frac{1}{2}}) \) as \( \delta \to 0 \) is of optimal order for \( y \in R(K^*) \).

The following convergence result can be found in [10].

**Theorem 1.1.1.** Let \( x_\delta^\alpha \) be a unique minimizer of the Tikhonov functional (1.25), \( y \in \mathcal{R}(K) \), \( \| y - y^\delta \| \leq \delta \). If \( \alpha = \alpha(\delta) \) is such that

\[
\lim_{\delta \to 0} \alpha^2(\delta) = 0 \quad \text{and} \quad \lim_{\delta \to 0} \frac{\delta}{\alpha(\delta)} = 0,
\]

then

\[
\lim_{\delta \to 0} x_\delta^\alpha = K^{-1} y.
\]

Therefore for every parameter choice rule \( \alpha \) satisfying the conditions of this theorem, the pair \( (R_\alpha, \alpha) \) defines a convergent regularization method.
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1.1.3 Parameter Choice strategies

In this section, we discuss two parameter choice methods that are most commonly used when dealing with ill-posed problems. No regularization method is complete without the method for choosing the regularization parameter that should be used for the problem at hand. Here we consider the problem of solving the operator equation $Kx = y$ but instead of the exact data $y$, only noisy data $y^{\delta}$ satisfying $\|y - y^{\delta}\| \leq \delta$ is available. Parameter choice methods are characterized into two classes depending on their assumptions about the noise level $\delta$. The two classes are as follows

1. Methods based on the knowledge or a good estimate of the noise level $\delta$.

2. Methods that do not require knowledge about the noise level but instead seek to extract information for the given right-hand side.

When reliable information about the noise level is available, then it is crucial to make use of this information and this is the basis of the Discrepancy principle, due to Morozov. The Discrepancy principle is most commonly used method of determining the level of regularization of an ill-posed problem. The regularization parameter defined via the Discrepancy principle is

$$\alpha(\delta, y^{\delta}) = \sup\{\alpha > 0 \mid \|Kx^{\delta}_\alpha - y^{\delta}\| \leq \delta\}. \quad (1.29)$$

According to the Discrepancy principle, since $\|Kx - y^{\delta}\| = \|y - y^{\delta}\| = \delta$, it does not make sense to seek for an approximate solution $x^{\delta}_\alpha$, with a residual $\|Kx^{\delta}_\alpha - y^{\delta}\| < \delta$, a residual in the order of the noise level $\delta$ is the best we can ask for. When computing approximate solutions, the largest possible regularization parameter which results in a discrepancy in the order of $\delta$ should be used since smaller regularizations means less stability of numerical computations. The discrepancy principle therefore works only when there is knowledge about the level of noise in the available data.

For cases where there is no information of the level of noise in the data, noise free methods are used. The most commonly used of all parameter free methods is the L-curve method, originally proposed by Lawson and Hanson [20]. The L-curve which is a plot of the residual norm $\|Kx^{\delta}_\alpha - y^{\delta}\|$ versus $\|x^{\delta}_\alpha\|$ for different values of $\alpha$ is a...
very convenient graphical tool for analysis of ill-posed problems. The L-curve displays the compromise between the minimization of the two quantities $\|Kx^\delta - y^\delta\|$ and $\|x^\delta\|$. For discrete ill-posed problems, the L-curve when plotted in log-log scale often has the characteristic L-shaped appearance with a distinct corner separating the vertical and horizontal parts of the curve. Less regularization also known as undersmoothing corresponds to the uppermost of the curve and more regularization (oversmoothing) correspond to the rightmost part of the curve.

The optimal regularization parameter that ensures a good balance between minimization of the residual norm $\|Kx^\delta - y^\delta\|$ and the solution norm $x^\delta$ is that value $\alpha$ which correspond the corner of the curve [20, 15, 16].

1.1.4 Concrete example

Consider the Cauchy problem for Laplace equation on a rectangle $\Omega = [0,1] \times [0,1]$:

$$
\begin{align*}
\Delta u &= 0 \quad \text{in } \Omega, \\
u(x,0) &= g(x) \quad 0 < x < 1, \\
u(0,y) &= u(1,y) = 0 \quad 0 < y < 1, \\
u_y(x,0) &= 0 \quad 0 < x < 1.
\end{align*}
$$

(1.30)

The problem of computing $f(x) = u(x,1)$ from the given data $g(x)$ is severely ill-posed. To show this we solve a well-posed problem with arbitrary data $u(x,1) = f(x)$. By separation of variables the solution to the well posed problem is given by

$$
u(x,y) = \sum_{n=1}^{\infty} \frac{\cosh(n\pi y)}{\cosh(n\pi)} < f, X_n > X_n,
$$

where $X_n = X_n(x) = \sqrt{2} \sin(n\pi x)$ and $< f, X_n >$ is defined by

$$
< f, X_n > = \sqrt{2} \int_0^1 f(x) \sin(n\pi x) dx.
$$

Note that $\{X_n\}_{n=1}^{\infty}$ is the orthonormal basis of $L^2(0,1)$. Using the data $u(x,0) = g(x)$, we obtain

$$
g(x) = \sum_{n=1}^{\infty} \frac{1}{\cosh(n\pi)} < f(x), X_n > X_n.
$$

(1.31)
1.1 Regularization

From (1.31), we define an operator \( K : L^2(0,1) \to L^2(0,1) \), such that problem of computing \( u(x,1) = f(x) \) from the data \( g(x) \) can be reformulated as the following operator equation

\[
Kf(x) = g(x),
\]

where

\[
Kf = \sum_{n=1}^{\infty} \frac{1}{\cosh(n\pi)} <f(x), X_n> X_n.
\] (1.32)

The operator \( K \) has a singular decomposition given by

\[
\{\sigma, v_n, u_n\} = \left\{ \frac{1}{\cosh(n\pi)}, \sqrt{2}\sin(n\pi x), \sqrt{2}\sin(n\pi x) \right\},
\]

and is therefore a linear, self-adjoint compact operator\[24\]. The singular values \( \frac{1}{\cosh(n\pi)} \) decay exponentially fast as \( n \to \infty \) and this means computing \( f(x) \) from \( g(x) \) is severely ill-posed.

In order to obtain a stable approximation of the function \( f(x) \), we seek to find a regularized approximation \( f^\delta(x) \) by solving the minimization problem

\[
\min_{f \in L^2(0,1)} \{\|Kf - g\|^2 + \alpha^2\|f\|^2\}. \tag{1.33}
\]

The unique minimizer of minimization problem is also the unique solution of the normal equation

\[
\alpha^2 f^\delta + K^*Kf^\delta = K^*g, \tag{1.34}
\]

where \( K^* \) is the adjoint of \( K \). From (1.32) and (1.34) and the fact that \( K = K^* \), we have the regularized solution as

\[
f^\delta = \sum_{n=1}^{\infty} \frac{\cosh(n\pi)}{1 + \alpha^2 \cosh^2(n\pi)} <g(x), X_n> X_n. \tag{1.35}
\]

**Numerical analysis of the example**

In this section we illustrate the ill-posedness of the Cauchy problem (1.30) and effects of Tikhonov regularization. To approximate the linear operator \( K \), we discretize the problem on a uniform grid \((x_i, y_j)\) and solve equation (1.30) with a known function \( f(x) \). This is a well-posed problem. We illustrate the ill-posedness of the operator
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$K$ by computing the singular value decomposition (SVD) of $K$. From the solution we obtain corresponding values of the function $g(x)$ which acts as our exact data. To simulate the effects of Tikhonov regularization numerically, we add noise of level $1e^{-3}$ to the function $g(x)$ to simulate measured data with a certain level of noise. We then attempt to reconstruct the function $f(x)$ from the noisy data $g^\delta$ using Tikhonov regularization (1.26) and display the results below.

![Graphs showing exact and noisy data, singular values, and L-curve](image)

**Figure 1.1:**

We display the exact $g$ (solid red) and noisy data (zig zag blue) function $g^\delta$ (top,left), singular values of the operator $K$ (bottom, left). The L-curve (bottom,right) provides the best way to choose a regularization parameter. Particularly values around the corner (red ring) provides the best compromise between ensuring minimal residual and keeping penalty term small. We display exact value of $f$ (solid blue) and Tikhonov solution (dash black) computed using $\alpha = 3.9802e-04$ (top,right)

From Figure 1.1, We observe that the singular values decay exponentially fast implying the problem of calculating $f(x)$ from noisy data function $g^\delta(x)$ is severely
1.1 Regularization

ill-posed. Applying Tikhonov regularization method with a good choice of a regularization parameter $\alpha$ gives good results.

More literature about ill-posed problems, inverse problems and regularization theory can be found in [16][10][19][27].
Summary of Papers

Paper 1

In this paper, we consider the inverse geothermal problem where one wants to estimate the heat flux and temperature distribution below the earth’s surface using measured heat flux and temperature distribution on the earth’s surface. This problem is important because temperature controls many physical properties of rocks and governs a lot of geophysical process, including the generation of magmas and deformation style of rocks. Thus, the knowledge of the thermal structure of the earth’s subsurface is important for understanding geophysical observations and dynamical processes in the Lithosphere. Mathematically this problem is formulated as a Cauchy problem for a non-linear stationary heat equation. The problem is severely ill-posed in the sense that the solution (if it exists) does not depend continuously on that measured data. First we consider the direct problem:

\[(kT_x)_x + (kT_z)_z + A_p = 0 \quad 0 < x < L_x, \quad 0 < z < L_z\]
\[T_x(x0, z) = T_x(L_x, z) = 0 \quad 0 < z < L_z,\]
\[T(x, 0) = T_0(x) \quad 0 < x < L_x\]
\[kT_z(x, L_z) = Q_m \quad 0 < x < L_x\]

with artificial data \(Q_m\). Since the problem is non-linear, we discretize the problem using finite differences and solve the problem using an iterative procedure. The convergence of the iterative procedure is very fast since the stopping criterion is achieved with in few iterations. Using the well-posed problem (2.1), we define an operator equation

\[KQ_m = kT_z(x, 0) = Q_0.\] (2.2)

When \(k\) and \(A_p\) are independent of temperature, the problem is linear. Theoretical and numerical analysis of the singular system of the linear problem shows the
problem is severely ill-posed.

The goal in this paper is solve the non-linear problem and this is achieved by solving a sequence of linear problems using Tikhonov regularization method. We demonstrate that Tikhonov regularization can be implemented efficiently for the non-linear operator equation 2.2. Numerical results for two dimensional domains shows that the algorithm works efficiently and the solution to inverse problem can be obtained accurately with a realistic noise in the measured surface data.

Paper 2

In this paper, we investigate the solvability of a Cauchy problem for the non-linear elliptic equation. This problem appears in several applications, including the inverse geothermal problem; where the heat flux and temperature distribution in the subsurface are calculated from temperature and flux measurements on the surface. We reformulate the Cauchy problem as a non-linear operator equation. The operator equation is defined in terms of solving a boundary value problem

\[-\nabla \cdot (k(x, T)\nabla T) + b(x, T) = 0, \quad \text{in } \Omega\]
\[T|_{\Gamma_0} = \phi_0 \quad \text{on } \Gamma_0,\]
\[\vec{n} \cdot k\nabla T|_{\Gamma_1} = \psi_1 \quad \text{on } \Gamma_1,\]

where $T$ is temperature, $k(x, T)$ is a thermal conductivity and $b(x, T)$ is a source term. By making some possible optimal assumptions on the coefficients of the boundary value problem, we demonstrate existence and uniqueness of a solution to the boundary value problem (2.3) using an iterative procedure. An important step in this analysis is a change of variables which removes non-linearity from the leading term of the equation and allows to perform analysis under close to minimal assumptions on the coefficient of the problem.

Using appropriate function spaces we obtain estimates of the solution. We make use of these estimates to study the properties of the operator equation. The operator equation is shown to be well-defined and bounded. A numerical example is given to illustrate the convergence speed of the iterative procedure used to show existence of a unique solution.
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