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Abstract
In this work we present an interactive and immersive solution for scientific data exploration which target visitors to museums and science centers, where the visitors themselves can conduct self-guided tours of scientific data, such as 3D scans of objects with cultural, historical or archaeological importance. The solution consist of a interactive multi-touch table with intuitive user interfaces, combined with head-mounted display and optional wireless controller. A visitor can explore the scientific data, but also a virtually created environment of the historical object(s), where found and acquired, which may be impossible for the visitor to visit and explore in real life. Visitors can work together to explore the data in close detail as well as guide other visitors in an explanatory manor. This interactive learning experience is designed to be versatile and suitable for visitors of various ages or with disabilities, by combining numerous views of the data as well as numerous interaction techniques to explore the data. Our approach and realization was created for the use case of an exploration application with reconstructed data of a sunken 16th century ship, which physically still lies on the seabed. Our motivation to create interactive stories along with as useful explanatory tool for domain experts lead us to this multi-purpose approach.

CCS Concepts
• Human-centered computing → Collaborative interaction; Auditory feedback; Touch screens; Virtual reality;

1. Introduction
Graphical UI design is the foundation for intuitive user interfaces, which in many cases are application-specific, but also user-oriented, from novice to expert. Generally, in the field of visualization, the use of visualization is separated into exploration, analysis and presentation, typically applying different approaches to both interaction and user interfaces for each step. While the exploration phase requires flexible interaction method(s), the presentation phase should include views and user interfaces which are easy to understand for any user, and as such, usually are limited to a few predetermined parameters.

In this work, we focus on exploration and presentation of 3D data, and provide a suitable and versatile platform, which can be utilized to engage an audience and explain the data, as well as let numerous novice and/or expert users explore the data. It is also preferred that the exploration phase can be collaborative such that the numerous novice and/or expert users can take part in either the exploration or presentation phase of the data. This makes the application more engaging for an audience and user basis of various ages (such as families) and multi-purpose, as expert on the data can still perform partial control of the exploration, while a novice user can also conduct interesting and meaningful operations. Our target
application in this work was to create a suitable way to collaboratively explore a digital reconstruction of a 16th century ship which is still lying on the seabed. The complete 3D reconstruction of this ship will in the end be of very high detail, thus users needed to have the possibility to explore the ship in close detail.

Most collaborative setups require a platform with a large form factor to interact with. A large (> 40") touch screen(s) has the benefit of providing intuitive natural interaction and can easily be intriguing for numerous people at the same time, as they can function as a good overview of the data for all viewers. However, large high-resolution such as 4K touch screens are relatively expensive, while having the benefit of being durable in a public exhibition. But more importantly, while zooming is possible to examine parts in close detail, the viewers interact with 2D projection of the 3D data.

A technology which enables users to emerge themselves in a digital world and explore virtual objects in close detail is HMDs (head-mounted displays). Recently, many vendors (such as Google, Facebook and HTC) have put significant effort into commercial virtual reality and HMDs, which has made hardware significantly cheaper and better, and also with significantly lower thresholds for content developers. The HMDs generally have high resolution, but for a wider field of view then regular desktop displays. The user interaction when wearing an occlusive HMD is commonly a handheld controller(s), such as a gamepad, which for many users can be considered less familiar and/or approachable compared to a touch screen interface with gesture recognition [OH12]. However, the concept of introducing a new experienced technology might also have a benefit if you you account for that the experience of trying something new is also an important aspect of inspiring visitors. When exploring cultural heritage data, VR simulations can be considered having superior precision and interactivity to many other forms of exploring such data [FPMT10].

Based on these aspects, we decided to create a hybrid concept for our application, with multiple views and interactions alternatives, by combining the concept of exploring 3D data on a large touch screen, with the concept of exploring data with a head-mounted display (HMD). This hybrid concept was designed for the purpose of having an exploration and presentation tool of 3D data with focus on historical objects and environments.

Both novice and expert users should feel that the concept is useful, and as such, detailed exploration of the 3D reconstruction of physical objects, and a virtual construction of the objects environment, is both of high significance. This concept opens up the possibility of multiple views of the historical objects and sites, which utilize the strength of the hardware, in terms of resolution and interaction, but also the fact that these two interaction methods and views may have different suitability to different type of users.

Furthermore, for good accessibility purposes, an application utilizing a large touch screen as it’s only interface to explore and interact with the data would need to design the UI and configure the screen placement such that view and interaction would be wheelchair accessible if placed in a public science center. This would introduce limitations on placement and presentations capability to the audience, which is of significant priority when designing an installation/application to be used in a public space such as a science center [SBJ14].

2. Related Work

The concept of movable table with large mounted touch screen has been utilized in numerous applications across science centers [Ge06, Hor08, LRF11, YRA16], for the purpose of exploring data interactively in applications using real-time rendering. Much work has been done towards utilizing a touch screen as interaction with scientific data, both while viewing the content directly on the touch screen device [YSI10, KGP12], or in-directly by viewing the content on an additional display [BIA17]. Touch interaction is by itself and interaction method superior to common desktop techniques when utilized as exploration technique of a vast variety of people when exploring interesting digital data at a public space such as a museum [HMDR08]. These techniques have also been utilized for exploring scientific data of historical and cultural importance, for novice visitors to public museums or for expert scientist [YRA16].

Substantial amount of work has also been performed with touch interaction in virtual reality. Coffey et al [CKK10] introduced the concept of combining multi-touch table and stereoscopic wall. They further extended this setup for use within exploring scientific data, in particular volume datasets [CML12]. Hachet et al [HBCdR11] combined the multi-touch interaction with stereoscopic viewing on the same surface, for a direct interaction on a 2D UI while always seeing the 3D data and controlling it through indirect interaction. Bruder et al [BSS13] discuss the essential difficulty of combining a stereoscopic display with multi-touch, as the interaction surface and the appearance of the data in stereo are not co-located in depth. Marton et al [MRB14] created an approach with both direct interaction on a touch table and pointerless indirect interaction to visualize artifacts in a public space. Balsa Rodriguez et al [RAB16] extend this further by evaluating the large interaction environment to small mobile solutions with a direct interaction approach of exploring the data. All these cases are closely related to augmented reality, as the user can physically see the touch screen/device, and exploring the content on a mono or stereo-capable display which is not an HMD.

Wang et al [WL14] combined a HMD and a multi-touch interaction surface, by utilizing a non-occlusive HMD such that the user is able to view and interact with a multi-touch-enabled tablet mounted on the forearm. While this opens the possibility for utilizing a low-cost touch device for natural interaction, all common HMDs to-date are primarily occlusive, such that the user can be totally immersed in the virtual reality environment.

Gugenheimer et al [GDW16] introduced "FaceTouch", a combination of an occlusive HMD with a touch interaction surface mounted at the front of the HMD. The user cannot see the touch surface when wearing the HMD, but can still interact with it properly through their proprioceptive senses, an approach which has been previously introduced in virtual reality by Lopes et al [LIM15].

But no substantial work has recently been made utilizing a modern occlusive HMD for virtual reality and a modern large multi-touch screen, which is also due to the fact that most virtual reality solutions try to design the concept for one single user, and not using it for a collaborative use case. In a collaborative case, the interaction itself can also be seen a communication channel between the users, or between the presenter and the audience [SBJ14].
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Much of collaborative work in past years for virtual reality has been on various approaches where collaborators share the same type of views of the data [ABM*97, BK99, HBGA03, SKSK09]. Our work is contrary to this focused on collaboration between numerous people on the touch interaction surface, but also with a single individual using an occlusive HMD and an optional controller.

Gugenheimer et al [GSFR17] recently introduced a proof-of-concept which utilize asymmetric interaction between a user in HMD and user(s) in non-HMD. By using floor projection and mobile displays in combination with positional tracking they can visualize the virtual world for the non-HMD user(s), enabling them to interact with the HMD user.

Ibayashi et al [ISS15] has introduced a proof-of-concept named "DollhouseVR", which shares many aspects with our approach. They combine an occlusive HMD with multi-touch table where designer(s) interact with a "god-like" 2D view on the table and an occupant wearing the HMD which is virtually inside the room environment and communicates with the designer(s). We utilize similar hardware setup and configuration/views for our approach, however with additional views on the table and other interaction choices (like physically moving the position of the HMD user) to make the table or the HMD both work as standalone exploration tools if desired.

The concept of using virtual reality for enhancing or assisting cultural exploration and/or experiences has been previously introduced. Pletinckx et al [PCKS00] offered visitors more intriguing views of ancient life at Ename through an on-site virtual reality installation. Gaitatzes et al [GCR01] analyzed virtual environment experiences developed at an education institution and outlined the issues in developing immersive interactive virtual archeology projects for the broad public. Further work has been made with building, managing and interacting inside the virtual environments with focus on cultural heritage [WWW04, WOFK13]. However, not much work has been focused on collaborative virtual reality exploration of environments with cultural significance.

Benko et al [BIF04] presented an experimental tool for archeology researchers and students named "VITA" (Visual Interaction Tool for Archaeology), a collaborative mixed reality system for off-site visualization of an archaeological dig. They utilize a non-occlusive HMD combined with a multi-touch projected table surface, and several other tracked hand-held displays. Our approach is also designed to be possibly used for archeology researchers, however we also target museum or science center visitors of various ages, and utilizing current low-cost occlusive HMD devices.

3. Exhibition trials of the hybrid VR touch table concept

The research presented in this paper is conducted in the context of a public science center, open 7 days a week with interactive scientific exhibition for the general public. With these facilities available, we decided to perform a trial use case of the hybrid virtual reality touch table in our public spaces, before we had any data of the 16th century ship. The target group was specifically younger people and their families, based on indications that they would be keen on utilizing an HMD for some family members, while adults or siblings/friends would feel intrigue to interact and collaborate with the HMD user. Thus, we created a collaboratory family-friendly survival game, as seen in figure 1 (the two right sub-images). In the game, one user, the "shooter", is wearing the HMD and holding a game controller to control the movement of the virtual character, in first person view, in the direction of sight of the HMD device. Another user can utilize half the area of the touch table for a god-like interaction [SPT06], viewing the shooter in the center of the viewport. The touch table user can either drag or teleport the virtual shooter, i.e. changing the virtual position of the HMD user, by single finger touch interaction on any point surrounding the shooter. The type of movement is controlled by the HMD users controller, and thus the touch table users ability to affect the gameplay can essentially be disabled by the HMD user while still wearing the HMD. The experience was designed in such a way that HMD user benefited from collaborating with someone, to have higher total score, by voice commands and additional control by the collaborator on the touch table.

By combining both god-like interaction on the table and first-person view we achieved both exocentric and egocentric interaction [P99], with the egocentric interaction by the HMD user being totally independent if desired. We learned that this approach could feel both natural, intriguing and comfortable for numerous users. The installation was placed in the exhibition area for several weeks, and multiple families appreciated the aspect of interacting together. During this time we learned that the additional cost to take into account is increased effort in maintenance and support compared to just using a touch table, which could be expected. It was not an issue that people did not read the instructions, and needed demonstrations, but that regular cleaning of the HMD was needed. We also had to remove the integrated headphones from the HMD after some time, partly because it was easier to communicate to the HMD user, but primarily because they where obliviously more fragile then mounting speakers on the table. It should also be noted, that a HMD is obliviously more fragile then a touch table in general, something to take into account when using such equipment in a public environment.

4. Applying the hybrid VR touch table concept to virtual exploration of the 16th century ship on the seabed

With partially completed reconstruction available we further developed our concept towards scientific exploration of the 16th century ship wreck as planned. The ship in question is named "Mars", which when sunken in 1564 off the coast of a Swedish island called Öland, was perhaps the biggest ship in the world at the time with over one hundred guns and 700 men onboard. It was discovered on the sea bottom in 2011, very well preserved for such age.

Ocean Discovery, a company of professional divers in Västervik, Sweden, that assists in maritime archeology, has used photogrammetry to produce a 3D reconstruction of the 60 m long wreck, with approximately 20,000 images, each of 36 megapixel resolution. This process is highly favorable towards bringing the ship out of the ocean, which would have been expensive and could also cause significant harm to artifacts. The 3D model is close to photo-realistic and scientifically accurate with an accuracy of less than 2 cm.

In this application we decided to let the HMD user take the roll...
as a diver exploring the wreck site. As previously mentioned, we wanted users to explore the ship in close-detail, due to the high precision scans available. This led us to create 3 different views on the touch table, as seen in figure 2. One large "god-like" view with an exocentric approach to the touch interaction of moving the diver to any position of the wreck, in three dimensions, utilizing one to two finger gestures for panning and zooming (pinch gesture). One view featured the virtual diver in 3rd person, where the HMD orientation was NOT respected. We introduced this view based on previous experience we have seen with visitors/audiences wanting to explore the details of the virtual environment as seen by the HMD user, but after sometime they could not follow the rapid movements of the HMD user without feeling dizzy/nauseous, as they are essentially passengers on what could be felt like a roller-coaster. The last view consisted of the first-person view of the diver/HMD user, respecting the HMD direction, which collaborators or visitors can also follow or glance at if desired.

The model used in this application prototype is not the finalized version, as it is neither complete, nor is it full resolution. The user can choose to explore the 3D reconstruction from the outside or inside, or choose to explore a created 2D photomosaic of the wreck site, with a resolution of 24576*16384 pixels. This is controller through either a touch-enabled UI, or by using controller buttons. Furthermore, the user(s) can interpolate between moonlight to sunlight on the wreck site, controlled by a slider on the touch table, and a joystick on the controller, for exploring the wreck in various lighting conditions.

This setup enabled us to take the possible interactions a step further then the prototype of the survival game, and essentially create both an collaboratory exocentric interaction model (the touch table) and an egocentric interaction model (the HMD and game controller) which can be individually used to fully utilize the available exploratory options of this application. By other words, a user can either just use the touch table without touching the HMD and game controller, or just use the HMD and game controller without touching the table to explore every part of the sunken ship.

We also took the concept of "Object Impersonation" in virtual reality in mind, which allows the diver/HMD user to not only manipulate a virtual object from outside, but also become the object, and maneuver from inside [WL15]. Essentially the HMD user can interact with the table and discard the game controller, and switch between the HMD omnidirectional view and the touch table views, as seen in figure 1 and 3, which might be more comfortable for some individuals, as it would decrease the risk of nausea.

5. Technical Realization

We utilized a 42" touch-enabled(optical) display, mounted on-top of a table fitted with wheels. We utilized the Oculus Rift (with Xbox One controller) as HMD device and optional controller, as it is well-adapted for a seating/standing still VR application purpose. The Oculus Rift did, due to it’s fitting create a narrow field of view around the nose such that some users could see the real-world, meaning some users could see the touch table while wearing the HMD. All applications where created with the Unity game engine.

6. Conclusions & Future Work

In this paper we describe our approach for combining an occlusive HMD with a large movable touch table, for an exhibition installation and exploratory setup which takes less space compared to room-scale virtual reality experiences. Furthermore, we introduce complementary interaction options and views on the data for collaboratory tasks between HMD user and touch surface user, while also supporting the option of exploring the data of cultural significance in detail with only the occlusive HMD or only the touch table, thus supporting a vast variety of people which are intrigued or comfortable with only one of these exploratory alternatives, or which can only properly use one of them, due to accessibility, such as requiring a wheel-chair. Additionally, the audience/visitors can always view the touch table and the various viewports to get a detailed picture on what aspects of the data the user(s) are currently exploring, and the position of the user relative to the full overview.

We plan to continue with utilizing the full 3D reconstructed data of the sunken ship when ready, and to then use the data with our hybrid virtual reality touch table concept available to multiple science centers and other institutions.

Acknowledgement

This work has been conducted within the Norrköping Visualization Center C with partial funding from the initiative Visual Sweden.
References


[Hor08] Hornecker E.: “i don’t understand it either, but it is cool” - visitor interactions with a multi-touch table in a museum. In 2008 3rd IEEE International Workshop on Horizontal Interactive Human Computer Systems (2008), pp. 113–120. 2


© 2017 The Author(s)