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Abstract—This work evaluates a previously introduced algorithm called Particle-Based Rapid Incremental Smoother within the framework of state inference and parameter identification in Jump Markov Non-Linear System. It is applied to the recursive form of two well-known Maximum Likelihood based algorithms who face the common challenge of online computation of smoothed additive functionals in order to accomplish the task of model parameter estimation. This work extends our previous contributions on identification of Markovian switching systems with the goal to reduce the computational complexity. A benchmark problem is used to illustrate the results.

I. INTRODUCTION

A lot of estimation tasks are confronted with a category of system models that can operate in multiple regimes. Usually, the change is governed by a Markov chain and, additionally to this discrete mode variable, there can also be continuous state-space variables leading to a so-called hybrid system. This type of dynamical system has attracted growing attention from the filtering and identification community in a large variety of applications, see e.g. [1]–[3]. Particularly non-linear problems lack an exact solution for the estimation of unknown discrete and continuous variables and it is one of the reasons recursive approaches using Sequential Monte Carlo (SMC) methods, namely Particle Filter (PF), emerged as the most successful methods because they are easy to implement and parallelize [4], [5].

Moreover, in most practical situations, the problem of system identification, i.e. the estimation of unknown model parameters, arises as an increase in difficulty. The most popular solving tools are based on the Maximum Likelihood (ML) concept since it has been studied for almost a century. Among famous algorithms, we can highlight the Expectation Maximization (EM) [6] and the Recursive Maximum Likelihood (RML), based on the gradient ascent optimization method [7]. However, when we are interested in their online implementation, the recursive computation of smoothed expectations for additive functionals is needed in order to obtain either the sufficient statistics for EM or the score function for RML. A natural and straightforward choice for a solution would be to use the PF, since it provides an approximation of the joint smoothing distribution by means of the particle trajectories and its corresponding weights [8]. But the effect known as degeneracy turns it to be unfeasible. This is due to the PF’s resampling step, that leads to the depletion of state trajectories (for more details refer to [9], [10]) and a poor approximation of the smoothing density. Although it can be partially solved using fixed lag smoothing [8], [11], a better approach uses the principle that, conditionally on the observations, the latent (hybrid) process still satisfies the Markov property when evolving backward in time [9]. This supported the development of the Forward Filter Backward Smoother (FFBSm) [12], where a backward pass was included to better approximate the joint smoothing distribution but at a cost of significantly increased computational complexity. Furthermore, due to the backward pass, the complexity also increases with the arrival of new measurements, making it impractical for online problems. To overcome this limitation, an online approach was proposed based on the forward smoothing approach [13]. One of the limitations was solved, but there is still a quadratic complexity in the number of particles. A good candidate for a way to cope with such large computational burden is the path-based solution [14], based on a coarse approximation of the backward kernel. This approach could indeed reduce the complexity but lead to some performance degradation as exposed in [15].

Our main interest lies in the so-called Particle-Based Rapid Incremental Smoother (PaRIS) algorithm, proposed and extensively evaluated in [16]–[18]. It uses a modified Forward Filter Backward Simulator (FFBSi) [19] (employing rejection-sampling) as a way of reducing complexity. This paper introduces a PaRIS based adaptation to recursively solve the hard problem of state estimation in Jump Markov Non-Linear System (JMNLS) under parameter uncertainty. The remainder of this work is organized as follows. The modeling for JMNLS is described in Section II as well as the considered system identification algorithms. In Section III, the required computation for the online solution is described and the PaRIS version for models with switching regimes is also presented. The performance is assessed in Section IV while the final conclusions are drawn in Section V.

II. PROBLEM FORMULATION

Consider the hybrid discrete-time system model as follows

\[
\begin{align*}
    r_t &\sim \Pi(r_t|r_{t-1}), \\
    x_t &\sim f_{r_t}(x_t|x_{t-1};\theta_{r_t}), \\
    y_t &\sim g_{r_t}(y_t|x_t;\theta_{r_t}),
\end{align*}
\]  

(1a) (1b) (1c)

where the the discrete mode \( r_t \in \{1, \ldots, K\} \) and the continuous variable \( x_t \in \mathbb{R}^n \) are both latent but indirectly observed through the measurements \( y_t \in \mathbb{R}^n \). The mode change is ruled by a finite state Markov process (1a) and we assume it to define both the continuous state transition density and measurements likelihood in (1b) and (1c), respectively. They are parametrized
by the unknown vector $\theta_\epsilon$ and the transition kernel for the discrete state is defined as $\pi_{kt} = \Pi(\ell|k) = P(r_t = \ell| r_{t-1} = k)$. For notational brevity, we also consider $\Pi$ as the $K \times K$ Transition Probability Matrix (TPM), with each element being $\pi_{kt}$.

We are concerned with the task of jointly estimating recursively the latent states $(x_t, r_t)$ and the model parameters $\theta = (\theta_{k\ell})_{k=1}^K \Pi$ from the measurements $y_{1:t} = [y_1, \ldots, y_t]^T$ available up to time $t$.

Following the frequentist philosophy, the ML approach considers the estimate $\hat{\theta}^{ML}$ as the outcome of a direct optimization on the log-likelihood function of the observed data, $\log p(y_{1:n}, \theta)$. According to [20], there are two main strategies for solving the problem: marginalization and data augmentation, which are briefly presented in Sections II-A and II-B, respectively.

A. Recursive Maximum Likelihood

For the recursive gradient ascent, at discrete time $n + 1$, the parameter estimate can be updated according to

$$\theta_{n+1} = \theta_n + \gamma_{n+1} \nabla \log p(y_{1:n} | y_{1:n-1}; \theta_{0:n}) \; , \tag{2}$$

where the score of the predictive likelihood $p(y_n | y_{1:n-1}; \theta_{0:n})$ given all parameter estimates $\theta_{0:n}$ approximates the Fisher’s identity [5] and can be expressed as

$$\nabla \log p(y_{1:n}; \theta) = \nabla \log p(y_1; \theta) - \nabla \log p(y_{1:n-1}; \theta_{0:n-1}) \; , \tag{3}$$

and $\{\gamma_n\}_{n \geq 1}$ is a non-negative scalar that needs to be adjusted at each iteration to ensure, a minima, that the computed likelihood sequence is non-decreasing [21].

Based on the Fisher’s identity [5] computed for JMNLS, the score can then be further expressed as

$$\nabla \log p(y_{1:n}; \theta) = \sum_{k=1}^K \sum_{\ell=1}^K S_{k\ell, n}^{(1)} + \sum_{k=1}^K S_{k, n}^{(2)} \; \; , \tag{4}$$

where, $S_{k\ell, n}^{(1)}$ and $S_{k, n}^{(2)}$ are additive functionals computed as in [22].

B. Expectation Maximization

Usually more stable than gradient techniques [5], the EM algorithm is a popular and robust alternative for maximizing the log-likelihood. It approximates the joint log-likelihood by a function, $Q(\theta, \theta')$, described as a projection onto space defined by available observations and a current estimate $\theta'$ of the likelihood maximizer [23],

$$Q(\theta, \theta') = \mathbb{E}_y \{ \log p(y_{1:n}, z_{1:n}; \theta) | y_{1:n} \}$$

$$= \int \log p(y_{1:n}, z_{1:n} | \theta) p(z_{1:n} | y_{1:n}, \theta') dz_{1:n} \; \; . \tag{5}$$

Assuming the densities involved in the probabilistic model belong to the exponential family, the auxiliary quantity, or projection function for JMNLS can be written as

$$Q(\theta, \theta') = \sum_{k=1}^K \sum_{\ell=1}^K S_{k\ell, n}^{(1)} \log(\pi_{kt})$$

$$+ \sum_{k=1}^K \left( \psi_k(\theta_k), S_{k, n}^{(3)} - A_k(\theta_k) S_{k, n}^{(2)} \right) \; , \tag{6}$$

where the additive functionals $S_{k\ell, n}^{(1)}$, $S_{k, n}^{(2)}$ and $S_{k, n}^{(3)}$ are also called sufficient statistics [13] and are computed as in [15].

III. ONLINE COMPUTATION OF ADDITIVE FUNCTIONALS

In order to solve the required expectations, we first define the joint state $z_t = [x_t, r_t]$ and then pack them into $S_n = \mathbb{E}_y \{ S_n(z_{0:n}) | y_{1:n} \}$ where $S_n(z_{0:n})$ is the set of additive functionals. By defining the auxiliary function $T_t(z_t) \triangleq \mathbb{E}_y \{ S_n(z_{0:t}) | z_t, y_{1:t} \}$, the smoothed additive functional can then be explained as a filtered estimate of $T_t(z_t)$, i.e.

$$S_t = \mathbb{E}_y \{ T_t(z_t) | y_{1:t} \} = \int T_t(z_t)p(z_t | y_{1:t}) \, dz_t \; . \tag{7}$$

If we additionally count on the additive structure of the recursion, it is even possible to compute $T_t(z_t)$ using

$$T_t(z_t) = \int [T_{t-1}(z_{t-1}) + s_t(z_{t-1}, z_t)] \times p(z_{t-1} | z_t, y_{1:t-1}; \theta) \, dz_{t-1} \; , \tag{8}$$

where the recursion is initialized with $T_0(z_0) = 0$ and we end up with an online solution by computing the integral in (7).

A. SMC Implementation

In general, due to the intractability of the involved integrals, an exact solution for the expectations is unfeasible. An appropriate solution is obtained with the following decomposition

$$p(x_{1:t}, r_t | y_{1:t}) = p(r_t | x_{1:t}, y_{1:t})p(x_{1:t} | y_{1:t}) \; . \tag{9}$$

In order to simplify the notation, the dependence on $\theta$ is here omitted. SMC techniques are employed in order to approximate $p(x_{1:t} | y_{1:t})$ and a conditional Hidden Markov Model (HMM) filter for $p(r_t | x_{1:t}, y_{1:t})$. This method was proposed in [15] and is also called Rao-Blackwellized Particle Filter (RBPF). The posterior approximation is the set \{ $x_{1:t}, \{ \alpha_{t|t}(\ell) \}_{\ell=1}^K \}$ where $\alpha_{t|t}(\ell) \triangleq \mathbb{P}(r_t = \ell | x_{1:t}, y_{1:t})$ and $\ell \in \{1, \ldots, K\}$.

For the smoothed additive functionals computation in an online fashion, the forward smoother is employed and the backward density can be computed as

$$p(x_{1:t-1}, r_{t-1} = k | x_{1:t}^{(i)}, r_t = \ell, y_{1:t-1}; \theta)$$

$$\approx \sum_{j=1}^N \frac{w^{(i)}_t(k, \ell)}{\sum_{u=1}^N \sum_{m=1}^K \sum_{\ell=1}^K w^{(j)}_t(m, \ell)} \delta(x_{1:t-1} - x_{1:t-1}^{(j)} \; , \tag{10}$$

with

$$\frac{w^{(i)}_t(k, \ell)}{\sum_{u=1}^N \sum_{m=1}^K \sum_{\ell=1}^K w^{(j)}_t(m, \ell)} \delta(x_{1:t-1} - x_{1:t-1}^{(j)} \; , \tag{11}$$

The auxiliary function $\tilde{T}_t^{(i)}(\ell) \approx T(x_{1:t}^{(i)}, r_t = \ell)$ can then be updated recursively according to the approximation of (8) as follows

$$\tilde{T}_t^{(i)}(\ell) = \sum_{j=1}^N \frac{\tilde{w}^{(i)}_t(k, \ell)}{\sum_{u=1}^N \sum_{m=1}^K \sum_{\ell=1}^K w^{(j)}_t(m, \ell)}$$

$$\times \left[ \tilde{T}_{t-1}^{(i)}(k) + s_t(x_{t-1}^{(i)}, r_{t-1} = k, x_t^{(i)}, r_t = \ell) \right] \; . \tag{12}$$
B. PaRIS for JMNLS

The approach described before has a computational complexity of \( O(K^2N^2) \) and, in order to make it linear with \( N \), we employ a modified version of the PaRIS algorithm. It was firstly proposed in [16], theoretically explained in [17] and extended to the RML framework in [18]. It is supported by the FFBSi concept [19] where, conditioned on each particle \( x_s^{(i)} \) and \( r_s = \ell \), candidate backward sample indexes \( \{J_{\ell}^{(i,s)}\}_{s=1} \)

are drawn according to the Markov transition kernel, i.e.,

\[
P(J_{\ell}^{(i,s)} = j) = \frac{w_{\ell-1}^{(j)} f_{\ell}(x_{\ell}^{(j)} | x_{\ell-1}^{(i)}; \theta_1)}{\sum_{j=1}^{N} w_{\ell-1}^{(j)} f_{\ell}(x_{\ell}^{(j)} | x_{\ell-1}^{(i)}; \theta_1)}.
\]

In order to compute the normalizing constant in the denominator of (13), we still end up with an algorithm having a quadratic complexity with \( \bar{N} \). This can be resolved by introducing the mild assumption that the backward density is uniformly bounded by a constant \( \bar{\varepsilon} \) [24]. It is then possible to apply an accept-reject sampling scheme by drawing a candidate \( J_{\ell}^{(i,s)} \) with probability proportional to \( \{w_{\ell-1}^{(j)}\}_{j=1}^{N} \) and then accepting this candidate with probability \( \frac{f_{\ell}(x_{\ell}^{(j)} | x_{\ell-1}^{(i)}; \theta_1)}{\bar{\varepsilon}} \).

Then, instead of computing each subsequent auxiliary statistics as the expected sum of all the previous statistics and the incremental term under the retrospective dynamics induced by the backward kernel, we draw \( 2 \leq M \leq N \) indexes and the modified version of (12) can be written as

\[
\hat{\Pi}_t^{(i)}(\ell) = \frac{1}{M} \sum_{s=1}^{M} \sum_{k=1}^{K} \left( \frac{\bar{w}_{\ell}^{(i,j,s)}(k,\ell)}{\sum_{m=1}^{M} \sum_{n=1}^{K} \bar{w}_{\ell}^{(i,j,n)}(m,\ell)} \times \left[ \hat{\Pi}_{t-1}^{(j,s)}(k) + s_t(x_{t-1}^{(j)}, r_{t-1} = k, x_t^{(j)}, r_t = \ell) \right] \right),
\]

where

\[
\bar{w}_{\ell}^{(i,j,s)}(k, \ell) = \pi_{k,t}\alpha_{t-1}^{(j,s)}(k).
\]

As \( N \) approaches infinity, the amount of draws needed for the accept-reject scheme will tend to a constant [16]. Hence, the computational complexity of the algorithm will be reduced to \( O(K^2NM) \).

IV. SIMULATION RESULTS

The performance of the proposed joint state inference and parameter identification algorithm is assessed on the following benchmark model

\[
x_t = \frac{1}{2} x_{t-1} + 25 \frac{x_{t-1}}{1 + x_{t-1}^2} + 8 \cos[1.2(t - 1)] + \nu_t, \quad (16a)
\]

\[
y_t = \frac{x_t^2}{20} + \nu_t, \quad (16b)
\]

where the initial state \( x_0 \) and process noise \( \nu_t \) are distributed according to \( x_0 \sim \mathcal{N}(0,1) \) and \( \nu_t \sim \mathcal{N}(0,1) \), respectively. It is further assumed that the measurement noise \( \nu_t \) is mode dependent, and switches between \( K = 2 \) modes. The parameters \( \theta_t = \{\varepsilon_t, \sigma_t\} \) of the corresponding measurement noise probability density function (pdf) are assumed to be unknown, and are estimated together with the TPM and the states. The true parameters were chosen as follows: \( \pi_{11} = 0.95, \pi_{22} = 0.8, \theta_1 = \{0,1\} \) and \( \theta_2 = \{3,2\} \), whereas the filter has been initialized with the following parameters: \( \hat{\pi}_{01}^0 = 0.5, \hat{\pi}_{02}^0 = 0.5, \hat{\theta}_1^0 = \{-1,5\} \) and \( \hat{\theta}_2^0 = \{4,3\} \).

We additionally consider different choices of the step-size \( \gamma_t \) for each identification approach, namely \( \gamma_t = t^{-0.5} \) (RML) and \( \gamma_t = t^{-0.7} \) (EM). For a more detailed study of its influence, refer to [22].

From the model given in (16), we simulate a single state and measurement trajectory of length 10000, and perform 100 Monte Carlo runs of the RBPF on this data. Although the algorithm jointly estimates the states and the parameters, we will only show results for the parameter identification.

In Fig. 1, we provide comparative results for \( N = 150 \) and \( M = 3 \). It is clear that the PaRIS-based approach delivers minimal impact on estimation performance for noise mean and standard deviation while a slight bias is perceived for the TPM estimation. We now compare the methods relative to their computational complexity by addressing the average Root Mean Square (RMS) of the estimation error over the iterations/time (discarding the first 50 iterations) and discrete modes with respect to 50, 100, 150, 200, 250 and 300 particles (additionally 900 for PaRIS). The complexity is computed as \( O(K^2N^2) \) and \( O(K^2NM) \) for the original forward smoother and PaRIS, respectively. The results are depicted in Fig. 2 for each parameter separately. The advantage of employing the rapid smoother in terms of computational complexity for a desired average RMS error in both \( \mu \) and \( \sigma \) estimation tasks is easily perceived. We can further notice that for \( M = 3 \), estimating the TPM with PaRIS does not yield a comparable performance even when increasing in the number of particles. We thus simulate a few additional points (with 50, 150 and 300 particles) with \( M = 15 \), which are also provided in Fig. 2. These results highlight a higher dependency of TPM estimation performance on the number of backward samples. A possible explanation of this is the fact that the unknown parameter (II) is the one that directly acts on the state transition.

V. CONCLUSION

This paper, we proposed a new version of the PaRIS algorithm suited for systems with switching regimes. The algorithm aims at solving the problem of unknown parameter estimation using particle based methods with linear complexity (in the number of particles). The experiments were performed with both EM and RML for a highly non-linear benchmark problem. The results confirmed the efficiency of the algorithm in solving the problem with minimal impact on performance but there was a larger sensitivity on the number of backward samples needed for a proper estimation of the discrete state transition matrix.
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Figure 1. Parameter identification results. From left to right: EM, EM PaRIS, RML and RML PaRIS. From top to bottom: $(\mu_1, \mu_2, \sigma_1, \sigma_2)$, and $(\pi_{11}, \pi_{22})$. The lines show the averages and the shaded areas show the upper and lower bounds.

Figure 2. Average RMS error of measurement noise mean (left), measurement noise standard deviation (center) and transition matrix elements (right).
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