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Abstract—Massive multiple-input multiple-output (MIMO) is a viable technology to improve the spectral efficiency (SE) by spatially multiplexing several users. A potential limitation of Massive MIMO in multicell systems is pilot contamination, which arises from interference in the channel estimation due to the reuse of pilot sequences in neighboring cells. A standard method to reduce pilot contamination, referred to as regular pilot (RP), is to adjust the length of the pilot sequences while transmitting data and pilot symbols disjointly. Alternatively, the superimposed pilot (SP) method sends a superposition of pilot and data symbols, thereby allowing the use of longer pilots which can also reduce pilot contamination. This work considers the uplink of a general multicell Massive MIMO system with SP and maximum ratio combining and derives rigorous closed-form achievable rates, which are used to make comparisons with RP. Numerical results consider a realistic random base station deployment and show that with SP the reduction of pilot contamination is outweighed by the additional coherent and non-coherent interference from the data transmission. Moreover, it turns out that, when the pilot length is optimized, RP provides comparable SE as with SP.

I. INTRODUCTION

The development of wireless communication systems is lead by the continuous increase in mobile data traffic [2]. Massive multiple-input multiple-output (MIMO) has been proposed to deal with the traffic growth by increasing the spectral efficiency (SE) [3]. Massive MIMO utilizes a large number of antennas (e.g., hundreds) at the base stations (BSs) to communicate coherently with several (e.g., tens) user equipments (UEs) by virtue of spatial multiplexing.

The acquisition of channel state information (CSI) at the BS is essential in Massive MIMO to coherently detect data from UEs in the uplink. The time and frequency interval over which the channel can be considered to remain static and frequency flat, called the coherence block, has a limited size and, in turn, there is a finite number of orthogonal pilot sequences that are available for channel estimation. Thus, in multicell systems the pilot sequences need to be reused across cells. This creates coherent interference, called pilot contamination, between UEs that share the same pilots, which reduces estimation quality. In [4]–[8], all pilot sequences are assumed to be reused in all cells and pilot contamination is mitigated by exploiting spatial channel correlation [4]–[6] or data covariance matrices [7], [8]. Another approach is to not reuse the pilots in every cell [9], [10]. This method can effectively reduce pilot contamination at the cost of increased estimation overhead that decreases the amount of data symbols transmitted per coherence block. This tradeoff has been studied in [10] suggesting a pilot overhead between 5% and 40% of the coherence block.

In all the aforementioned works, the transmission of pilot and data symbols is done separately. This method is referred to as regular pilot (RP) transmission. In [11]–[16], the authors explore an alternative method that relies on the simultaneous transmission of pilot and data signals. This method is referred to as superimposed pilot (SP) transmission. Recently, [15], [16] have shown that SP achieves promising results in Massive MIMO. Particularly, the UEs transmit a linear combination of pilot and data symbols within the whole coherence block, thereby allowing the use of longer pilot sequences and removing the estimation overhead. Having longer pilots means that they can be reused less frequently in the network. This allows to reduce pilot contamination and potentially to improve the SE. However, sending pilot and data signals simultaneously causes interference in the channel estimation process from data symbols. This degrades the estimation quality and creates correlation between channel estimates and data.

This paper evaluates the performance of SP in the uplink of a multicell Massive MIMO system and make comparisons with RP. To this end, we rigorously derive a closed-form rate expression with SP when using maximum ratio combining (MRC). This stands in contrast to prior works, such as [15], [16], which rely on approximate signal-to-interference-plus-noise ratio (SINR) expressions. The closed-form rate expression provides valuable insights into identifying all the interference sources and their impact on the SE. Then, to properly study the effects of intercell interference in a large practical system with irregular BS deployments, we provide a numerical analysis by using the stochastic geometry framework developed in [17]. Interestingly, it turns out that RP provides comparable SE than SP when the pilot length and powers are optimized.

II. SYSTEM MODEL

We consider the uplink of a multicell Massive MIMO system where each BS has $M$ antennas and serves $K$ single-antenna UEs. We define the set $\Phi_D$ containing all BSs in the system, where $D$ denotes the density of BSs per unit area (measured in BS/km$^2$). Note that this definition does not require the BSs to be distributed in any specific manner.
However, a stochastic geometry framework will be used later on in the numerical analysis. Without loss of generality, we focus on an arbitrary BS, denoted as BS0 (serving UEs in cell 0), and an arbitrary UE k in cell 0, denoted as UE0k. We define ΨD = ΦD \{0\} as the set containing all other BSs.

We consider a system with bandwidth $B_w$. The communication channels are modeled as block fading where each channel is considered to be constant over a coherence block of time duration $T_c$ and bandwidth $B_c$. The bandwidth is equally divided among all coherence blocks which means that $B_w/B_c$ is an integer, and each block contains $\tau_c = B_c/T_c$ complex samples. We assume uncorrelated Rayleigh fading channels since this is the first rigorous capacity analysis with SP in a multicell scenario. As done for RP, we believe that it is helpful to first develop fundamental theory for uncorrelated channels and then extend it to correlated ones (this is left for future work). Moreover, uncorrelated fading corresponds to the worst-case scenario for pilot contamination and thus gives insights into the main benefits of SP. We denote by $h_{i,l',i} \in \mathbb{C}^{M \times 1}$ the channel between the $M$ antennas of BS$_l$ and UE$_{i,l}$ in which the small-scale fading (SSF) is modeled as $h_{i,l',i} \sim \mathcal{CN}(0,\beta_{i,l',i}I_M)^1$ for $l',i \in \Psi_D$ and $i \in \{1,\ldots,K\}$ with $\beta_{i,l',i} \geq 0$ being the corresponding large-scale fading (LSF) coefficient. The received signal $Y_0 \in \mathbb{C}^{M \times \tau_c}$ at BS0 is

$$Y_0 = \sum_{l' \in \Psi_D} \sum_{i=1}^{K} h_{0,l',i} x_{l',i}^T + N_0$$ (1)

where $N_0$ is the noise matrix with i.i.d. elements distributed as $[N_0]_{m,j} \sim \mathcal{CN}(0,\sigma^2)$ and $x_{l',i}$ represents the transmitted signal from UE$_{i,l}$ in all $\tau_c$ samples of the coherence block. The operator $\cdot^T$ stands for transpose operation. The transmitted signal can be used for data symbols, pilot symbols or a superposition of the two depending on the employed method. We analyze the two transmission methods illustrated in Fig. 1: RP, called time-multiplexed in [15], and SP. With RP, data and pilot symbols are transmitted separately in each coherence block. Therefore, $x_{l',i}$ contains only one of the two in each sample of the coherence block. With SP, pilot and data symbols are transmitted simultaneously during the whole coherence block and thus $x_{l',i}$ contains a superposition of the two in each sample.

III. CHANNEL ESTIMATION

To estimate the channels, we use standard minimum mean squared error (MMSE) techniques with both RP and SP.

$^1\mathcal{CN}(\cdot;\cdot)$ denotes a circularly symmetric complex Gaussian distribution.

We consider a set of $\tau_p$ orthogonal pilot sequences of length $\tau_p$ and, to avoid cumbersome pilot allocation between cells, each BS assigns $K \leq \tau_p$ different pilot sequences uniformly at random to the UEs served in its cell. A new pilot selection is made in each coherence block to average over pilot contamination. We denote as $\phi_{i,l'} \in \mathbb{C}^{\tau_p \times 1}$, $\forall l' \in \Phi_D$, $i \in \{1,\ldots,K\}$ the pilot sequence assigned to UE$_{i,l}$ with $||\phi_{i,l'}|| = 1$, $\forall j \in \{1,\ldots,\tau_p\}$. Each BS assigns the pilot sequences independently which leads to

$$\phi_{0k}^H \phi_{i,l'} = \tau_p \chi^{(\tau_p)}_{i,l'} \text{ for } l' \in \Psi_D, i \in \{1,\ldots,K\}$$ (2)

where $\chi^{(\tau_p)}_{i,l'} \in \{0,1\}$ is a random variable being $\chi^{(\tau_p)}_{i,l'} = 1$ when UE$_{i,l}$ has the same pilot as UE$_{0k}$ and $\chi^{(\tau_p)}_{i,l'} = 0$ otherwise. The operator $\cdot^H$ denotes the Hermitian transpose. Recall that within each cell the pilot sequences assigned to the UEs are mutually orthogonal, that is $\phi_{i,l'}^H \phi_{i',l'} = \tau_p$ for $i \neq i'$ and $\phi_{i,l'}^H \phi_{0,l'} = 0$ for $i \neq 0$. Thus, for $l' \neq 0$ (where 0 is the index of the cell of interest) the random variable $\sum_{i=1}^{K} \chi^{(\tau_p)}_{i,l'}$ is Bernoulli distributed with success probability $K/\tau_p$. With RP, $\tau_p \in \{K,\tau_c\}$ samples are used for channel estimation leaving the remaining $\tau_d = \tau_c - \tau_p$ samples for data transmission. Thus, $\tau_p$ can be adjusted to find a good tradeoff between estimation accuracy and pilot overhead. On the other hand, with SP the whole coherence block is used for both data and pilot symbols. Therefore, we have that $\tau_p = \tau_c = \tau_c$. The received signal at BS0 that is used for channel estimation with RP or SP is given by

$$Z_{0k} = \sum_{i=1}^{K} \sqrt{q_{0i}} h_{00i} \phi_{0i}^T + \sum_{l' \in \Psi_D} \sum_{i=1}^{K} \sqrt{q_{i,l'}} h_{0,l'i} \phi_{i,l'}^T + C_p$$ (3)

where

$$C_p = \left\{ \begin{array}{ll} N_0 & \text{with RP} \\
\sum_{l' \in \Psi_D} \sum_{i=1}^{K} \sqrt{q_{i,l'}} h_{0,l'i} s_{i,l'}^T + N_0 & \text{with SP} \end{array} \right.$$ (4)

The terms $q_{i,l'}$ and $q_{0i}$ account for the powers transmitted by UE$_{i,l}$ for data and pilot symbols, respectively. The vector $s_{i,l'} \in \mathbb{C}^{\tau_d \times 1}$ contains the data symbols transmitted in the whole coherence block. We assume the data symbols to be i.i.d. as $s_{i,l'} \sim \mathcal{CN}(0,\tau_c I_M)$. The noise matrices are defined as $N_0 \in \mathbb{C}^{M \times \tau_p}$ with RP and as $N_0 = [n_{01},\ldots,n_{0\tau_c}] \in \mathbb{C}^{M \times \tau_c}$ with SP, where $[N_0]_{m,j} \sim \mathcal{CN}(0,\sigma^2)$ and $n_{0j} \sim \mathcal{CN}(0,\sigma^2 I_M)$. Let

$$Z_{0k} = Z_{0k}^\phi \phi_{0k}^T \in \mathbb{C}^{M \times 1} \text{ (where } \cdot^T \text{ stands for complex conjugate) which is equivalent to a despeaking operation, then}$$

$$Z_{0k} = \sqrt{q_{0k} \tau_p} h_{00k} + \sum_{l' \in \Psi_D} \sum_{i=1}^{K} \sqrt{q_{i,l'}} \tau_p h_{0,l'i}^T \phi_{0i} + C_p$$ (5)

where

$$C_p = \left\{ \begin{array}{ll} n_0 & \text{with RP} \\
\sum_{l' \in \Psi_D} \sum_{i=1}^{K} \sqrt{q_{i,l'}} h_{0,l'i} s_{i,l'}^T \phi_{0i} + \sum_{j=1}^{\tau_p} n_{0j} \phi_{0j} & \text{with SP} \end{array} \right.$$ (6)

and $n_0 = N_0 \phi_{0k}/\sqrt{\tau_p}$ is a noise vector distributed as $n_0 \sim \mathcal{CN}(0,\sigma^2 I_M)$. Recall that with SP $\tau_p = \tau_c$ in the
The received data symbols from all UEs. These three phenomena with SP, the interference due to the received data symbols increases, both $h_{00k}$ and $\hat{h}_{00k}$ with $\hat{h}_{00k}$ is

\[
\hat{h}_{00k} = \frac{z_{0k}^R}{\sqrt{q_0 \tau_p}} z_{0k}
\]

and has covariance matrix

\[
E \left\{ h_{00k} h_{00k}^H | \chi_{i_i}^{(c)} \right\} = \beta_{00k} z_{0k}^{RP} M.
\]

With SP, the LMMSE estimate of $h_{00k}$ is

\[
\hat{h}_{00k} = \frac{z_{0k}^S}{\sqrt{q_0 \tau_c}} z_{0k}
\]

and has covariance matrix

\[
E \left\{ h_{00k} h_{00k}^H | \chi_{i_i}^{(c)} \right\} = \beta_{00k} z_{0k}^{SP} M.
\]

Proof: It follows from applying standard MMSE and LMMSE techniques [18, Ch. 12] to the problem at hand.

Remark 1. With SP, the interference due to the received data symbols (see the first term with SP in the right-hand-side of (6)) has the following effects on the channel estimation: i) It reduces the quality of the channel estimates; ii) It changes the distribution of the channel estimates: the signal $z_{0k}$ with SP in (5) is not Gaussian. Thus, the LMMSE estimates do not coincide with the true MMSE estimates and are only uncorrelated to the channel estimation errors but not independent; iii) It creates correlation between the channel estimates and received data symbols from all UEs. These three phenomena play a key role in the achievable rate analysis with SP.

The parameters $\gamma_{0k}^{RP} \in [0, 1]$ and $\gamma_{0k}^{SP} \in [0, 1]$ in Lemma 1 indicate the quality of the channel estimates. As the length $\tau_p$ of the pilot sequences increases, both $\gamma_{0k}^{RP}$ and $\gamma_{0k}^{SP}$ also increase since the noise term (and data symbol interference with SP) becomes less significant and the probability of having UEs selecting the same pilot as $U_{0k}$ decreases. This means that as $\tau_p$ increases, the variance of the channel estimate approaches the variance of the true channel and thus the estimation errors vanish. However, in practical applications $\tau_p \leq \tau_c$ with SP and $\tau_p = \tau_c$ with SP. Since $\tau_c$ is limited by the physical properties of the channel, there will always be an estimation error due to pilot contamination and noise (and the data symbol interference with SP). Observe that, for those scenarios where $\tau_c$ is much larger than $K$, the channel estimates with SP can be improved by letting $\tau_p$ be larger than $K$.

IV. ACHIEVABLE RATES WITH MRC

To evaluate the performance of the network, we derive ergodic achievable rates by applying standard lower bounding techniques on the capacity (e.g., [3]). Since we consider a fixed bandwidth, the SE is obtained simply by scaling the achievable rates with $1/B_w$. We assume that MRC is employed for data detection. Particularly, the statistics of the data symbols transmitted by $U_{0k}$ are obtained at BS$_0$ by the inner product $v_{00k}^H Y_0$ with $v_{00k} = v_{00k} h_{00k}$, where $v_{00k} = \frac{1}{\sqrt{q_0 \sqrt{M_{00k}}}}$ with RP and $v_{00k} = \frac{1}{\sqrt{q_0 \sqrt{M_{00k}}}}$ with SP. These scaling factors are selected to provide an equivalent gain of $M_{00k}$ for the desired signal with both methods. Note that although other detection schemes perform better with a finite number of antennas, MRC is used because with uncorrelated Rayleigh fading is close to optimal as $M \rightarrow \infty$ [3]. Moreover, the use of MRC gives a low complexity detection.

The received signal at BS$_0$ for an arbitrary data symbol $j$ in the coherence block is $[Y_0]_j$ (i.e., $j^{th}$ column of $Y_0$) where $x_{i_i} = \sqrt{p_{i_i}} s_{i_i}$ with RP and $x_{i_i} = \sqrt{p_{i_i}} s_{i_i} + \sqrt{q_{i_i}} \phi_{i_i}$ with SP. The data symbols are then computed as $[\hat{s}_{0k}]_j = v_{00k}^H [Y_0]_j$ where the full expressions with RP and SP are given in (13) and (14), respectively, at the top of this page. With RP, we treat the term $\sqrt{q_0 \sqrt{M_{00k}}}$ as the desired signal and the remaining terms in (13) as effective noise. This results into an equivalent single-input single-output (SISO) system with a deterministic channel and non-Gaussian effective noise, which is uncorrelated with the data symbol $\hat{s}_{0k}$. Notice that the individual terms in the effective noise (second to last terms in (13)) are also uncorrelated due to the fact that the data symbols from different UEs have zero mean.
and are independent. With SP, we define

$$\bar{v}_{00k} = v_{00k} - v_{00k} \gamma_{00k}^{SP} h_{00k} = v_{00k} - \frac{1}{\sqrt{M \beta_{00k}}} h_{00k}$$ (15)

and we add and subtract \(\sqrt{\frac{p_{0k}}{M \beta_{00k}}} \mathbb{E} \{ \| h_{00k} \| \} \) from the data estimate \(\hat{v}_{00k}^2\) to obtain a desired signal with deterministic effective channel gain as depicted in (14). The term \(n_{eff}\) is defined in (14) for analytical tractability and accounts for the interference caused by received pilot and data symbols from all UEs (including self-interference from UE_{00k}), plus noise. Notice that the first term in (14) is uncorrelated with the remaining terms in (14) since the data symbols have zero mean and are independent and circularly symmetric complex Gaussian. Thus, with either RP or SP we have an equivalent SISO system with a deterministic effective channel and non-Gaussian effective noise for which an achievable rate can be obtained as a lower bound on the capacity [3, Ch. 2].

Recall that each UE in each cell has equal probability to be assigned to any pilot sequence. In particular, in an arbitrary cell \(l' \in \Phi_{D}\) the probability of one arbitrary UE to have the same pilot as UE_{00k} is \(K/\tau_{P}\). Assuming that this UE is chosen uniformly at random, we have that

$$\mathbb{E} \left\{ \sum_{l' \in \Phi_{D}} \sum_{i=1}^{K} \chi_{\tau_{P} l'} p_{i_{l'}} \beta_{0 i_{l'}} \right\} = \sum_{l' \in \Phi_{D}} \sum_{i=1}^{K} \frac{1}{\tau_{P}} \sum_{l' \in \Phi_{D}} \sum_{i=1}^{K} p_{i_{l'}} \beta_{0 i_{l'}}.$$ (16)

Then, an ergodic achievable rate (defined as a lower bound on the capacity) with RP and SP is given by the next lemma and theorem, respectively.

**Lemma 2.** An ergodic achievable rate for UE_{00k} with RP and MRC detection is given by

$$R_{00k}^{RP} = B_{0} \log_{2} \left( 1 + \text{SINR}_{00k}^{RP} \right)$$ (17)

where SINR_{00k}^{RP} is the effective SIR of UE_{00k} given by

$$\text{SINR}_{00k}^{RP} = \frac{M p_{0k} \bar{v}_{00k}}{\tau_{P} \sum_{l' \in \Phi_{D}} \sum_{i=1}^{K} p_{i_{l'}} \beta_{0 i_{l'}} + \frac{1}{\gamma_{00k}}} \left( \sum_{l' \in \Phi_{D}} \sum_{i=1}^{K} p_{i_{l'}} \beta_{0 i_{l'}} + \sigma^2 \right)$$ (18)

and

$$\gamma_{00k}^{SP} = \frac{q_{0k} \tau_{P} \beta_{00k}}{q_{0k} \tau_{P} \beta_{00k} + \sum_{l' \in \Phi_{D}} \sum_{i=1}^{K} q_{i_{l'}} \beta_{0 i_{l'}} + \sigma^2}.$$ (19)

**Proof:** It follows from standard lower bounds on the capacity of the equivalent SISO system in (13) [3, Ch. 2] with the effective channel \(\mathbb{E} \{ v_{00k}^H h_{00k} \} \). The closed form expression of the SINR follows the same approach as in [17], [3, Ch. 4] where the independence between the channel estimates and errors is used to compute the variance of the interfering terms in (13). ■

**Theorem 1.** An ergodic achievable rate for UE_{00k} with SP and MRC detection is given by

$$R_{00k}^{SP} = B_{0} \log_{2} \left( 1 + \text{SINR}_{00k}^{SP} \right)$$ (20)

where SINR_{00k}^{SP} is the effective SIR of UE_{00k} given by (22) (at the top of the page) and

$$\gamma_{00k}^{SP} = \frac{q_{0k} \tau_{P} \beta_{00k} + \sum_{l' \in \Phi_{D}} \sum_{i=1}^{K} q_{i_{l'}} \beta_{0 i_{l'}} + \sum_{l' \in \Phi_{D}} \sum_{i=1}^{K} p_{i_{l'}} \beta_{0 i_{l'}} + \sigma^2}{q_{0k} \tau_{P} \beta_{00k}}$$ (21)

**Proof:** It follows from applying standard lower bounds on the capacity of the equivalent SISO system in (14) [3, Ch. 2]. The effective SIR expression in (22) follows from properties of circularly symmetric complex Gaussian vectors [1]. ■

Notice that with SP there is no pre-log factor in (20) since the whole coherence block is used for data transmission. We define coherent interference as the interference that adds constructively in the detection process due to correlation between the detection vector and the received signal. As a result, its variance scales with \(M\). With non-coherent interference, we refer to sources of interference that are combined non-constructively and, in turn, its variance does not scale with \(M\). There is coherent interference from pilot contamination and also from pilot and data symbols (see the first two terms in the denominator of (22)) due to the correlation between channel estimates and data symbols. Similarly, there is non-coherent interference from pilot symbols, data symbols and cross-correlation of the two (see the third and fourth terms in the denominator of (22)). The coherent gain (see the numerator of (22)) scales with \(M\) and depends on the factor \(\gamma_{00k}^{SP}\) (see (21)), which reflects the channel estimation quality, since it divides the noise and part of the non-coherent interference (see last term in the denominator of (22)). In the prior works [15, Eq. (12)] and [16, Eq. (41)], approximate SINR expressions are provided with SP and MRC based on asymptotic favorable propagation and channel hardening (i.e., \(\lim_{M \to \infty} \frac{h_{00k}^H h_{00k}}{M} = 0\) if \(\{l, i\} \neq \{l', i'\}\) and \(\lim_{M \to \infty} \frac{h_{00k}^H h_{00k}}{M} = \beta_{0k}\)). In contrast, the result in Theorem 1 does not rely on any asymptotic approximations. This enables...
us to accurately analyze the system performance for any finite $M$. By comparing [15, Eq. (12)] and [16, Eq. (41)] with (22), we see that (22) contains extra interfering terms, which affect the data rates.

**Remark 2.** Since the pilot symbols are known to the BS, they can in principle be estimated and subtracted from the data estimate $[b_0k]_j$ in (14) to increase the effective SINR. This leads to a modified effective noise

$$n_{\text{eff}} = n_{\text{eff}} - \sum_{l' \in \Phi_D} \sum_{i=1}^K \sqrt{q_{l'i} [\Phi_{l'i}]} v_{000l'i} \tilde{h}_{l'i}$$

which may have lower variance than $n_{\text{eff}}$ provided that the quality of the channel estimates is good enough. When using the modified effective noise, the achievable rate can be computed as in (20) by replacing $n_{\text{eff}}$ with $\bar{n}_{\text{eff}}$ in (14). This is analyzed numerically in Section V.

V. NUMERICAL RESULTS

To model the irregularity and large number of cells of practical system deployments, we conduct Monte Carlo (MC) simulations based on the stochastic geometry framework from [17], which has been shown to accurately model real network deployments [19]. The BSs are distributed according to a spatially homogeneous Poisson point process with density $D$ [BS/km$^2$]. We simulate BSs in a squared area of side length $L_{50}$ [km] with an average of $N_{av} = D L_{50}^2$ BSs. To avoid edge effects, the wrap around technique is used. The $K$ UEs in each cell are assumed to be uniformly distributed within the Voronoi region around each BS. To model the LSF between UE$_{l'i}$ and BS$_l$, we define $\beta_{l'i} = \omega^{-1} \alpha$ for most cases when $\omega$ is the pathloss exponent and $\omega$ is the pathloss at a reference distance of 1 km. This parameter also accounts for propagation losses that are independent of the distance (e.g., wall penetration). Table I summarizes the simulation parameters. We consider statistical channel inversion power control where the transmission power of data symbols is $P_{l'i} = \rho_d \beta_{l'i}^{-1}$ whereas that of pilot symbols is $q_{l'i} = \rho_p \beta_{l'i}^{-1}$, whereas $\beta_{l'i} = \omega^{-1} \alpha$ for most cases when $\omega$ is the pathloss exponent and $\omega$ is the pathloss at a reference distance of 1 km. The design parameters $\rho_d$ and $\rho_p$ are used to control the average transmit power. Moreover, we define $\rho = \rho_d + \rho_p$ as the total average transmit power per symbol such that $\rho_d = \rho_p = \rho$ with RP and $\rho_d + \rho_p = \rho$ with SP. In the case of SP, the ratio between $\rho_p$ and $\rho_d$ is optimized to maximize the rate.

We evaluate the achievable rates with MRC for RP with pilot length equal to the number of users per BS, i.e., $\tau_p = K$, RP with optimal pilot length to maximize $R_{\text{ref}}$ (based on bisection search algorithms), standard SP as derived in Theorem 1 and SP when we subtract the received pilot symbols from the data estimate $[b_0k]_j$ in (14), denoted as “SP sub.” In addition, we report the approximated data rates found in [15], [16].

![Graph](image-url)

**Fig. 2:** Achievable rates versus $M$ and $\tau_c$. The lines correspond to the closed-form expressions in Lemma 2 and Theorem 1 while the markers are based on MC simulations over the SSF. All points are averaged over the LSF.

**TABLE I: Simulation Parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pathloss exponent</td>
<td>$\alpha$</td>
<td>3.76</td>
</tr>
<tr>
<td>Fixed propagation loss (1 km)</td>
<td>$\omega$</td>
<td>130 dB</td>
</tr>
<tr>
<td>System bandwidth</td>
<td>$B_s$</td>
<td>20 MHz</td>
</tr>
<tr>
<td>BS density</td>
<td>$D$</td>
<td>100 BS/km$^2$</td>
</tr>
<tr>
<td>Noise power</td>
<td>$\sigma^2 B_w$</td>
<td>-110 dBm</td>
</tr>
<tr>
<td>Average number of BSs</td>
<td>$N_{av}$</td>
<td>50</td>
</tr>
</tbody>
</table>

Note that the smallest performance gap between SP and RP is found in low SNR scenarios, but these results were omitted for brevity.
gain $M_{00k}/M_{0k0}$ (see the numerators of (18) and (22)). With SP, there is a reduction of the pilot contamination contributions with respect to RP. At the same time, however, additional coherent interference appears from data transmission and, in the case of SP without pilot subtraction, that is substantial. It is important to note that the overall impact of coherent interference for $M = 100$ and $K = 10$ is lower than the impact of non-coherent interference with both RP and SP. This suggests that, in practical dense deployments, Massive MIMO may not be limited by coherent interference.

VI. CONCLUSIONS

In this paper, we derived the first rigorous achievable rate expression for a multicell Massive MIMO system with SP and MRC. We analytically and numerically compared SP and RP in a practical multicell deployment. By examining the contribution of different sources of interference, we observed that SP is able to reduce pilot contamination at the expense of creating additional coherent and non-coherent interference from the data transmission that limits the system performance. The results showed that, by optimizing the pilot length with RP, the average data rate per UE is comparable to the data rate with SP. When analyzing the large number of BS antennas regime, we encountered that asymptotic results do not always convey accurate results to gain insights into the behavior of practical deployments. It is worth to stress that, in practical deployments, the effect of coherent interference (such as pilot contamination) can be less influential than non-coherent interference in the average data rates of UEs.

The use of SP may potentially provide better SE by using other detection schemes such as zero-forcing, multicell MMSE decoding, or iterative decoding algorithms. However, it is not clear whether the benefit will be substantial. This study is left for future work.

REFERENCES