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Abstract—The commercial interest in proximity services is increasing. Application examples include location-based information and advertisement, logistics, social networking, file sharing, etc. In this paper, we consider positioning of devices based on a time series of proximity reports from a mobile device to a network node. This corresponds to nonlinear measurements with respect to the device position in relation to the network nodes. Motion model will be needed together with the measurements to determine the position of the device. Therefore, sequential Monte Carlo methods, namely particle filtering and smoothing, are applicable for positioning. Positioning performance is evaluated in a typical office area with Bluetooth-low-energy beacons deployed for proximity detection and report, and is further compared to parametric Cramér-Rao lower bounds. Finally, the position accuracy is also evaluated with real experimental data.
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I. INTRODUCTION

A. Background

Particle filtering (PF) and particle smoothing (PS) are known as powerful numerical methods for nonlinear and non-Gaussian Bayesian recursive estimation problems. The particle filtering and smoothing theory has enabled many applications in various sectors over the past two decades [2]. One salient example is target tracking using radio signals, such as time-of-arrival (TOA), received-signal-strength (RSS), etc. Nowadays, it draws more attention to combine particle filtering/smoothing with cutting-edge techniques, such as cloud, big-data, beaconing, and sensor fusion techniques to meet the challenges in dealing with (1) sensor data complexity, (2) model complexity, and (3) large scale systems that are commonly encountered in practical problems—the main aim of the ongoing (2013-2017) European union training programme on Tracking in Complex Sensor Systems (TRAX) project [3].

For indoor positioning, there are many techniques proposed in literature. For instance, a complete discussion on indoor positioning using RSS, channel state information (CSI), TOA and time-difference-of-arrival (TDOA) has been provided in [4]. In [5], an overview of indoor positioning techniques from different dimensions have been provided, for instance, from camera to infrastructure based indoor positioning technology. Each has its own advantages based on the type of applications.

With the deployment of small cells, Wi-Fi access points and Bluetooth-low-energy (BLE) beacons, it is possible to utilize such infrastructure for positioning and thereby indoor location based services. A proximity measurement reveals whether or not a target of interest is in proximity (depending on the threshold) of a reference network node, for instance a radio base station, a BLE beacon or a Wi-Fi access point. Harness of proximity reports may result in new fashioned positioning systems with less signaling between the reporting device and core network, lower communication bandwidth, smaller database, as well as cheaper deployment and maintenance cost. Besides, there is a big trend nowadays in proximity related services and a big trend to see large scale, densely deployed, cooperative, hybrid BLE and WIFI networks under the umbrella of Internet of things (IoT), where we may easily measure a lot of RSS values from a big number of devices. Essentially, a proximity measurement is a quantized RSS with only two quantization levels (i.e., one bit) [6], [7]. Such kind of quantized data can be used in many applications. Since RSS measurements can be easily obtained from almost all kinds of devices, proximity measurements then are usually accessible.

B. Related work and our contribution

The proximity measurement can be seen as inherited from such quantized data and one of the early examples was the positioning systems built with infrared (IR) sensors, e.g., [8]. The idea was also used in radio systems using mainly RSS as proximity indicator [9]. Furthermore, the threshold triggered report is also used as user equipment (UE) assisted measurement to support handover, for instance, in Wideband Code Division Multiple Access (WCDMA) and Long-Term Evolution (LTE) systems [10], [11]. In the literature, the positioning algorithms using proximity reports are called coarse grained algorithms or range-free algorithms. Since the publication of [9], a plethora of proximity report based positioning algorithms have been proposed, including the centroid algorithm [9], the approximate point in triangle (APIT) algorithm [12], the maximum-likelihood estimation algorithm [6], the ecolocation
algorithm [13], the iterative learning based algorithm [14], to mention a few. Most of them were designed for large-scale cooperative sensor network localization because of communication constraints, among others bandwidth and capacity limitations.

All previous approaches investigate static or snapshot solutions, such as fingerprinting methods for BLE based indoor positioning in [15] and [16]. Here instead, we propose particle filtering and smoothing. As compared to the static or snapshot solutions, particle filtering and smoothing are beneficial since they also consider the motion model of the device in the estimation process. Especially in cases where proximity reports are considered, the information contained in the measurement is limited and the motion model of the device will be helpful. The use of smoothing can be beneficial in many ways. While in filtering one estimates the state of the current time instance using measurements received up to that time instance, smoothing makes estimations at a certain time instance given all of the measurements up to a later time instance. The trajectory obtained in this way is usually smoother than the one using filtering. Besides, it is more likely to obtain better performance by taking advantage of the future measurements. The smoothed trajectories can be stored in the network and may be further used for some post-processing and analysis whenever needed. Some examples of utilizing smoothed trajectories will be given later in Section 1.C. Compared with classical positioning methods such as Kalman filter (KF) and extended Kalman filter (EKF), particle filter and smoother generally have better performance when we have nonlinear/non-Gaussian models, which would be the case when proximity report is used. We also demonstrate this later in Section VI.

For static position estimation based on proximity report, two fundamental lower bounds have been proposed in [17], namely, the Barankin bound and Cram´er-Rao bound (CRB). For nonlinear filtering/smoothing problems, parametric and posterior Cram´er-Rao bounds (CRBs) are usually considered. Posterior CRB for non-linear filtering problems were discussed in [18] and [19]. The posterior CRB for quantized measurements has been derived in [20] and [21] but with different measurement models. Posterior CRBs can be interpreted as average bounds over all possible state (and measurement) sequences. However, with non-linear measurement model as investigated in this work, Monte Carlo averages are required to simulate (noisy) state and measurement sequence realizations (or trajectories) from the state-space model. In indoor pedestrian environments, it is practically impossible to generate trajectories which stay inside the building and which do not cross any walls. In order to overcome this practical limitation of posterior CRBs, parametric CRBs are considered in this paper, which put lower bounds on specific state sequence realizations. In [22], the general derivations of parametric CRB for filtering are given. To the best of our knowledge, the calculation of parametric CRBs have never been derived for proximity report based filtering and smoothing problems.

Our contributions of this paper are summarized as follows. In [1], a particle filtering algorithm has been developed for a proximity measurement model where the RSS threshold is selected in a more meaningful way as introduced in [23]. In this work, we further propose a particle smoothing algorithm for positioning based on the proximity reports. Evaluation results for static position estimation have also been included to motivate the advantages of using particle filtering and smoothing. Then, evaluations with the proposed algorithms are carried out with both simulated data as well as experimental data collected within an office area. In addition, the parametric CRBs for proximity report based filtering and smoothing are derived, which provide theoretical lower limits for the positioning performance under this framework.

C. Main Motivation and Target Applications

The main target of this work is to develop a positioning scheme at a low cost, with reduced signaling between the user and network and possibly reduced power consumption at the user side. We aim at meter-level accuracy, which is sufficient for some room-level indoor positioning applications. To be more specific, the proximity reports have benefits over RSS reports when the user needs to send the report to a network server. This may happen for instance, when the network side needs to know the position of a certain device (rather than the device itself wants to obtain the position information). In such cases, the user needs to send periodic RSS reports to the network server. Then, by sending proximity reports instead, the user does not need to send actively, and may only report when a proximity event is triggered. Hence, the network can make use of the proximity reports sent from the user to estimate the position. This is a typical scenario where the proposed proximity mechanism can be applied. Such a way of sending the reports could potentially save energy on the user side, and also reduce signaling overhead between the user and network.

One potential usage of the proximity based positioning is to analyze and monitor different trajectories. It is also worth noting that the proposed proximity based solution fits well with different wireless infrastructures, especially BLE, which is usually densely deployed. Under dense deployment, proximity becomes more essential to reduce the communication resources. Considering the fluctuation of RSS in BLE systems, perform thresholding to obtain quantized proximity report is beneficial. To name a few examples, one may think of big shopping malls, which are equipped with BLE beacons, that could make use of this approach to estimate the position of customers with low cost. The shops then may use the position information to promote advertisements when there are customers close by. Besides, position information can be stored and further analyzed. Such post-processing will be useful to perform flow estimation during different time periods.

Also, imagine that beacons can be placed at each showcase in a museum. By proximity detection and positioning, we can analyze the spatial-temporal trajectories of the visitors. The proximity based solution requires less communication resources. Hence, it is more suitable for museums such as British Museum, where there is a huge amount of visitors from globe. Trajectory analysis can be further used to understand how pedestrians visit the museum, which showcase attracts
most attention, and how to place the showcase such that it is more convenient for the visitors. Furthermore, those trajectories can be beneficial for the museum to monitor and detect abnormal behaviors, and even prevent terrorist attacks.

We may think about another practical example, where an indoor visual tracking system based on wireless sensor network is developed to perform tracking with high precision. The current visual detector relies heavily on the searching area of the moving target. If we can further refine it to a smaller area, the searching complexity of the visual tracking system will be greatly reduced. Here in this specific example, only coarse positioning is needed for refining the searching area. Besides, since refining the searching area is an auxiliary function, there may be limited resources allocated for this function. And the proposed proximity report based indoor positioning method fits well with this use case.

In the above mentioned applications, high accuracy positioning is not so essential. Especially thinking about the museum example, if other measurements, such as RSS, are used for positioning, the network server may quickly go down due to huge amount of data packages being transmitted. There are also other measurements for indoor positioning, which include but are not limited to TOA, CSI, and measurements from an inertial measurement unit (IMU). However, TOA requires precise synchronization, which is usually hard to achieve with current indoor infrastructure and also at a much higher cost. CSI can provide better positioning resolution. However, it requires perfect synchronization of timing, frequency and phase between the transmitter and receiver. Synchronization errors lead to contaminated CSI values. Besides, it is not always supported in all devices, while proximity can be easily obtained from all kinds of devices. There is also increasing popularity in an IMU based positioning scheme, since it can provide more accurate location estimates. However, this is realized in a more expensive way, especially when very high positioning accuracy is required (i.e., where lightweight IMU sensors with accurate measurements are needed).

D. Paper organization and notations

The remainder of this paper is organized as follows: Section III gives detailed definition of the proximity report. Section IV introduces the novel proximity report based particle filtering and smoothing algorithms. Section V provides detailed derivation of theoretical parametric CRBs. Section VI validates the new proposed proximity report based particle filtering and smoothing algorithms and calculates the parametric CRBs in various experiments. Lastly, Section VII concludes the paper.

Throughout this paper, matrices are presented with upper-case letters and vectors with boldface lowercase letters. All the notations are defined and summarized in Table I.

II. PROXIMITY REPORTS

In this work, we consider a proximity report based method for indoor positioning, where model complexity appears as a hard-thresholding when converting an RSS measurement into a proximity measurement. More precisely,

$$\text{Proximity} = \begin{cases} 0, & \text{RSS} \leq P_{th} \\ 1, & \text{RSS} > P_{th} \end{cases}$$

(1)

It is noted that although hard-thresholding is considered in this work, it is also possible to generally model the thresholding as hysteresis. A proximity measurement obtained in the above way reveals whether or not a target of interest is in proximity of a reference network node. Given a vector of proximity measurements from different reference network nodes, the position of the device can be roughly estimated. However, the ambiguity given by such snapshot solution is still too large. In order to reduce the ambiguity, filtering and smoothing algorithms will be applied to proximity report based positioning.

Specifically, we consider centralized tracking of a mobile device. The mobile device measures RSS from reference network nodes that broadcast reference (i.e., pilot) signals periodically to the air. In the baseline centralized framework, the mobile device will upload the RSS measurements periodically to the computation entity in the core network either directly or via the reference nodes for position estimation. The computation entity is assumed to be equipped with sufficient computational power. Once the core network gets the position information of the mobile device, it can be used for assisting location based applications.

![Fig. 1. Illustration of event triggered proximity reports.](image)
In order to reduce the signaling overhead between the mobile device and the computation entity, and the storage usage at the computation entity, an alternative is to only report a proximity measurement to the computation entity only when there is a change in the proximity measurement as shown in Fig. 1 (i.e., when a triggering condition such as equation (1) is met). The report generated in this way is defined as a proximity report. It needs to be emphasized that here we distinguish between a proximity measurement and a proximity report. The proximity measurement is generated each time when there is an RSS measurement. However, a proximity report (which contains the proximity measurement vector) is only triggered to be sent to the computation entity when there is a change in the proximity measurement (i.e., the mobile crosses a border when the RSS passes the threshold as shown by the cross marker in Fig. 1).

An illustrative example is also provided in Fig. 1. For instance, the proximity report containing the vector, e.g., [1, 0, 0], indicates that the UE is in the coverage area of the first reference node, while outside of the coverage area of the second and third reference nodes. The UE needs to upload the proximity report only if there is status change, for instance from [1, 0, 0] to [1, 1, 0], when the UE moved from left (i.e., in the coverage area of the first reference node) to the right into the coverage area of both first and second reference nodes.

In addition, instead of sending periodic RSS measurements, the device may send an RSS measurement vector of all observed reference network nodes (i.e., not only the node that triggered the proximity measurement) only on triggering of such event. However, in this paper, we only study and compare the positioning performance of the periodic RSS and event-triggered proximity reports. Positioning performance of such event-triggered RSS measurements have been studied in [25].

### III. System Model

We consider an indoor sensor network which comprises $N_B$ reference network nodes with a priori known positions, $p_j$, $j = 1, 2, \ldots, N_B$, a central computation entity and a mobile device, whose state $x_k$ is to be estimated at each time step $k$ from a set of available measurements. To that end, the mobile device collects RSS measurements, converts them to proximity measurements, and further reports them to the computation entity, when it is triggered for position estimation.

The mobile device estimation problem is cast into a state-space model formulation, which, in its most general form, is given by:

$$\begin{align*}
    x_{k+1} &= f_k(x_k, w_k), \\
y_k &= h_k(x_k, e_k),
\end{align*}$$

where $y_k$ denotes the measurement vector, $w_k$ is the process noise, $e_k$ is the measurement noise, and $f_k(\cdot)$, $h_k(\cdot)$ are arbitrary linear/nonlinear mappings of appropriate size. Here, the process model (2a) accounts for modeling the motion of pedestrians in indoor environments.

In the literature, several motion models have been suggested for indoor pedestrian movements, for instance, random walk [26], constant velocity [27] or nearly constant velocity [28]. These models give different transitions from the previous state to the current state and different process noise covariances. In this work, considering the relative static indoor environment and low walking speed, we use the white noise nearly constant velocity model as given in [29, Chapter 6]. The corresponding process model is given by

$$x_{k+1} = F x_k + w_k,$$

with state vector $x_k = [p_{x,k}, v_{x,k}, p_{y,k}, v_{y,k}]^T$, and where $p_{k} = [p_{x,k}, p_{y,k}]$ and $[v_{x,k}, v_{y,k}]$ denote the 2-D position and velocity, respectively. The transition matrix $F$ is given by

$$F = I_2 \otimes \begin{bmatrix} 1 & T_s \\ 0 & 1 \end{bmatrix},$$

where $I_2$ is the identity matrix of size 2, and $T_s$ is the sampling time. The vector $w_k$ is assumed to be a zero-mean Gaussian distributed with covariance matrix

$$\Sigma_w = I_2 \otimes \begin{bmatrix} \sigma^2_p & \sigma^2_d \\ \sigma^2_d & T_s \end{bmatrix},$$

where $\sigma^2_w$ denotes the noise power spectral density.

The measurement model aims at relating the measurements to the unknown state, which is to be estimated. In the sequel, we review the conventional RSS model and introduce the proximity measurement model. Here it is usually assumed that the mean values of RSS stay almost unaltered with time, which is generally true when the indoor propagation environment is not changing significantly, for instance, there is no significant change in the layout, such as removing or adding walls, changing furniture placement, and so on. To support this assumption, some experimental results are included in Section 1 of a supplementary report [30]. However, it should be noted that when the radio propagation condition (environment) is changing significantly with time, the model can be easily updated accordingly. The magnitude of RSS measurements usually decays logarithmically with distance (between a reference node and the mobile device) [31]. This is conventionally modeled using a log-distance model, which is given by

$$r_{k,j} = A_j + 10 B_j \log_{10} \left( \frac{d_{k,j}}{d_0} \right) + e_{k,j},$$

where $r_{k,j}$ is the RSS measurement (in dBm) from the $j$th reference network node at time step $k$ and $A_j$ denotes the received power (in dBm) measured at a reference distance $d_0$. $B_j$ (in dB) is the (negative) path loss exponent, and $d_{k,j} \triangleq \|p_j - p_k\|$. The measurement noise $e_{k,j}$ (in dB) accounts for unmodeled errors and is usually assumed to be zero-mean Gaussian distributed with variance $\sigma^2_e$.

The propagation model parameters $A_j$, $B_j$, and $\sigma^2_e$ are generally unknown, but can be calibrated in an offline phase given a batch of RSS measurements collected from all reference nodes [32]. In the present work we assume that these parameters are known. In indoor environments, the path loss exponent $B_j$ is typically ranging from $-3.5$ dB to $-1.6$ dB [33, Chapter 2]. In the following, we assume that the
RSS measurements collected for different reference nodes are mutually independent. This yields

\[ y_{R,k} = h(x_k) + e_k, \]

where \( y_{R,k} = [r_{k,1}, \ldots, r_{k,N}]^T \) and \( h(x_k) = [\mu_{k,1}, \ldots, \mu_{k,N}]^T \). The model for the proximity measurements is obtained by hard-thresholding each RSS measurement, according to (1), yielding

\[ y_{p,k} = g(y_{R,k}) \]

where \( y_{p,k} = [y_{k,1}, \ldots, y_{k,N}]^T \) is the vector of proximity measurements, \( g(y_{R,k}) = [g(\mu_{k,1} + e_{k,1}), \ldots, g(\mu_{k,N} + e_{k,N})]^T \) and \( g(x) \) is a non-linear function which performs hard-thresholding of an input, \( x \), as follows:

\[ g(x) = \begin{cases} 
0, & x \leq P_{th}, \\
1, & x > P_{th}. 
\end{cases} \]

Here, it is worth recalling that proximity measurements are not reported to the computational entity at every time step, but only triggered when there is a change in the proximity measurement. In terms of notation, we assume that the sequence of periodically transmitted RSS measurements and the sequence of proximity reports from time step 1 up to time \( \ell \) is defined as \( y_{1:\ell} = [y_{1}^T, \ldots, y_{\ell}^T]^T \), i.e. both sequences underlie the same (constant) sampling period \( T \). In case proximity reports have not been received at a specific time step \( m \), the corresponding vector \( y_{m} \) is empty. However, this empty vector still contains information. It can be inferred that the proximity measurement does not change since the previous report.

\section*{IV. BAYESIAN FILTERING AND SMOOTHING}

In Bayesian filtering, we are interested in estimating the state \( x_k \) at each time step, given the history of measurements \( y_{1:k} \) up to time step \( k \). In probabilistic terms, this amounts to extract information from the posterior density \( p(x_k | y_{1:k}) \), such as the (posterior) mean. Conceptually, the posterior density \( p(x_k | y_{1:k}) \) can be updated recursively, yielding the so-called Bayesian filtering equations, see e.g. in [34, Chapter 1]. Closed-form solutions to this recursion are available only in a few special cases, e.g. in case the state-space model is linear, additive Gaussian, the recursion is given by the celebrated Kalman filter [35].

In Bayesian smoothing, we are interested in estimating the state \( x_k \) at each time step, given that we have received a set of measurements \( y_{1:T} \), where \( T > k \). The corresponding posterior density \( p(x_k | y_{1:T}) \) again can be conceptually computed recursively, using e.g. the forward-backward (or simply Bayesian) smoothing equations, with closed-form solutions, also known as the Kalman smoother, in the case of linear, additive Gaussian state-space models [36]. The state-space model proposed in Section III, however, does not admit the application of the Kalman filter or smoother, since the measurements are highly nonlinear, and we therefore have to resort to approximations.

In case of nonlinear state-space models, a plethora of algorithms have been proposed in the literature to approximate the Bayesian filtering and smoothing equations [34]. In the following, we apply sequential Monte Carlo methods, concretely particle filtering and smoothing, to numerically approximate the posterior densities of interest.

\subsection*{A. Particle Filtering}

Particle filtering aims at numerically approximating the posterior density \( p(x_k | y_{1:k}) \) by a finite set of \( N \) weighted samples (also called particles) that evolve dynamically on a probabilistic grid of the state-space. It is based on sequential importance sampling, and became practically useful after adding a resampling step [37]. Since its development in the early 1990s, various particle filter variants have appeared in the literature [38]. In this paper, we focus on the bootstrap particle filter, with importance density chosen to be the transitional prior \( p(x_k | x_{k-1}) = N(x_k; Fx_{k-1}, \Sigma_w) \), because it is simple and provided satisfactory performance for our application. The bootstrap particle filter, tailored to our estimation problem is summarized in Algorithm 1.

\begin{algorithm}[h]
\caption{Bootstrap Particle Filter}
\begin{enumerate}
\item \textbf{Initialization:} Draw \( N \) samples \( x_0^{(i)} \sim p(x_0) \), and set \( w_0^{(i)} = 1/N \), for all \( i = 1, \ldots, N \).
\item For \( k = 1, \ldots, T \), do:
\begin{enumerate}
\item Draw \( N \) samples \( x_k^{(i)} \sim p(x_k | x_{k-1}^{(i)}) \), for \( i = 1, \ldots, N \).
\item Update weights according to
\[ \bar{w}_k^{(i)} \propto w_{k-1}^{(i)} p(y_k | x_k^{(i)}) \]
\text{for} \( i = 1, \ldots, N \), where
\begin{itemize}
\item \textbf{Proximity:} \( p(y_k | x_k^{(i)}) = p(y_{p,k} | x_k^{(i)}) \) as defined in (10).
\item \textbf{RSS:} \( p(y_k | x_k^{(i)}) = p(y_{R,k} | x_k^{(i)}) \) as defined in (13).
\end{itemize}
\item For \( i = 1, \ldots, N \), normalize the weights to sum to unity,
\[ w_k^{(i)} = \frac{\bar{w}_k^{(i)}}{\sum_{i=1}^{N} \bar{w}_k^{(i)}}. \]
\item An approximation to the posterior filtering expectation is given by
\[ \hat{x}_{PF,k}(y_{1:k}) = \sum_{i=1}^{N} w_k^{(i)} x_k^{(i)} \approx \mathbb{E}\{x_k | y_{1:k}\}. \]
\item Resampling: If \( N_{eff} = 1/\sum_{i=1}^{N} (w_k^{(i)})^2 < N_{th} \), then perform multinomial resampling [39].
\end{enumerate}
\end{enumerate}
\end{algorithm}

Note that at each time step, the weights will be updated, see step 2-b in Algorithm 1. In case there is a proximity report available, the weights will be computed based on the available proximity report. When there is no proximity report received at the computation entity (i.e., the corresponding vector is empty), it indicates the proximity measurement stays unchanged since the last time when a proximity report was received. In such cases, the weights will still be updated using
the most recently received proximity report. The likelihood function is evaluated as follows:

\[ p(y_{P,k}|x_k) = \prod_{j=1}^{N_p} p(y_{k,j}|x_k) \]

\[ = \prod_{j=1}^{N_p} \sum_{l \in \{0,1\}} \delta(y_{k,j} - l)p(y_{k,j} = l|x_k), \quad (10) \]

where \( \delta(\cdot) \) denotes the Dirac delta function. It is easy to prove further that

\[ p(y_{k,j} = 0|x_k) = \Phi \left( \frac{P_{th} - \mu_{k,j}}{\sigma_j} \right), \quad (11a) \]

\[ p(y_{k,j} = 1|x_k) = 1 - p(y_{k,j} = 0|x_k), \quad (11b) \]

where

\[ \Phi \left( \frac{t - \mu}{\sigma} \right) = \frac{1}{\sqrt{2\pi} \sigma} \int_{-\infty}^{t} \exp \left[ -\frac{(x - \mu)^2}{2\sigma^2} \right] dx. \quad (12) \]

Correspondingly, the likelihood function for RSS measurements is calculated as

\[ p(y_{R,k}|x_k) = \prod_{j=1}^{N_R} p(r_{k,j}|x_k) \]

\[ = \prod_{j=1}^{N_R} \frac{1}{\sqrt{2\pi} \sigma_j} \exp \left[ -\frac{(r_{k,j} - \mu_{k,j})^2}{2\sigma_j^2} \right]. \quad (13) \]

### B. Particle Smoothing

In particle smoothing, we aim at approximating the posterior \( p(x_k|y_{1:T}) \) by a set of weighted particles. Compared to the particle filter, which is an online method as it processes measurements up to the current time \( y_{1:k} \), the particle smoother performs state inference (offline) on the entire set of measurements \( y_{1:T} \) collected during the experiment. In the literature, various particle smoothing algorithms have been proposed [36], [40], [41]. In this work, we have implemented the Forward Filtering Backward Simulation (FFBSi) smoother [36] due to its simplicity and satisfactory performance. The FFBSi smoother is a forward-backward filter, where in the forward pass an ordinary particle filter is used, and in the backward pass individual state trajectories are sampled to obtain a satisfactory representation of the smoothing posterior density. The FFBSi smoother is summarized in Algorithm 2.

### V. Parametric Cramér-Rao Lower Bounds

Assessing the fundamental performance limitations in Bayesian filtering and smoothing is usually carried out using the posterior (or Bayesian) Cramér-Rao bound (CRB). In Bayesian filtering, the posterior CRB \( B_{\text{filt}} \) puts a lower bound on mean square error (MSE) matrix of any estimator \( \hat{x}_k(y_{1:k}) \), i.e.

\[ M(\hat{x}_k(y_{1:k})) \triangleq \mathbb{E} \left\{ (\hat{x}_k(y_{1:k}) - x_k) (\cdot)^T \right\} \geq B_{\text{filt}}, \quad (14) \]

where the inequality means that the difference \( M(\hat{x}_k(y_{1:k})) - B_{\text{filt}} \geq 0 \) is positive semi-definite. Similarly, for the posterior CRB of Bayesian smoothing \( B_{\text{smooth}} \), we have for any estimator \( \hat{x}_k(y_{1:T}) \) the relation \( M(\hat{x}_k(y_{1:T})) \geq B_{\text{smooth}} \). Posterior CRBs can be interpreted as average bounds over all possible state (and measurement) sequences. In case of linear, additive Gaussian state-space models, the posterior CRBs reduce to the (closed-form) covariance recursions of the Kalman filter and smoother, and hence are simple to compute. The estimation problem investigated in this paper, however, is nonlinear and requires to compute expectations w.r.t. state and measurement sequences that are not available in closed-form, see [42] for details. Hence, for computing the bounds it is required to form Monte Carlo averages by simulating (noisy) state and measurement sequence realizations (or trajectories) from the state-space model. While this seems mathematically appealing, it results in that bounds are computed for state trajectories that not necessarily reflect indoor pedestrian motion. In particular, with the simple model defined in (3), it is practically impossible to generate trajectories which stay inside the building and which do not cross any walls.

In order to overcome this practical limitation of posterior CRBs, parametric CRBs for Bayesian filtering and smoothing have been recently introduced. Parametric CRBs aim at bounding from below the MSE matrix conditioned on a specific state sequence realization \( x_{0:k}^* \) or \( x_{0:T}^* \). Due to the conditioning, there is no need to generate state trajectories from the process model, and one can use instead any state trajectory of interest.

#### A. Parametric CRB for Filtering

The parametric CRB for filtering \( P_{k|k}(x_{0:k}^*) \) puts a lower bound on the conditional MSE matrix for any unbiased esti-
mator \( \hat{x}_k(y_{1:k}) \) as follows
\[
\mathcal{M}(\hat{x}_k(y_{1:k}) \mid x_{0:k}^*) = \mathbb{E}\{ (\hat{x}_k(y_{1:k}) - x_k^*)^T \mid x_{0:k}^* \} \geq P_{k|k}(x_{0:k}^*),
\]
(15)
where \( P_{k|k}(x_{0:k}^*) \) is the inverse of an auxiliary Fisher information matrix (FIM) [22]. The auxiliary FIM can be computed recursively, and, similarly to the posterior CRB, for the case of linear, additive Gaussian state-space models, it is related to the covariance recursions of the Kalman filter, but where the process noise covariance matrix is set to zero [22]. The computation of the parametric CRB for smoothing is related to the covariance recursions of the Kalman smoother, but with zero process noise covariance matrix. The computation of the parametric CRB for smoothing is summarized in Algorithm 4.

It is worth noting that the contribution of the proximity measurement, i.e., \( H_k^T(x_k^*)R_k^{-1}H_k(x_k^*) \), is updated at each time step even when there is no proximity report received at the computation entity (i.e., the corresponding measurement vector is empty). This is done because no triggering of proximity report still contains information that the proximity measurement stays unchanged since the last time a proximity report was received. Detailed derivations of the parametric filtering CRB can be found in [22]. The adaptions performed to the bound to hold for proximity and RSS measurements are detailed in the Appendix.

B. Parametric CRB for Smoothing

The parametric CRB for smoothing \( P_{k|T}(x_{0:T}^*) \) provides a lower bound on the MSE matrix of any unbiased estimator \( \hat{x}_k(y_{1:T}) \) and can be stated as follows
\[
\mathcal{M}(\hat{x}_k(y_{1:T}) \mid x_{0:T}^*) \geq P_{k|T}(x_{0:T}^*).\]
(16)
The inverse of \( P_{k|T}(x_{0:T}^*) \) is related to the FIM of the smoothing problem and can be computed recursively using a forward-backward procedure as is shown in [43]. Again, in the case of a linear, additive Gaussian state-space model, the parametric CRB for smoothing is related to the covariance recursions of the Kalman smoother, but with zero process noise covariance matrix. The computation of the parametric CRB for smoothing is summarized in Algorithm 4.

Algorithm 4 Parametric Smoothing CRB

1) For \( k = 1, \ldots, T \), calculate the filtering FIM \( J_{k|k} \) as given in Algorithm 3.
2) For \( \ell = T - 1, \ldots, 1 \), do:
   - Compute the smoothing FIM from
     \[
     J_{\ell|T} = J_{\ell|\ell} + F^T \left( J_{\ell+1|T} - \left[FJ_{\ell|\ell}^{-1}F^T\right]^{-1}\right) F.
     \]
     where \( J_{\ell|T} \) is a short-hand notation for \( J_{\ell|T}(x_{0:T}^*) \).
   - Compute the parametric smoothing CRB as
     \[
     P_{\ell|T}(x_{0:T}^*) = J_{\ell|T}^{-1}(x_{0:T}^*).\]

VI. RESULTS

A. Experimental Setup

The proposed proximity based indoor positioning algorithm is evaluated under different layouts, for instance, an office layout and an open area. Due to space limitation, results for the office layout is provided here. For evaluations conducted in an open area, please consult to Section 3.2 in the supplementary report [30]. We consider a typical office environment at Ericsson, Linköping, Sweden. In total \( N_B = 10 \) BLE beacons are placed rather uniformly in the area such that a generally good geometry is obtained. For instance, as mentioned in [44], if the geometric dilution of precision (GDOP) value is within a certain range, the positioning accuracy will not differ too much from the case with optimal placement. The GDOP for this deployment is computed and plotted in Section 2 of the supplementary report [30]. The GDOP value for this deployment is below 1 for most positions, and below 3 for all positions, which indicates an overall good geometry [45].

The floor plan as well as the known beacon positions are shown in two-dimensional (2-D) space in Section 3.1 of the supplementary report [30], where, a local coordinate system is used. It should be emphasized that in this paper, the study of optimal beacon placement and the effect of beacon density is not investigated. However, it would be an interesting direction of our future research work. The BLE beacons serve as transmitters and broadcast information regularly. A moderate scale measurement campaign was conducted during normal work hours. Throughout the measurement campaign, the mobile device (equipped with BLE chipset) monitor the BLE advertisement channel and measures RSS. A total of \( M = 12,144 \) RSS measurements were collected offline along 52 predefined tracks, from which a set of propagation parameters \( \{A_j, B_j, \sigma_j^2\}_{j=1}^{2} \) were estimated for each BLE beacon using standard (batch) linear least squares (LLS) regression method [46]. If there is any significant change in the indoor environment, a new set of training data needs to be collected and all propagation parameters need to be updated. This is a classical way of training propagation parameters which can be found for instance in [33, Section 2.8] and [47].

After this offline training phase, the propagation parameters are used together with the RSS propagation model to calculate the optimal RSS threshold \( F_b \) according to [23]. One example of the impacts of selecting different thresholds on positioning accuracy will be given in later sections. For further details
about the setup, training phase experiments, and selection of the threshold, consult to [23].

After the propagation parameters as well as the threshold are obtained, the evaluation of the proposed particle filtering and smoothing algorithms are performed. In this work, two scenarios are considered. In the first scenario, we simulate RSS and proximity report measurements along selected state trajectories using the measurement models introduced in Section III, with propagation parameters and optimal RSS threshold estimates obtained from the offline training phase. The achieved position performance of the particle filter and smoother is then compared to the corresponding theoretical performance limits via the parametric CRB. The second scenario investigates the performance of the proposed algorithms using real RSS measurements provided by the mobile device, as well as proximity reports which are obtained in a post-processing step by comparing RSS with the optimal threshold.

B. Performance Metrics

In order to compare the positioning accuracy of the proposed filtering and smoothing algorithms in indoor environments, the following performance metrics are introduced. The conditional position estimation error at time $k$ is calculated as follows:

$$E_{k|\tau,m} = \|\hat{p}_{k|\tau}^{(m)} - \hat{p}_{k}^{*}\|,$$

where $\hat{p}_{k|\tau}^{(m)} = [\hat{p}_{k|\tau}^{(m)}, \hat{p}_{k|\tau}^{(m)}]^T$ and $\hat{p}_{k}^{*} = [\hat{p}_{k}, \hat{p}_{k}^y]^{T}$ are the position estimates of the estimator $\hat{x}_k(y_{1:1}^{(m)})$ obtained from the $m$-th Monte Carlo run (filtering: $\tau = k$, smoothing: $\tau = T$), and $\hat{p}_{k}^{*}$ denote the ground truth. Here, the term conditional is referred to the fact that each measurement sequence $y_{1:1}^{(m)}$, $m = 1, \ldots, M$ has been simulated using the same state vector realization $x_{0:1}^{*}$. Given $M$ Monte Carlo runs, the position root conditional MSE (RCMSE) can be approximated by

$$\text{RCMSE}_{k|\tau} \approx \frac{1}{M} \sum_{m=1}^{M} (E_{k|\tau,m})^2.$$

The position RCMSE will be compared to the parametric CRB. In case the estimator $\hat{x}_k(y_{1:1})$ is conditionally unbiased, the following relation holds

$$\text{RCMSE}_{k|\tau} \geq \sqrt{P^{1,1}_{k|\tau} + P^{1,3}_{k|\tau}} \equiv \gamma_{k|\tau},$$

where $P^{i,j}_{k|\tau}$ denotes the element at row $i$ column $j$ of the parametric CRB matrix $F_{k|\tau}(x_{0:k})$. The parametric CRB presented in this work requires that the estimator is conditionally unbiased, a condition that is rarely met in practice by any Bayesian estimator. It is therefore instructive to assess the estimator’s conditional bias to correctly interpret the achieved results. The conditional position bias vector can be approximated as follows:

$$b_{k|\tau}^{*} \approx \frac{1}{M} \sum_{m=1}^{M} [\hat{p}_{k|\tau}^{(m)} - \hat{p}_{k}^{*}],$$

where $b_{k|\tau} = [b_{x,k|\tau}, b_{y,k|\tau}]^{T}$. Lastly, in order to get an overall positioning accuracy in the whole office area, we define the RCMSE across various state trajectories. It is given by

$$\text{RCMSE}_{k|\tau} \approx \frac{1}{N_t} \sum_{t=1}^{N_t} \text{RCMSE}_{k|\tau}^{(t)},$$

where $N_t$ is the number of evaluated state trajectories and $\text{RCMSE}_{k|\tau}^{(t)}$ is the RCMSE obtained for the $t$-th state trajectory. Correspondingly, the following relation holds for conditionally unbiased estimators

$$\text{RCMSE}_{k|\tau} \geq \frac{1}{N_t} \sum_{t=1}^{N_t} \gamma_{k|\tau}^{(t)},$$

where $\gamma_{k|\tau}^{(t)}$ is the bound for $t$-th trajectory and $\frac{1}{N_t} \sum_{t=1}^{N_t} \gamma_{k|\tau}^{(t)}$ computes the average bound for different state trajectories of the same length. Finally, we define the average RCMSE as

$$\text{RCMSE} \triangleq \frac{1}{T} \sum_{k=1}^{T} \text{RCMSE}_{k|\tau}.$$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_w$</td>
<td>1</td>
<td>Noise power spectral density</td>
</tr>
<tr>
<td>$T_s$</td>
<td>0.1 sec</td>
<td>Sampling interval</td>
</tr>
<tr>
<td>$P_{b}$</td>
<td>0.01 dBm</td>
<td>Predefined RSS threshold</td>
</tr>
<tr>
<td>$N$</td>
<td>2000</td>
<td>Number of particles</td>
</tr>
<tr>
<td>$N_b$</td>
<td>10</td>
<td>Number of deployed reference nodes</td>
</tr>
<tr>
<td>$\mu_{i_{x}}$</td>
<td>$[15, 5, 1.5, 19.5, 1.5]^T$</td>
<td>Mean of $x_0$</td>
</tr>
<tr>
<td>$\Sigma_{i_{x}}$</td>
<td>diag([1, 2, 1, 2])</td>
<td>Covariance of $x_0$</td>
</tr>
<tr>
<td>$M_{BS}$</td>
<td>10</td>
<td>Threshold for resampling</td>
</tr>
</tbody>
</table>

| Evaluation parameters. |

C. Simulated Data

In this section, the proposed algorithms are evaluated with simulated data. With propagation parameters estimated from the real data as described in Section VI-A and $P_b$ preselected, RSS and proximity reports are simulated along selected state trajectories using the measurement models given in Section III. Without simulated data, the measurement vector contains values from all beacons, which may not be the case in practice. Then, combining the motion model and simulated measurements, particle filtering and smoothing have been applied to obtain position estimates. The parameters specified for particle filtering and smoothing are listed in Table II. The sampling interval $T_s$ is set to 0.1 second, which corresponds to the advertisement interval of BLE beacon used in this study. It should be noted that since the measurements are simulated, it is the ideal case that we can assume RSS is measured regularly at fixed sampling interval $T_s$. In the motion model, $\sigma_w$ is a tuning parameter. Various values have been tested and $\sigma_w = 1$ yields good results. The number of particles is set to $N = 2000$, since no significant difference is observed with $N \geq 1000$. For FFBSi smoothing, the number of backward trajectories simulated is selected as $M_{BS} = 10$, considering both the computation complexity and no significant improvement for $M_{BS} > 10$. 
To motivate the advantages of applying particle filtering and smoothing, an illustration of the static position estimates using maximum likelihood estimator (MLE) in [17] is shown in Fig. 2(a) with one specific state trajectory. This trajectory is selected from one of the 52 predefined tracks. It starts from the left side of the map (i.e. coffee room) to the right side (i.e. corridor next to the restroom) and consists of a number of 90 degrees turns.

In order to find the optimal position estimate which maximizes the likelihood function, a 2-D grid search method with resolution of 0.1 meter has been applied. From the results we can see that the estimated position in this static case is not satisfactory, which motivates the need for particle filtering and smoothing approaches. The positioning ambiguity is very large in static case, since the location information provided by proximity reports is very limited. This also infers that when the information from the measurement is little, such as in this case with binary proximity reports, the motion model is of great importance to get better positioning accuracy, which will be demonstrated later in this section.

Positioning results with particle filtering and smoothing are plotted on Fig. 2(b) and 2(c), respectively. Compared with the static position estimates, significant improvements are observed. In addition, the algorithm based on proximity report exhibits similar performance as compared to algorithm based on RSS measurements. The first couple of estimated positions are a bit out of the track. This is probably due to the fact that in this area, there are fewer number of beacons which are within the communication range. Also, at the end of the trajectory, the positioning performance is degrading as it goes out of the proximity of all the beacons.

Extended Kalman filter (EKF) is always considered as an alternative method to solve nonlinear filtering problems. For RSS measurements with EKF implementation, relevant research work can be found, for instance, in [48], [49] and [50]. Here in this paper, we also compare the proposed particle filtering algorithm with EKF. The tuning parameter for the process noise is set to $\sigma_w = 0.3$, which yields relatively
performance of the selected trajectory in Fig. 2. This is due to the fact that the office is mainly characterized by two corridors and a shape of a narrow rectangle. Therefore, the selected trajectory captures most of the characteristics of the office.

The overall CDF of position errors of those different state trajectories have been plotted in Fig. 8. The 50-th, 67-th and 95-th percentile of the position error are listed in Table III. It is noted that for PF based on proximity report, there is approximately 0.6 meter degradation as compared with PF based on RSS. However, by applying FFBSi smoothing, the performance difference between proximity report and RSS based methods are negligible.

<table>
<thead>
<tr>
<th>Percentile</th>
<th>Simulated</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50-th</td>
<td>67-th</td>
</tr>
<tr>
<td></td>
<td>Static MLE(Proximity)</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>PF(RSS/Proximity)</td>
<td>1.2/1.7</td>
</tr>
<tr>
<td></td>
<td>FFBSi(RSS/Proximity)</td>
<td>2.5/3.0</td>
</tr>
<tr>
<td></td>
<td>FFBSi(Proximity)</td>
<td>2.5/3.0</td>
</tr>
<tr>
<td></td>
<td>EKF: RSS</td>
<td>2.5/3.0</td>
</tr>
</tbody>
</table>
D. Experimental Data

In the above simulations, it is assumed that RSS measurements from all beacons in the deployment area are available to the mobile device. However, in practical environments, it is not realistic since the device may only measure RSS from 3 or 4 beacons at one position. In what follows, in order to show performance of the proposed algorithms in practical circumstances, evaluations based on real RSS measurements carried out in the office area are provided. All parameters for particle filtering and smoothing are listed in Table II. In real circumstances, the BLE advertisement interval is 100 ms plus or minus \(0 - 10\) ms. Hence, the RSS may not be measured with the exactly fixed interval. In the first case studied here, a regular sampling interval of 100 ms is assumed to ease the implementation. With sampling interval set to 100 ms, the instanuous RSS measurement is used without any averaging, since only one sample can be obtained during this interval. In the second case, we will also evaluate the positioning performance using a different sampling interval such that RSS averaging is possible. It needs to be mentioned that the number of particles for experimental data is also set to \(N = 2000\), since no significant improvement can be observed for a larger number. The ground truth positions are obtained from an app-based positioning algorithm developed by Senion.

The static position estimates obtained from MLE are depicted in Fig. 9(a). The position estimates in static case are not satisfactory and filtering and smoothing are needed. Fig. 9(b) and 9(c) show positioning performance with particle filtering and smoothing, respectively. Similar performance is still achieved for proximity report and RSS based positioning. The particle filtering and smoothing algorithms work well in distinguishing if the device is in the upper or lower corridor area. By applying FFBSi smoothing, the positioning accuracy is improved for both RSS and proximity reports. The performance with EKF for RSS is plotted in Fig. 9(d). The tuning parameter \(\sigma_w\) in process model is also set to 0.3 for experimental data. Obviously, EKF performs worse than PF. To compare the signaling for periodic RSS and event-triggered proximity reports, we checked the total number of reports generated in both cases. There are 800 periodic RSS reports, while the number is significantly reduced to 74 for event-triggered proximity reports. Even though not shown here, the effective sample size was on average 1513 for RSS and 1518 for proximity based particle filtering.

It is also noted from the figures that in real circumstances, due to the complex indoor propagation conditions, the estimation of positions may be difficult. E.g. near the lower corridor on the figure, the user may also hear strong signals from beacon 8 and 10, so that the user may be “fooled” that it is close to beacon 8 and 10. This may explain why the estimated positions for those points are very close to beacon 8 and 10. Considering all those factors that may impact the RSS propagation model, such as concrete walls penetration, reflections, multi-paths, shadowing effects, etc, the simple propagation model used here may not be sufficient to achieve similar performance as the case with simulated measurements. More advanced modeling is studied in our work [25].

The overall CDF of the position errors for the same set of state trajectories in Fig. 8 are depicted in Fig. 10. The estimation errors at the 50-th, 67-th, and 95-th percentiles are listed in Table III. With experimental data, approximately 1 meter degradation in the positioning accuracy is observed for PF based on proximity report as compared to RSS at the 50-th percentile. By applying FFBSi smoothing, the positioning performance for proximity report is improved. The effects of different RSS thresholds are studied for experimental data and results are shown in Fig. 11. Lower RCMSE is achieved at \(P_{th} = -82\) dBm. This is reasonable since with a high threshold (e.g. \(-70\) dBm), the receiver may not be within any beacon’s proximity, while a low threshold may lead to the case that the receiver is within all beacon’s proximity. In both cases, little
information can be obtained, and the positioning accuracy may degrade due to the loss of information.

Fig. 10. CDF of position errors with experimental data.

Fig. 11. RCMSE versus different thresholds $P_{th}$ with experimental data.

In what follows, we further evaluate the proposed method with different trajectories in the same building and a different sampling interval $T_s$. All the tested trajectories can be found in Section 3.1 of the supplementary report [30]. In the following experiments, we use the same particle filtering and smoothing parameters as listed in Table II, except that the sampling interval is set to $T_s = 1$ second. With an advertisement interval of around 100 ms, up to 10 samples can be measured within this interval. Then the averaged value of all these measurements are used to approximate the mean RSS value during this time interval. The averaging can be easily done either on the mobile device or at the computation entity by applying a low-pass filter within a time window of $T_s$ second.

It is worth mentioning that the selection of sampling time $T_s$ and how many samples can be averaged may depend on the advertisement interval of BLE beacons. For instance, the sampling interval is set to $T_s = 1$ second and up to 10 samples are averaged regarding that the BLE specification under this setup limits the shortest advertisement interval to 100 ms. However, considering the most recent BLE specification (i.e., Blue-tooth version 5.0), shorter advertisement interval (i.e., every 20 ms) is designated. In such case, it is possible to average up to 50 samples within an interval of $T_s = 1$ second. With this specification, a shorter sampling interval can be selected (for instance, 0.5 second). It should also be noted that $T_s$ cannot be too large, otherwise the position change within this interval would be too significant. Besides, with $T_s$ larger than 1 second, the performance of particle smoother degrades greatly.

Due to space limitation, the position estimates for two representative trajectories are illustrated in Fig. 12. Similar performance are observed for other trajectories. The estimated trajectories are still satisfactory as the sampling interval is increased. The CDF of position errors for all tested trajectories are plotted in Fig. 13. From the CDF, the overall positioning accuracy across various trajectories is extracted in Table IV, which is similar to the previous case where a specific trajectory in Fig. 9 is used with shorter sampling interval. Besides, as we increase the sampling interval, the particle smoother performs worse than the particle filter. But the difference is not significant. However, by using particle smoother, smoothed trajectories can be obtained as can be seen from Fig. 12, which are usually preferred for post-processing and analyzing.

Table IV Position errors (in unit of meter) at different percentiles for various trajectories.

<table>
<thead>
<tr>
<th>Percentile</th>
<th>50-th</th>
<th>67-th</th>
<th>95-th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>PF(RSS/Proximity)</td>
<td>2.8/5.5</td>
<td>4.8/4.8</td>
</tr>
<tr>
<td></td>
<td>FFBSi(RSS/Proximity)</td>
<td>3.1/3.8</td>
<td>4.1/4.9</td>
</tr>
</tbody>
</table>

VII. CONCLUSIONS

In this paper, we have proposed particle filtering and smoothing algorithms which are applicable for indoor positioning based on time series proximity reports. Such a proximity report based positioning algorithm is beneficial in different aspects, among which the signaling overhead can be significantly reduced via sending binary proximity measurements (i.e. 1 bit) approximately 10 times less frequently, in stead of e.g., periodic RSS values. The positioning performance based on proximity report is comparable with the performance based on periodic RSS reports. By applying particle smoothing, the positioning accuracy is improved for both simulated and experimental data. Furthermore, the positioning accuracy is close to the parametric CRBs. With experimental data, it can be concluded that 3 to 4 meter accuracy is achievable for most cases in this indoor scenario.

The work in this paper also motivates new research directions. For instance, the BLE locations are assumed to be known and static in this work. However, it would be interesting to see how much variations we can get for the same reference network node but at various locations. The training of propagation parameters can also be improved by introducing some on-line estimation methods, such as on-line expectation-maximization (EM) algorithm in [51] and [52]. Also, in order to improve the positioning accuracy, more complex propagation model may be explored in the near future. Besides, there are some other factors that can further
assist positioning, which includes but not limits to, the floor plan, inertial measurement unit (IMU) sensor measurements and so on. It would also be interesting to look into the effects of beacon placement and density. We are currently working on Gaussian processes with multiple linear kernel based fundamental filtering and smoothing bounds, primarily based on the most recent results given in [53]–[56].

**APPENDIX**

For computing the parametric CRB of filtering and smoothing, it is required to further specify $H_k(x_k^*)^T R_k^{-1} H_k(x_k^*)$ for proximity and RSS measurements. According to [22], we can generally write

$$H_k(x_k^*)^T R_k^{-1} H_k(x_k^*) = \mathbb{E} \left\{ -\Delta x_k \ln p(y_k|x_k) \right\} \bigg|_{x_k = x_k^*}$$

(24)

and define the set $S$ as all possible proximity measurements combinations $2^{N_B}$. Thus, we can write

$$H_k(x_k^*)^T R_k^{-1} H_k(x_k^*) = \mathbb{E} \left\{ -\Delta x_k \ln p(y_{P,k}^*|x_k) \right\} \bigg|_{x_k = x_k^*}$$

(26)

with

$$H_k(x_k^*) = \nabla x_k h^T(x_k) \bigg|_{x_k = x_k^*},$$

(27a)

$$R_k = \text{diag}([\sigma_1^2, \ldots, \sigma_{N_B}^2]).$$

(27b)

The expressions for proximity measurements are a bit more involved. We introduce $y_{P,k}^*$ which is a realization of the proximity measurement vector $y_{P,k}$ and define the set $S$ as all possible proximity measurements combinations $2^{N_B}$. Thus, we can write

$$H_k(x_k^*)^T R_k^{-1} H_k(x_k^*) = \mathbb{E} \left\{ -\Delta x_k \ln p(y_{P,k}^*|x_k) \right\} \bigg|_{x_k = x_k^*}$$

(28)

Further, due to the independence assumption, cf. (10), we can finally write

$$H_k(x_k^*)^T R_k^{-1} H_k(x_k^*) = \sum_{y_{k,j}^1 \in (0,1)} \ldots \sum_{y_{k,N_B}^1 \in (0,1)} \left[ \sum_{j=1}^{N_B} \nabla x_k p(y_{k,j}^*|x_k) \right]^{T} \prod_{j=1}^{N_B} p(y_{k,j}^*|x_k) \bigg|_{x_k = x_k^*},$$

(29)
where \( p(y_{k,j}^\ast |x_k) \) is given in (11), and

\[
\nabla_x_i p(y_{k,j}^\ast |x_k) = \left\{ \begin{array}{ll}
\frac{-10 B_j \ln 10}{2\pi \sigma_j^2} \exp \left( -\frac{(p_j^\ast - \mu_j)^2}{2\sigma_j^2} \right) & \text{if } x_k \\
0 & \text{otherwise}
\end{array} \right. 
\]

\[ (30a) \]

\[
\nabla_x_i p(y_{k,j}^\ast = 1 |x_k) = -\nabla_x_i p(y_{k,j}^\ast = 0 |x_k). 
\]

\[ (30b) \]
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