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Abstract 

Organic electronics is an emerging technology with numerous applications in which the active layer is 
composed of an organic semiconductor (OSC) or blends of multiple OSC. One of the key performance 
parameters for such devices is the charge carrier mobility which can be evaluated by different 
measurement techniques. Here, we review different formalisms for extraction and analysis of hole 
mobilities from temperature-dependent space-charge limited conductivity (SCLC) measurements for 
pristine OSC as well as for binary and ternary blends as used in e.g. photovoltaic applications. The 
model is also applicable to n-type materials. Possible sources of measurement errors, such as the 
presence of traps and series resistance, are discussed. We show that by a simple method of selecting 
a proper experimental data range these errors can be avoided. The Murgatroyd-Gill analytical model 
in combination with the Gaussian Disorder Model is used to extract zero-field hole mobilities as well 
as estimates of the Gaussian energetic disorder in the HOMO level from experimental data. The 
resulting mobilities are in excellent agreement with those found from more elaborate fits to a full drift-
diffusion model that includes a temperature, field and density dependent charge carrier mobility; the 
same holds for the Gaussian disorder for pure materials and blends with low fullerene concentration. 
The zero-field mobilities are also analyzed according to an Arrhenius model that was previously argued 
to reveal a universal mobility law; for most –but not all– material systems in the present work this 
framework gave an equally good fit to the experimental data as the other models. An automated fitting 
freeware, incorporating the different models, is made openly available for download and minimizes 
error, user input and SCLC data analysis time; e.g. SCLC current-voltage curves at several different 
temperatures can be globally fitted in a few seconds. 

  



Introduction 

Organic electronics is an emerging field where pristine organic semiconducting materials (OSC) as well 
as their blends are optimized for various applications, such as photovoltaics (OPVs),[1] light-emitting 
diodes (OLEDS),[2] field-effect transistors (OFETs),[3] and light-emitting electrochemical cells (LECs).[4] 
The performance of these light-weight, transparent, solution-processed and potentially cost-effective 
materials heavily relies on their charge carrier mobility. For typical OSC around room temperature the 
mobility is dominated by disorder and reflects the ability of the charge carriers to hop from molecular 
site to molecular site in a density of localized states that is broadened by energetic and spatial disorder. 
The charge carrier mobility μ is a valuable figure of merit to characterize the underlying physical 
mechanisms of charge transport as it describes the mean speed of the charge carriers under the 
presence of an electric field F, 𝑣𝑣 = 𝜇𝜇𝜇𝜇, and is a function of the lattice temperature as well as the charge 
carrier density and electric field.[5,6] Among the different experimental methods of extracting charge 
carrier mobilities are space-charge limited conductivity (SCLC),[7] time-of-flight (TOF),[8] dark 
injection,[9] Charge Carrier Extraction by Linearly Increasing Voltage (CELIV),[10,11] time-resolved 
Microwave Conductance (TRMC),[12] time-resolved Terahertz Spectroscopy (TRTS),[13] transient Stark 
spectroscopy[14] and time-resolved electric field-induced second harmonic generation (TREFISH) 
measurements,[15,16] each one probing different time scales following photo-excitation or charge 
injection and having its own limitations and advantages.  

Due to its simplicity, one of the most commonly used methods is the temperature-dependent SCLC 
experiment that measures near-equilibrium mobilities in simple diode-type devices.[17] However, there 
are different empirical methods to extract charge carrier mobilities from the experimental current 
density vs. voltage (J-V) measurements. There are also different frameworks in which the temperature-
dependence of the extracted mobilities can be interpreted. Analytical methods based on an ideal 
quadratic dependence of the current density on the applied bias are among the most popular and 
simple to use.[18,19] However, the required constant power law slope of 2 is rarely observed in actual 
devices, hence this method is prone to give erroneous fitted mobilities, as will be shown below. The 
inclusion of a phenomenological field dependence of the mobility mitigates this problem.[7,20] The 
resulting temperature-dependent mobilities can be analyzed according to different theories, 
depending on whether the extracted mobilities follow an Arrhenius (1/T) or a non-Arrhenius (1/T2) 
temperature dependence.[21,22] In practice it can be hard to distinguish between these two, as will also 
be shown below.  

Apart from the analytical models, more physical and complex approaches as drift-diffusion (DD) 
modeling can be used to simulate the whole device including contacts and active layer, and can 
reproduce steady-state experimental data using either a constant mobility or a mobility that is 
dependent on temperature, charge carrier density and applied field as predicted by one of the several 
variants of the Gaussian disorder model (GDM).[22–26] In DD, the charges are assumed to be in (quasi) 
thermal equilibrium with the lattice, allowing the use of (quasi) Fermi levels. Increasing further in 
complexity, non-equilibrium models as kinetic Monte Carlo[22,27] and ‘multiple trapping and release’[28], 
have been shown to reproduce steady-state and transient experiments.[16,29–31] Advanced ab-initio 
methods, employing multi-scale modeling of the molecular morphology and electronic structure have 
been used to investigate the temperature-dependent mobility of both specific and generic systems.[32–

35] Despite the increasing predictive power of truly or quasi atomistic models, the heavy computational 
demands of models beyond drift-diffusion still make those less suited for direct analysis of, and fitting 
to experiments. Hence, there is still a need for a more phenomenological but fast and reproducible 
analysis of charge transport in OCS. 



In the present work we present a didactical review of the extraction and analysis of charge carrier 
mobilities from temperature-dependent SCLC measurements for the aforementioned analytical 
models as well as a Drift-Diffusion model with parametrized GDM mobilities.[7,18,19,21,22,36,37] Hence, we 
do not directly target new insight but try to educate and improve data analysis in the field, while also 
providing a lookup table for some of the materials that we have studied in our own lab. To this end, 
temperature-dependent SCLC experiments of pristine, binary and ternary hole-only diodes are 
analyzed to extract zero-field charge carrier mobilities as well as the Gaussian energetic disorder or 
activation energy for the HOMO level. The model can also be applied to n-type materials. The results 
of the analytical and numerical models are compared and the charge carrier mobilities and static 
Gaussian energetic disorder values extracted with different models are generally in agreement; the 
Gaussian disorder starts to deviate for blends with increasing fullerene concentration, most likely due 
to an increasing importance of long-range hops (to non-neighboring sites) that are not accounted for 
in the parametrized mobility functionals based on the GDM. Selection of the proper voltage range for 
fitting, accounting for the presence of traps and/or series resistances, is discussed. All material systems 
are also analyzed according to a universal Arrhenius 1/T behavior of zero-field mobilities. An 
automated freeware analysis tool with a graphical user interface (GUI) implementing all the different 
models, requiring minimal user input and processing time is openly available for download. 

This work is in part an extension of that by Blakesley et al.[37] The authors of Ref. [37] propose different 
methods to ensure proper measurement and data analysis of unipolar SCLC devices. Discussed are 
amongst others the selection of proper contacts for having efficient charge injection and non-
dominant series resistance, consistent device fabrication and stable electrical measurements, the 
identification of traps, dopants and the unipolarity of the devices, as well as the measurement and 
compensation of built-in fields for non-symmetric devices. In a complementary role, the present work 
incorporates much of this in an automated open-source tool, minimizing user input and enhancing 
standardization and robustness of the analysis. In addition, it adds data analysis in terms of the 
aforementioned different charge transport models. 

Theoretical background 

In this work charge transport is described at the level of drift-diffusion assuming near-equilibrium 
conditions with a steady-state (time-independent) mobility functional in which the effects of static 
diagonal, i.e. on-site, disorder are incorporated. It is not the purpose of this work to in-depth review 
the pros and cons of the (theoretical work underlying the) various mobility functionals that exist in 
literature. Instead, we give a short factual overview of the most commonly employed schemes; by 
incorporating these in the mentioned software tool the user can make an independent decision on 
which framework to use. We should stress that the open-source analysis tool can equally well be used 
to just extract mobilities from SCLC data that can be further analyzed in any external model. 

Parametrized mobility functionals 

A commonly employed mobility functional has been developed by Pasveer et al. on basis of numerical 
transport simulations accounting for hopping on a simple cubic lattice with uncorrelated Gaussian 
disorder. The authors assumed a localization length 𝛼𝛼 = 𝑎𝑎𝑁𝑁𝑁𝑁 10⁄  with 𝑎𝑎𝑁𝑁𝑁𝑁 the lattice constant (inter-
site distance). For historical reasons this model shall here be referred to as the extended Gaussian 
disorder model (eGDM).[23] In particular the dependence of the zero-field mobility on the lattice 
temperature T and the charge carrier concentration p is given by  

𝜇𝜇(𝛵𝛵,𝑝𝑝) =  𝜇𝜇0(𝛵𝛵) exp �
1
2

(σ�2 − σ�)(2𝑝𝑝𝑎𝑎𝑁𝑁𝑁𝑁3 )𝛿𝛿�       (1) 



where  

𝜇𝜇0 (𝛵𝛵) = 𝜇𝜇∗𝑐𝑐1 exp(−𝑐𝑐2σ�2)    (2) 

𝛿𝛿 = 2
ln(σ�2 − σ�) − ln (ln4) 

σ�2
      (3) 

𝜇𝜇∗ =
𝑎𝑎2𝑣𝑣0𝑞𝑞
𝜎𝜎
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𝜎𝜎� =  
𝜎𝜎
𝑘𝑘𝑘𝑘

     (5) 

In the above equations σ is the Gaussian energetic disorder, 𝜎𝜎� is the reduced disorder, 𝑣𝑣0 is the 
attempt-to-hop frequency and p is the charge carrier concentration. The parametrization constants 
are set as c1=0.87, c2=0.44.[23,38] In Ref. [23] 𝑐𝑐1 = 1.8×10-9 ≈ 0.87exp(−2𝑎𝑎𝑁𝑁𝑁𝑁 𝛼𝛼⁄ ) = 0.87exp(−20), 
therefore the choice c1=0.87 implies that the (nearest neighbor) tunneling probability is assumed to 
be included in the anyhow poorly defined attempt-to-hop rate 𝑣𝑣0. It is, however, important to keep in 
mind that mobilities in the eGDM do implicitly depend on 𝛼𝛼 (through 𝑣𝑣0) as 𝜇𝜇 ∝ exp(−2𝑎𝑎𝑁𝑁𝑁𝑁/𝛼𝛼), 
although it has been claimed otherwise.[25] The field dependence of the mobility is included via  

𝜇𝜇(𝛵𝛵,𝑝𝑝,𝐸𝐸) =  𝜇𝜇(𝛵𝛵,𝑝𝑝)𝑓𝑓(𝑇𝑇,𝐸𝐸)   (6) 

where 

𝑓𝑓(𝑇𝑇,𝐸𝐸) = exp�0.44(𝜎𝜎�1.5 − 2.2)��1 + 0.8𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟2 − 1��    (7) 

where the reduced field is given by 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 = 𝐸𝐸𝐸𝐸𝑎𝑎𝑁𝑁𝑁𝑁 𝜎𝜎⁄ .  

In addition to uncorrelated energetic disorder, the presence of molecular dipoles may give rise to 
spatial correlations in the energy landscape and several authors discussed how these affect especially 
the field dependence of the mobility.[39–41] Here, we shall employ the correlated Gaussian disorder 
model (cGDM) developed by Bouhassoune et al.[24] The authors used the same methodology as in the 
eGDM discussed above, but for an energy landscape with Gaussian disorder σ that results from 
randomly oriented dipole moments of equal magnitude on all lattice sites. In this case, the mobility 
can be described by the following phenomenological expression  

𝜇𝜇(𝛵𝛵, 𝑝𝑝,𝐸𝐸) = ��𝜇𝜇𝑙𝑙𝑙𝑙𝑙𝑙(𝛵𝛵,𝑝𝑝,𝐸𝐸)�𝑞𝑞
(𝜎𝜎�)

+ �𝜇𝜇ℎ𝑖𝑖𝑖𝑖ℎ(𝛵𝛵,𝑝𝑝,𝐸𝐸)�
𝑞𝑞(𝜎𝜎�)

�
1 𝑞𝑞(𝜎𝜎�)⁄

   (8) 

with 𝑞𝑞(𝜎𝜎�) = 2.4 (1 − 𝜎𝜎�)⁄  and 𝜇𝜇𝑙𝑙𝑙𝑙𝑙𝑙 and 𝜇𝜇ℎ𝑖𝑖𝑖𝑖ℎ the mobilities in the low- and high-field regimes, the 
parametrization of which is given in the appendix.[24] 

The methodology followed to derive the above eGDM and cGDM parametrizations has been heavily 
criticized for giving an inadequate description of especially the field dependence of the mobility.[25,26,42] 
Instead, Baranovskii and coworkers argued that finite electric fields give rise to an increased effective 
temperature 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 of the charge carrier distribution, as originally proposed by Shklovskii:[43] 

𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 = �𝑇𝑇2 + �𝛾𝛾
𝑞𝑞𝑞𝑞𝑞𝑞
𝑘𝑘𝐵𝐵

�
2
�
1 2⁄

   (9) 

with 𝛾𝛾 ≈ 0.67, 𝑘𝑘𝐵𝐵 the Boltzmann constant and the localization length  𝛼𝛼 acting as characteristic length 
scale.[25,26] In principle, Eq. 9 can be combined with ‘any’ model that describes the temperature 
dependent mobility of a hopping system, like Eq. (1) above or (19) below, by replacing 𝑇𝑇 by 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒. Here, 



we shall combine it with the generic mobility expression for hopping on a lattice obtained from ‘fat’ 
percolation theory by Cottaar et al. and later by Nenashev et al.:[38,44] 

𝜇𝜇(𝑇𝑇, 𝑝𝑝) = 𝐵𝐵
𝑞𝑞𝜔𝜔0

𝑘𝑘𝑘𝑘𝑎𝑎𝑁𝑁𝑁𝑁𝑝𝑝
�
𝑘𝑘𝑘𝑘
𝜎𝜎
�
−𝜆𝜆

exp �
𝐸𝐸𝐹𝐹(𝑇𝑇,𝑝𝑝) − 𝐸𝐸∗

𝑘𝑘𝑘𝑘 �       (10) 

Here, 𝐸𝐸𝐹𝐹 and 𝐸𝐸∗ are the Fermi energy and the critical energy, respectively. By comparing Eq. 10 to 
numerically exact simulations, Cottaar et al. showed that the latter depends weakly on the lattice and 
hopping model. For Miller-Abrahams hopping on a simple cubic lattice they found 𝐸𝐸∗ = −0.491𝜎𝜎 
below the center of the band. Under those conditions, the prefactor B, which is of order unity, was 
determined as B = 0.47. The tunneling frequency 𝜔𝜔0 = 𝜈𝜈0 exp(−2𝑎𝑎𝑁𝑁𝑁𝑁 𝛼𝛼⁄ ) might, in the case of 
Marcus hopping, still depend on the temperature and reorganization energy.[38] For consistency with 
the choice c1=0.87 above, we will replace 𝜔𝜔0 by 𝑣𝑣0 in Eq. 10, i.e. include the tunneling probability in 
the attempt-to-hop rate. This has the added advantage that setting 𝛼𝛼 = 0 gives back the bare field-
independent model Eq. 10. 

There is no consensus whether the exponent 𝜆𝜆 in Eq. 10 is universal or also depends on lattice and 
hopping model. Since the numbers found by Cottaar vary little and are close to the universal critical 
exponent of the correlation length of the percolation cluster, with magnitude 0.875 ± 0.008 in the 3D 
case,[44] we shall use 𝜆𝜆 = 0.875. We shall refer to the combination of Eqs. 9 and 10 as the effective 
temperature version of the Gaussian disorder model (ET-GDM). 

So far, we have addressed models in which transport takes place on a lattice, i.e. models that do not 
account for spatial disorder. Moreover, since 𝑎𝑎𝑁𝑁𝑁𝑁 is typically assumed to be several times larger than 
𝛼𝛼, only hops to nearby sites contribute to conductivity in these models, making them effectively 
nearest neighbor hopping models. Clearly, most disordered organic semiconductors do show a 
significant level of spatial disorder as well, and it has been argued that this promotes variable range 
hopping (VRH) and prevents regular lattice models from giving an accurate description of the charge 
transport, especially at low temperatures.[25,42] However, for densely packed systems consisting of 
subunits with a narrow size distribution, prescribed by e.g. a molecular or monomer size, the radial 
distribution function will show pronounced peaks at short distances.[45,46] Hence, it is not upfront 
evident that at practically relevant (room) temperatures lattice models will unavoidably break down. 
From a more practical perspective, parametrized mobility expressions for VRH including structural 
disorder currently do not seem to exist. For these reasons we will limit ourselves to the mobility 
functions introduced above. 

One-dimensional Drift-Diffusion model 

Drift diffusion models rely typically on the simultaneous solution of the charge transport, continuity 
and Poisson equations, while contacts are accounted for as boundary conditions. The Poisson equation 
in one dimension is given by:  

∇2𝑉𝑉(𝑥𝑥) = −
𝜌𝜌(𝑥𝑥)
𝜀𝜀0𝜀𝜀𝑟𝑟

     (11) 

where V is the electrostatic potential, 𝜌𝜌 the total charge density, ε0 the vacuum permittivity, εr the 
material’s relative dielectric constant and x is the spatial coordinate along the direction of current flow. 
The drift-diffusion equations for holes and electrons are:  



𝑗𝑗𝑝𝑝 = −𝑞𝑞𝑞𝑞𝜇𝜇𝑝𝑝𝑝𝑝
𝜕𝜕
𝜕𝜕𝜕𝜕

𝑉𝑉 − 𝑞𝑞𝐷𝐷𝑝𝑝
𝜕𝜕
𝜕𝜕𝜕𝜕

𝑝𝑝      (12𝑎𝑎)

𝑗𝑗𝑛𝑛 = −𝑞𝑞𝑞𝑞𝜇𝜇𝑛𝑛
𝜕𝜕
𝜕𝜕𝜕𝜕

𝑉𝑉 + 𝑞𝑞𝐷𝐷𝑛𝑛
𝜕𝜕
𝜕𝜕𝜕𝜕

𝑛𝑛      (12𝑏𝑏)
 

where p (n) is the hole (electron) density, Dp(n) is the hole (electron) diffusion constant, μp(n) is the hole 
(electron) mobility and q is the elementary charge. The diffusion constant is assumed to be related to 
the mobility via the classical Einstein relation 

𝐷𝐷
𝜇𝜇

=
𝑘𝑘𝐵𝐵𝑇𝑇
𝑞𝑞

     (13) 

where T is the absolute temperature and μ is calculated according to equation 2. While in principle the 
generalized Einstein equation should be used in disordered media,[47] it has also been argued that the 
classical Einstein relation in disordered organic semiconductors is valid in absence of non-equilibrium 
effects due to e.g. deep charge traps.[48] Since we are mainly interested in the drift-dominated SCLC 
regime, Eq. 13 is applicable in this case. 

Combining the one-dimensional drift equation, i.e. the first term in Eq. 12 with the Poisson equation 
under the assumption of steady-state (constant current throughout the device), one can derive the 
simple Mott-Gurney quadratic equation: [18,49] 

𝑗𝑗 =
9
8
𝜀𝜀0𝜀𝜀𝑟𝑟𝜇𝜇

�𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎 − 𝑉𝑉𝑏𝑏𝑏𝑏�
2

𝐿𝐿3
       (14) 

where L is the device thickness, 𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎 the applied field and 𝑉𝑉𝑏𝑏𝑏𝑏 the built-in voltage. 

For a general situation there is no analytical solution and one has to rely on numerical schemes to solve 
Eqs. (11-14). In the code used in this work, these equations are solved using the well-known 
Scharfetter-Gummel interpolation scheme for the free charge carrier densities and current densities; 
see SI for further details.[50] 

Injection barriers 𝜙𝜙 are defined as the difference between the workfunction of the contact and the 
band edge (in this case the HOMO). Strictly spoken, an Ohmic contact is barrier-free. However, for the 
used parameters, an injection barrier between 0 eV and ∼0.2 eV was found to result in a non-limiting, 
i.e. practically Ohmic contact. For finite-barrier contacts the image potential is included via its effect 
on the injection barriers as: 

𝜙𝜙′ = 𝜙𝜙 −�
𝑞𝑞𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖

4𝜋𝜋𝜀𝜀0𝜀𝜀𝑟𝑟
     (15) 

provided the interfacial field 𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖 leads to a lowering of the injection barrier; otherwise the 
unperturbed barrier 𝜙𝜙 is used. The (effective) injection barrier 𝜙𝜙′ sets a boundary condition for the 
charge carrier density as: 

𝑝𝑝 = 𝑝𝑝0 exp�−
𝜙𝜙′
𝑘𝑘𝐵𝐵𝑇𝑇

�      (16) 

where 𝑝𝑝0 is the total site density. The effective injection barrier was not allowed to become less than 
zero as this would imply unphysical charge densities exceeding 𝑝𝑝0. 

Although including the effects of (energetically) discrete or distributed traps in the DD framework is 
relatively straightforward, it often leads to an underdetermined parameter set when fitting to actual 



experiments. Hence, when one is interested in the ‘intrinsic’ mobility parameters, it is better to avoid 
the parts of the J-V curve that are trap-dominated as will be discussed in more detail below. In this 
work a trap-free analysis will therefore be employed for all the material systems under study. With 
traps, in this context, we refer to any additional distribution of localized states that sit in the bandgap 
and that is not included in the e.g. Gaussian density of ‘free’ states, even if these free states are 
localized too. 

More details on the equations and implementation of the drift-diffusion model are found in the SI 
(chapter 1). Apart from the material parameters, the drift-diffusion model includes device parameters 
as the distance between the contacts (active layer thickness) and the energy barriers for contacts 1 
and 2. In the analysis, experimentally measured thicknesses are set as constants while the contact 
barriers are free fitting parameters, allowed to vary between 0 eV and 0.2 eV, which is the range for 
an Ohmic contact.  

Analytical models 

The applicability of the Mott-Gurney law Eq. 14 relies on the strict quadratic dependence of the current 
density on the applied bias, which is easily detected as the region where the J-V curve has a slope of 2 
on a double log-scale. This is rarely found in actual material systems. In particular, larger slopes can 
originate from energetic disorder or traps.[51,52] In order to describe this phenomenon an extended 
version of Eq. 14 which includes a field enhancement factor gamma (γ) was introduced by Murgatroyd 
and Gill (MG):[7,20] 

𝐽𝐽 =
9
8
𝜀𝜀𝑟𝑟𝜀𝜀0𝜇𝜇0

(𝑉𝑉 − 𝑉𝑉𝑏𝑏𝑏𝑏)2

𝐿𝐿3
exp�0.891𝛾𝛾�
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𝐿𝐿

�              (17) 

where 𝜇𝜇0 and 𝛾𝛾 (that must be larger than or equal to 0) are the (temperature-dependent) zero-field 
mobilities and field enhancement factors, respectively. As in this treatment any density dependence 
of the mobility gets lumped into the 𝛾𝛾 parameter, 𝜇𝜇0 should be considered the mobility at both zero-
field and zero density and as such can be compared to the corresponding parameter in GDM models. 
While originally derived for Coulomb traps that give rise to a detrapping rate that is proportional to 
exp�√𝐹𝐹�, c.f. last term in Eq. 17, it is commonly used as a generic empirical expression. In particular, 
it has been observed by Gill that γ is typically linearly dependent on 1/T according to:[20] 

𝛾𝛾(𝑇𝑇) = 𝐵𝐵 �
1
𝑘𝑘𝑘𝑘

−
1
𝑘𝑘𝑇𝑇0

�      (18) 

where B and T0 are constant positive coefficients. This is, with reasonable accuracy, also the case for 
all materials studied in this work, as shown in Figures S1, S2 in the SI. It should be noted that in the 
above simple analytical model the mobility is only a function of the applied field and does not explicitly 
depend on the lattice temperature or the charge concentration. The T-dependence is only empirically 
accounted for by T-dependent 𝜇𝜇0 and 𝛾𝛾, c.f. Eq. 18, and minor systematic deviations are commonly 
observed. 

While 𝛾𝛾 ≥ 0 must hold in the original Murgatroyd model, the tortuous morphology of (partially) phase 
separated bulk heterojunctions may give rise to a mobility that actually decreases with field.[53,54] The 
physical reason for this is that protrusions of one phase into the other can act as dead ends for charges 
being driven into them by an electric field. In Eq. 17 this can be mimicked by allowing 𝛾𝛾 to be negative. 
Unfortunately, this behavior closely resembles the effects of a series resistance as will be discussed 
below. In both cases, conventional mobility models cannot be used to interpret the data. 



Intrinsic material properties as the static energetic disorder can be estimated from the interpretation 
of the extracted temperature-dependent mobilities. According to the Gaussian disorder model 
(GDM),[7,22] the zero-field mobility is described by a 1/T2 law: 

𝜇𝜇0(𝛵𝛵) =  𝜇𝜇∗ exp �−𝑐𝑐2 �
𝜎𝜎
𝑘𝑘𝑘𝑘
�
2
�       (19) 

where μ* is the mobility at infinite temperature and σ is the static Gaussian energetic disorder. In the 
GDM, the value of the parameter is 𝑐𝑐2 = (2 3⁄ )2 ≈ 0.44.[22] The ‘bare’ GDM is valid in the Boltzmann 
limit only (low carrier density). Even though charge densities under SCLC conditions are typically low 
except in thin regions near the Ohmic contacts, a consistent description of SCLC transport requires 
accounting for the density and field dependence of the mobility also.[55–57] In particular, this is done in 
the various ‘extended’ variants of the Gaussian disorder model (eGDM, cGDM, ET-GDM) leading to the 
parametrized mobility functionals Eqs. 1, 8 and 10 introduced above. 

An alternative approach to the GDM models discussed above is based on an Arrhenius-type analysis of 
the zero-field mobility dependence on temperature according to:[21] 

𝜇𝜇0(𝛵𝛵) =  𝜇𝜇∗exp �−
𝛥𝛥
𝑘𝑘𝑘𝑘
�      (20) 

where Δ is the activation energy. This treatment does not make any upfront assumptions about the 
shape of the density of states. Craciun et al. have argued that, when analyzed using Eq. 20, the SCLC J-
V curves of a wide range of devices show a zero-field mobility that follows Eq. 20 with a universal 
mobility 𝜇𝜇∗ of 30-40 cm2/Vs.[21] On the one hand, the 1/T-temperature dependence has been argued 
to result from neglecting the carrier-concentration dependence of the mobility.[57] On the other hand, 
recent calculations for intra-chain hopping based on a generic model Hamiltonian yielded support for 
a 1/T-temperature dependence in the low-density regime.[32] In particular, it was argued that the low-
field, low-density mobility depends only on two parameters, an effective structural disorder and an 
effective electron-phonon coupling that together determine the constants in Eq. 20. Here, we will 
inspect both the 1/T- and 1/T2-temperature dependences by applying them to a large dataset. 

The aforementioned analytical models (MG + GDM, MG + Arrhenius) as well as the drift-diffusion 
model with parametrized mobilities (DD + eGDM, cGDM and ET-GDM) are implemented in a freeware 
automated analysis tool (see SI for numerical details).[58] The DD + GDM models are expected to be 
more descriptive and more accurate as they explicitly solve the drift-diffusion equations and account 
for density and field dependencies of the mobility in a non-empirical manner, and thus serves as a 
proxy for the reliability of the MG + GDM model.  

Experimental  

Hole transport in pure, binary and ternary organic semiconductor blends as used in e.g. organic 
photovoltaics is investigated in the present work. More concretely, experimental temperature-
dependent space-charge limited currents vs. voltage were measured for hole-only pristine TQ1, 
PCDTBT devices, binary blends of rr-P3HT:PC61BM (1:1 weight ratio), PTB7:PC71BM (1:1.5), 
TQ1:PC71BM (1:2.5), APFO-Green9:PC71BM (1:3), APFO3:PC61BM (1:4) and MDMO:PPV:PC61BM (1:4) 
as well as a series of ternary TQ1:PC71BM1-x:IC60BAx, (0 ≤ x ≤ 1) devices. Full names of all the compounds 
as well as fabrication details are given in the SI. Temperature-dependent SCLC J−Vs were measured in 
the dark in a Janis probe station under high vacuum (∼10-5 mbar). The active layer thickness was 
determined using a Veeco Dektak 6M Stylus Profilometer. The experimental data are reproduced using 
an automated least-squares fitting program with a graphical user interface (GUI) that is made openly 
available for download and use. This analysis tool requires minimum user input as the fitting range can 



be automatically detected by the software and the model fitting parameters like mobility and energetic 
disorder are automatically calculated. 

SCLC device fabrication 

Hole-only devices were fabricated according to the following process: a 40 nm thin film of poly-(3,4-
ethylenedioxythiophene) polystyrene sulfonate (PEDOT:PSS) was spin-coated on pre-cleaned 
ITO/glass substrates in air, followed by 5 min bake on a hotplate at 120 oC. After baking, the active 
layer (pristine polymer and binary/ternary polymer-fullerene blends) was spin-coated in a glovebox. A 
10/90 nm MoO3/Al top contact was evaporated on the active layer under high (∼10-5 mbar) vacuum. 
The device areas were measured to be in the range 0.022 − 0.024 cm2 using an optical microscope. The 
thicknesses of the active layers were measured to be in the range of 80 to 160 nm (Tables S3, S6 in the 
SI). 

Results & Discussion  

Identifying traps and series resistance 

Robust analysis of space-charge limited transport requires the initial identification of traps and/or 
series resistance in the device as they must have a negligible influence to justify application of the 
models introduced above.[37] The presence of traps is detected by investigating the slope of the log(j)-
log(V) experimental data by taking the logarithmic derivative 𝑑𝑑(log(𝑗𝑗)) 𝑑𝑑(log(𝑉𝑉))⁄ .[51] In general, the 
presence of shallow trap levels makes that only a fraction of the injected charge carriers contribute to 
the device current. When the trap level becomes filled a transition to a higher, trap-free SCLC current 
occurs. The strong dependence of the current density on the voltage in this ‘trap-filling’ regime will 
result in a distinct peak in the slope, i.e. in 𝑑𝑑(log(𝑗𝑗)) 𝑑𝑑(log(𝑉𝑉))⁄ .[51] An example of such a peak is shown 
in Figure 1a for pristine TQ1 [59] which identifies the voltage region where the trap states are being 
filled by the injected charge carriers. In order to ensure that the ‘intrinsic’ charge transport properties 
of the investigated material are actually probed, the fitting range has to be shifted to voltages where 
all the traps have been filled (trap-free regions, see Figure 1a). 

It is equally important to identify any series resistance in the device which occurs typically for thinner 
active layers and/or at high current densities and high temperatures where the active layer resistance 
is small. This can also be done by investigating the power law slope of the J-V data, where the existence 
of a decreasing slope at higher voltages could be an indication that the current density is being limited 
by series resistance, e.g. as for TQ1:IC60BA 1:1 at 300K shown in Figure 1b. An alternative explanation 
for the decreasing slope in the case of bulk heterojunction devices is the tortuosity of the morphology 
discussed above. In the present case, this is the more likely explanation since the current density in 
panel b of Figure 1 is actually slightly lower than in panel a, i.e. contact limitations are actually less 
likely to dominate. In either case, the conventional mobility models discussed here become 
inapplicable and the fitting voltage region of the J-V curve must be downshifted, assuring it is located 
before the onset of dominating series resistance (Figure 1b).  

Our open-source software can automatically exclude regions with a slope below a user-defined 
threshold value, typically ∼2 for SCLC, from the fitting. Likewise, regions where the curvature 
𝑑𝑑(𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) 𝑑𝑑𝑑𝑑⁄  is less than a user-defined minimum value, 0 in the example of Figure 1b, can be 
excluded automatically. We hope that using automated criteria to determine the fitting range 
promotes objectivity and comparability between different labs. 



Figure 1. a) (top) SCLC data (black squares) measured at 300 K for a pristine TQ1 hole-only device, showing a 
peak in the slope of the double-log J-V curve as a sign of a trap-filling regime (bottom). The fitting region (red 
line) is confined to higher voltages where the slope is >2 and the traps are filled. b) (top) SCLC data (black squares) 
measured at 300 K for a binary TQ1:IC60BA 1:1 hole-only device showing non-negligible series resistance or 
tortuosity effects by a decrease in the J-V slope at higher voltages (bottom Figure). The fitting region (red line) is 
set at the voltage region where J-V slope >2 but before the onset where the series resistance or tortuosity 
dominates. 

GDM analysis: Mott-Gurney vs. Murgatroyd-Gill law 

Based on the Mott-Gurney law Eq. 14, the current density should be a strictly quadratic function of the 
applied voltage, which on a double log-scale has a slope equal to 2. Figure 2 shows two examples where 
this is not the case.  

The Murgatroyd-Gill law Eq. 17 introduces the field-enhancement factor gamma (γ ≥ 0) and allows the 
slope to be ≥ 2. It should be noted that the two equations are identical for γ = 0. Possibly owing to the 
simplicity of the model, it is not uncommon to still use Eq. 14 to fit a small voltage region of the J-V 
curve where the slope is equal to 2. In Figure 2 we inspect the errors that arise when different voltage 
regions of temperature-dependent J-V curves are fitted with Eq. 17 (γ = 0) and Eq. 17 (γ > 0), blue and 
red traces in Figure 2a, respectively. It is evident that the short-range fits, fitted with γ = 0, are not 
representative of the entire J-V curve. As such, the material is described inconsistently as different 
temperatures are analyzed at different field strengths. 

Forcing γ to be 0 for this material system results in an overestimation of the extracted mobilities by a 
factor ∼3-4 as seen in Figure 2b. Using the GDM model Eq. 19 to interpret the temperature-dependent 
mobilities results in a similar Gaussian energetic disorder estimate as mobilities at each temperature 
were almost equally overestimated for this specific material system. In principle, significant errors in 
the extracted energetic disorder should be expected as well, see e.g. the APFO3:PC61BM 1:4 blend for 
which the extracted disorders differ by 83.7meV vs 90.7meV (Figure S6). Note also that the 



temperature dependence of γ obeys the empirical relation Eq. 18. In any case, to avoid errors in 
extracted mobility values, a common voltage range should be analyzed. 

Figure 2. a) (Top) Temperature-dependent SCLC data for pristine TQ1 hole-only devices (black open symbols) 
fitted with Eq. 17 using γ ≥ 0 (red lines) and γ = 0 (blue lines); (bottom) the slope of the log(j)-log(V) data, showing 
that strict slope = 2 fitting is prone to be affected by traps; b) Extracted zero-field mobilities vs 1/T2 for γ ≥ 0 (red 
open squares) and γ = 0 (blue open circles). c) γ values and linear fits for γ > 0 and γ = 0 plotted vs 1/T. 

Mott-Gurney + GDM vs drift-diffusion + eGDM analysis in automated mode 

A series of ternary TQ1:PC71BM1-x:IC60BAx, (0 ≤ x ≤ 1) hole-only devices,[52] was analyzed using the 
freeware analysis tool (in autorange mode, where the software automatically avoids trap-filling and 
series resistance problems described earlier) for both the analytical Mott-Gurney + GDM model (MG 
+ GDM) and the drift-diffusion + eGDM (DD + eGDM) model.  

Charge carrier zero-field mobilities were calculated for DD as a function of nearest-neighbor distance, 
temperature, energetic disorder and hopping frequency according to the Pasveer formalism.[23] The 
resulting built-in voltages Vbi (free parameter) did not exceed 0.15V for any of the material systems 
studied in this work (Tables S2,S3,S5,S6 in the SI), in agreement to what has been observed 
experimentally, i.e. none of the devices show significant asymmetry. The resulting zero-field mobilities 
plotted together with the Gaussian energetic disorder estimates for the two models are shown in 
Figure 3; the corresponding SCLC fits are shown in Figure S1 and the fitting parameters are given in 
Tables S1, S2, S3.  



The extracted zero-field hole mobilities (blue symbols) for the two models are in excellent agreement 
within a small error margin (± 1·10-5 cm2V−1s−1). Maybe more surprisingly, in view of the differences in 
underlying assumptions, complexity and degrees of freedom, also the extracted Gaussian energetic 
disorders are in agreement within a margin of ∼5 meV. In all cases, the mobility and disorder values 
fall well in the range of typically encountered values for this type of materials. 

The MG + GDM model reproduces perfectly the experimental J-V data for all of the measured 
temperatures (200-300 K) and the extracted zero-field mobility and γ values follow the empirical 1/T2 
and 1/T dependencies, respectively, with reasonable accuracy (SI Figures S1, S2). On the other hand, 
the drift-diffusion model can adequately describe the majority of the J-V curves for all of the measured 
temperatures (200-300K) (a reduced temperature range of 240-300K was fitted for two material 
systems, see SI Figures S1d, S2a). At a phenomenological level, this difference reflects the fact that the 
DD + eGDM model is constrained despite the larger number of parameters. At a deeper level, this 
reflects the fact that the eGDM model was developed for a particular mode of transport – nearest-
neighbor hopping on a cubic lattice with rates described by the Miller-Abrahams expression. It was, 
however, shown that the mathematical form of equations 1-7 does not significantly change when 
other (Marcus) hopping rates or other (fcc) lattices were used,[38,60] nor when non-nearest neighbor 
hops and realistic, irregular site distributions are accounted for.[33] One might speculate that these 
models still predict a too low rate of hops to non-nearest neighbor sites and/or not fully accounting 
for an increased delocalization at higher energies.[32,61,62] In any case, both models predict similar 
energetic disorder values and can thus be used interchangeably. 

Although not further pursued here, the DD + eGDM model offers the advantage over the MG + GDM 
model that it is not constrained to the system being in space-charge limited conditions, so sub-2 slope 
J-V data associated with diffusive transport can be accurately reproduced. This is shown e.g. for 
APFO3:PC61BM 1:4 at 300 K in Figure S2 panel g in the SI. 

The major reason for the phenomenological success of the MG + GDM model is the fact that the field 
enhancement factor γ, and especially its temperature-dependence, are not coupled to the disorder or 
any other physical parameter. Recall that, within this model, the energetic disorder is only coupled to 
(and extracted from) the temperature-dependence of the zero-field mobility. While 
phenomenologically powerful, such decoupling is unphysical. Despite this, it is an extremely 
convenient coincidence that the extracted mobilities and disorders from this simple analytical model 
are so close to those obtained with fitting with the more elaborate DD + eGDM model.  



 

Figure 3. Zero-field charge carrier mobilities extracted from SCLC measurements performed at 300K (blue traces) 
and Gaussian energetic disorder (red traces) extracted using the analytical MG + GDM model (open squares) and 
the DD + eGDM model (open triangles) for ternary TQ1:PC71BM1-x:IC60BAx (0≤ x ≤ 1) hole-only devices. 

The same method as for the TQ1:PC71BM:IC60BA system was followed to analyze a series of hole-only 
devices based on active layers as typically used in organic photovoltaics. The results are shown for pure 
materials and binary bulk heterojunction blends sorted by increasing fullerene concentration (weight 
fraction) in Figure 4. The SCLC fits are shown in the SI Figure S2, the corresponding parameters in Tables 
S4, S5 and S6. Again, the mobility and disorder values fall well in the range of typically encountered 
values for this type of materials. 



Figure 4. Charge carrier zero-field mobilities at 300K (blue traces) and Gaussian energetic disorder (red traces) 
extracted using the analytical MG + GDM model (open squares) and the DD + eGDM model (open triangles) for 
pristine, binary and ternary hole-only devices sorted by increasing fullerene concentration (weight fraction). 

The resulting zero-field mobilities extracted from the J-V curves using the two models are again in 
agreement within a small error margin (± 2·10-5 cm2V−1s−1). Evaluating the results from all the material 
systems in this work leads to the conclusion that zero-field mobility analysis within the two formalisms 
is in excellent agreement and therefore can empirically be trusted for both models despite the 
fundamental differences in underlying assumptions. However, the resulting HOMO Gaussian energetic 
disorders deviate by an increasing amount with increased fullerene concentration (by weight) in the 
blend.  

At higher fullerene concentrations the Gaussian energetic disorder estimates in Figure 4 are, with one 
exception, significantly lower for DD + eGDM than for MG + GDM. The relatively low disorder 
estimates (below 60meV) for the HOMO of binary devices extracted from the DD model are not in 
agreement with the usual range of HOMO disorder values reported in literature (70-100meV) on basis 
of more elaborate analysis of multiple experiments and should therefore be considered as 
erroneous.[16,17,29,63] We speculate that at increasing fullerene concentrations the importance of long-
range hole tunneling/hopping through the fullerene phase increases significantly as described earlier 
in Ref. [61], but not accounted for in eGDM-type models. Such long-range (variable range) hopping will 
suppress the spread of the J-V curves vs temperature. When analyzed with a model that does not 
account for this, the suppressed temperature dependence of the mobility will translate into an 
unrealistically low fitted value for the energetic disorder and should thus be avoided. 

In this context it is good to discuss the general problem of parameter interchangeability when fitting 
transport models to J-V curves (or any multi-parameter model fit to experimental data). Within the 



eGDM, the hopping rate scales the current density without changing its temperature dependence 
while disorder affects both, so for a single temperature measurement they are essentially 
indistinguishable and thereby underdetermined: the model might produce good fits, but the 
corresponding parameters are not unique and should not be used or trusted. For temperature-
dependent measurements as done here, forcing a higher hopping rate would increase the current 
density resulting in a concomitant increase of the fitted energetic disorder to maintain the 
experimental current density. However, the induced change of energetic disorder changes the 
temperature-dependence and inevitably reduces the quality of the experimental SCLC data 
description. Hence, we cannot enforce full consistency between the DD + eGDM and GMD fit 
parameters by constraining the attempt-to-hop rate without the fits to the experimental data getting 
significantly worse. Moreover, since one has no a priori knowledge of permitted fit values in most 
practical situations, the hopping rate, energetic disorder and lattice constant were set as free 
parameters for all the material systems in this work (see SI for details). Since our model fits the entire 
dataset globally, the resulting fits are expected to be far less prone to errors in material parameter 
determination. 

The fitted hopping rates and energetic disorders vary significantly among the different material 
systems while the inter-site distance was consistently around ∼1.8 nm (arithmetic mean is ∼1.7 nm) as 
used in previous work, [16,17,29] except for three materials systems (see SI, Table S6) where the value 
was ∼1.3 nm (PTB7:PC71BM 1:1.5, TQ1:PC71BM 1:2.5, APFO3:PC61BM 1:4). The effect of the lattice 
constant was found to be insignificant, and when a fixed lattice constant of 1.8 nm was enforced for 
the aforementioned three material systems, the resulting fits for the hopping rate and the energetic 
disorder were very similar without decreasing the quality of the J-V vs T fits. Accurately extracting a 
typical inter-site distance from temperature-dependent SCLC data using the DD + eGDM model 
generally requires data for devices of various thicknesses.[56,57] Based on the above and the fact that a 
thickness dependence study is not included in this work, we refrain from drawing firm conclusions 
regarding the herein obtained inter-site distances. Nevertheless, this can be incorporated into a future 
software release. 

Mott-Gurney + GDM constrained mode 

Our open-source tool offers the option of constrained GDM analysis. When activated, the field 
enhancement factor (γ) and zero-field mobility (μ0) are forced to be strict functions of 1/T and 1/T2, 
respectively, according to the Murgatroyd-Gill and GDM Equations 17 and 19. This mode can help to 
identify J-V curves that do not follow the (monotonous) trend as a function of temperature which can 
help to identify experimental problems during the measurement procedure. For the present material 
systems, constraining μ0 and γ resulted in almost identical SCLC descriptions, i.e. identical room 
temperature zero-field mobilities and disorder estimates, meaning that the experimental data were 
sound. 

Drift-diffusion + eGDM, cGDM, ET-GDM 

Comparing the results of the DD+eGDM model with cGDM, the resulting disorders were found to be 
similar despite the J-V fits being significantly worse for all material systems when using the cGDM. 
Representative examples are shown in the SI (Figure S3). We conclude that for the material systems 
studied herein, the energetic disorder does not show correlations that are compatible with each lattice 
site containing a random dipole as assumed in the cGDM model. In view of the absence of significant 
dipole moments in most conjugated polymers, this finding is in line with expectations and previous 
work.[64] 



The ET-GDM on the other hand can accurately reproduce the temperature-dependent J-V data over 
the full temperature range and yields similar disorder estimates as the eGDM; parameters and 
representative fits are again given in the SI (Figure S3, Table S7). Interestingly, for virtually all material 
systems, the fitted lattice constant and localization length are around 𝑎𝑎𝑁𝑁𝑁𝑁 ≈ 1.4 nm and 𝛼𝛼 ≈ 0.25 nm. 
Hence 𝑎𝑎𝑁𝑁𝑁𝑁 𝛼𝛼⁄ ≈ 5-6 instead of 10 as assumed by Pasveer et al. and Bouhassoune et al. when 
developing the parametrizations Eqs. 1 and 8. This suggests that, from a practical perspective, varying 
𝛼𝛼 indeed predominantly changes the prefactor of the mobility as stated in Ref. [23]. Forcing 𝛼𝛼 = 0, i.e. 
removing the explicit field dependence and reverting the ET-GDM to the bare Cottaar/Nenashev model 
Eq. 10, leads to poor fits to the J-V curves and thereby to the conclusion that not only the density 
dependence of the mobility must be accounted for when analyzing SCLC, as was previously argued,[55] 

but also – especially – its field dependence. We should finally remark that even in this 𝛼𝛼 = 0 case the 
obtained energetic disorders are quite similar to those obtained from the complete model. 

Arrhenius analysis  

In earlier work a universal Arrhenius (1/T) behavior of the zero-field mobility according to equation 17 
was found for a series of pristine organic semiconductors, suggesting the existence of a common 
infinite temperature zero-field mobility.[21] The existence of such a universal mobility would be very 
important as a single mobility measurement at finite temperature would suffice to characterize the 
full temperature dependence. The same procedure was followed here for the series of materials 
systems discussed above.  

As a first approach the mobilities extracted from the Murgatroyd-Gill equation 17 were described by 
equation 20 using Δ and μ* as free parameters. The resulting fits are plotted in Figure 5a in analogy to 
Ref. [21], where a strong variation of μ* for the different materials is observed (Figure S4a). When the 
corresponding Δ values are plotted against μ0 at 300K as in Ref. [21], see Figure 5b, a modest 
correlation is observed, with only about half of the total 13 material systems lying reasonably close to 
the straight dashed line. Following the method of Ref. [21] and setting a constant ‘universal’ μ* = 10 
cm2V-1s-1 for all material systems gives acceptable fits for most of the material systems (9 out of 13), 
see Figure S3. Although the log-scaling of the plot does not allow detailed evaluation of the fit quality 
(Figure S3a), 4 material systems still show some deviation (Figure S5), but less than in Figure 5b. The 
correlation between Δ and μ0 at 300 K evidently becomes stronger when μ* is forced to a single value 
(Figure S3b). The selected universal μ* is the arithmetic mean of the free μ* of all the material systems 
μ* = 10 cm2V-1s-1; taking the logarithmic mean does not affect the aforementioned results/conclusions.  

While the data in Figure 5 cast doubt on the validity of a strict universal Arrhenius relation between 
zero-field mobility and temperature as proposed in Ref. [21], the findings are in good qualitative 
agreement with the numerical results of Ref. [32] We should, however, point out that in the present 
work most materials systems are binary and ternary blends while in Refs [21,32] only pristine materials 
were studied. Our pristine materials TQ1 and PCDTBT fit the dependence proposed in Ref. [21]. 

A similar explanation could justify the fact that the universal μ* is a factor 3 smaller than the one used 
in Ref. [21]. The above notwithstanding, the present experimental results do not allow to univocally 
point out one interpretational scheme (eGDM or Arrhenius) as superior to the other. In that 
perspective, it would be extremely interesting to perform layer thickness dependent studies and seek 
to interpret those in the Arrhenius formalism, as previously done for the DD + eGDM framework – this 
might for example reveal to which degree a charge carrier density dependence of the mobility, that so 
far has been ignored in the Arrhenius formalism, must be accounted for. 



 

Figure 5. a) Zero-field mobilities for hole-only pristine, binary and ternary material systems fitted with equation 
17 with μ* and Δ set as free parameters. The plot is scaled as in Ref. [21] showing the resulting μ* at infinite 
temperature. b) Resulting Δ values versus zero-field mobility at 300 K for all material systems. The dashed line is 
a guide to the eye. Solid symbols and dashed lines indicate material systems that show strong correlation 
between μ0 300K and Δ when μ* is a free parameter; open symbols and solid lines indicate the material systems 
that do not follow the correlation trend.  

Conclusion 

In this work we have reviewed different equilibrium models used to extract mobilities from 
temperature-dependent SCLC experiments of pristine, binary and ternary hole-only devices. The 
Murgatroyd-Gill formalism was used to extract zero-field mobilities and was combined with the 
Gaussian Disorder Model in order to extract estimates of the energetic disorder. The model is also 
applicable to n-type materials. The above analytical model was compared to a more elaborate drift-
diffusion model with parametrized mobilities according to various extensions of the Gaussian Disorder 
Model. Provided uncorrelated disorder is assumed, the resulting zero-field mobilities extracted with 
the different formalisms are in excellent agreement for all material systems while the estimated 
energetic disorders coincide only for those with low-fullerene concentration. The increasing deviation 
with increasing acceptor ratio could be attributed to the increased delocalization of the charge carriers 
over multiple sites while the aforementioned models are based on assumptions of nearest-neighbor 
hopping.  

We further analyze the hole-only data assuming Arrhenius type behavior of the zero-field mobility. In 
previous works these were argued to follow a universal law for pristine materials. For most systems 
this scheme leads to an accurate description as well and we speculate that the reason for the deviation 
in some systems is that they are binary/ternary blends and not pure materials. 

Identification of traps and series resistance is done by inspecting the slope of the log(j)-log(V) data; 
traps will result in a distinct peak while series resistance results in a monotonous decreasing slope at 
high voltages. Proper analysis of the SCLC data requires selecting an appropriate fitting voltage range 
which does not exhibit either of the two issues. Constraining the analysis window to the voltage where 
the log(j)-log(V) slope is equal to 2 results in mobilities and energetic disorder estimates that may differ 
considerably from the correct values. All of the aforementioned analysis models are incorporated in 
an automated open-source analysis tool available for download and free to use. Among other features 
the software provides a graphical user interface and an automated tracking of the proper voltage 
fitting range which reduces errors coming from user input and further increases the robustness of the 
analysis method while minimizing the processing time.  
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Appendix 
For completeness, we here supply the complete parametrization of the mobility functional for the 
correlated Gaussian disorder model as developed by Bouhassoune et al.[24] 

𝜇𝜇(𝛵𝛵,𝑝𝑝,𝐸𝐸) = ��𝜇𝜇𝑙𝑙𝑙𝑙𝑙𝑙(𝛵𝛵,𝑝𝑝,𝐸𝐸)�𝑞𝑞
(𝜎𝜎�)

+ �𝜇𝜇ℎ𝑖𝑖𝑖𝑖ℎ(𝑝𝑝,𝐸𝐸)�
𝑞𝑞(𝜎𝜎�)

�
1 𝑞𝑞(𝜎𝜎�)⁄

    

For the low-density regime: 

𝜇𝜇𝑙𝑙𝑙𝑙𝑙𝑙(𝛵𝛵,𝑝𝑝,𝐸𝐸) = 𝜇𝜇0(𝑇𝑇)𝑔𝑔(𝑇𝑇,𝑝𝑝)𝑓𝑓(𝑇𝑇,𝐸𝐸,𝑝𝑝) 

𝜇𝜇0 (𝛵𝛵) ≈ 𝜇𝜇∗𝑐𝑐1 exp(−0.29σ�2) 

where the constant 𝑐𝑐1 ≈ 0.49 exp(−2𝑎𝑎𝑁𝑁𝑁𝑁 𝛼𝛼⁄ ); as above, the exponential factor will be integrated in 
the hopping rate 𝜈𝜈0. The parametrization functions 𝑓𝑓(𝑇𝑇,𝐸𝐸,𝑝𝑝) and 𝑔𝑔(𝑇𝑇,𝑝𝑝) are given by 

𝑔𝑔(𝑇𝑇,𝑝𝑝) = exp �(0.25σ�2 + 0.7𝜎𝜎�)(2𝑝𝑝𝑎𝑎3)𝛿𝛿� for 𝑝𝑝𝑎𝑎𝑁𝑁𝑁𝑁3 < 0.025 and 

𝑔𝑔(𝑇𝑇,𝑝𝑝) = 𝑔𝑔(𝑇𝑇, 0.025𝑎𝑎−3) for 𝑝𝑝𝑎𝑎𝑁𝑁𝑁𝑁3 ≥ 0.025 with 

𝛿𝛿 = 2.3 ln�0.5σ�2+1.4𝜎𝜎��−0.327
σ�2

. 

And 

𝑓𝑓(𝑇𝑇,𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑝𝑝) = exp �ℎ(𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟)�1.05− 1.2(𝑝𝑝𝑎𝑎𝑁𝑁𝑁𝑁3 )𝑟𝑟(𝜎𝜎�)��σ�3 2⁄ − 2���1 + 2𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 − 1�� 

with 𝑟𝑟(𝜎𝜎�) = 0.7σ�−0.7. The function ℎ(𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟) is given by 

ℎ(𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟) = 4
3
𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟
𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟
∗  for 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 ≤ 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟∗ 2⁄ , 

ℎ(𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟) = �1 − 4
3
�𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟
𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟
∗ − 1�

2
� for 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟∗ 2⁄ ≤ 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 ≤ 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟∗  and 

ℎ(𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟) = 1 for 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 ≥ 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟∗ ≡ 0.16. 

As before, the reduced field equals 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 = 𝐸𝐸𝐸𝐸𝑎𝑎𝑁𝑁𝑁𝑁 𝜎𝜎⁄  

In the high-density regime: 

𝜇𝜇ℎ𝑖𝑖𝑖𝑖ℎ(𝑝𝑝,𝐸𝐸) =
𝑐𝑐2
𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟

𝜇𝜇∗(1 − 𝑝𝑝𝑎𝑎𝑁𝑁𝑁𝑁3 ) 

We use 𝑐𝑐2 = 1, i.e. c2 = exp(−2𝑎𝑎𝑁𝑁𝑁𝑁 𝛼𝛼⁄ ) in the work by Bouhassoune. Note also that the term 𝑝𝑝𝑎𝑎𝑁𝑁𝑁𝑁3  
equals the relative charge carrier concentration. 
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1 - One dimensional drift diffusion model complementary equations 
Equation 11 in the main text is solved using the discretization: 

1
ℎ2

(𝑉𝑉𝑖𝑖+1 + 𝑉𝑉𝑖𝑖−1 − 2𝑉𝑉𝑖𝑖) = −
𝜌𝜌𝑖𝑖
𝜀𝜀0𝜀𝜀𝑟𝑟

  (1) 

where h is the mesh spacing, V the electrostatic potential, 𝜌𝜌 the total charge density, ε0 the vacuum 
permittivity and εr the dielectric constant. This results in a 𝑁𝑁 × 𝑁𝑁 tridiagonal matrix 𝑃𝑃�, having on the 
first and last row only a ‘1’ as entry on the diagonal, to account for the boundary conditions for V as 

set by the contacts. Using 𝑃𝑃�𝑉𝑉� = − ℎ2

𝜀𝜀0𝜀𝜀𝑟𝑟
𝑅𝑅� where 𝑉𝑉�  is a column vector containing 𝑉𝑉𝑖𝑖 and 𝑅𝑅� a column 

vector containing 𝜌𝜌𝑖𝑖  except the first and last entries which are equal to the electrostatic potential of 
the left and right contact, respectively. Equation 12 in the main text results in hole currents: 

𝑗𝑗
𝑖𝑖+12

= −
𝑞𝑞𝜇𝜇𝑝𝑝
ℎ

(𝑉𝑉𝑖𝑖+1 − 𝑉𝑉𝑖𝑖)�
𝑝𝑝𝑖𝑖

1 − exp �Δ𝐸𝐸
𝑖𝑖+12

�
+

𝑝𝑝𝑖𝑖+1

1 − exp �−Δ𝐸𝐸
𝑖𝑖+12

�
�       (2) 

With, in the normal Scharfetter-Gummel scheme, Δ𝐸𝐸𝑖𝑖+12
= 𝑉𝑉𝑖𝑖+1−𝑉𝑉𝑖𝑖

𝑘𝑘𝐵𝐵𝑇𝑇
.[1] For brevity, the subscripts in 𝜇𝜇𝑖𝑖+12

 

are dropped. Note also that the term between brackets is the interpolated hole density 𝑝𝑝𝑖𝑖+1 2⁄ , i.e. 

𝑗𝑗𝑖𝑖+12
= −𝑞𝑞𝑞𝑞𝑝𝑝𝑖𝑖+1 2⁄ 𝐹𝐹𝑖𝑖+1 2⁄  (Ohm’s law) where the field 𝐹𝐹𝑖𝑖+1 2⁄ = 𝑉𝑉𝑖𝑖+1−𝑉𝑉𝑖𝑖

ℎ
 is constant between mesh 

points. It should be noted that 𝑝𝑝𝑖𝑖+1 2⁄  is not a real density and may be negative in cases diffusion 
dominates over drift! In order to allow use of the generalized Einstein equation we use Δ𝐸𝐸𝑖𝑖+1/2 =
𝑣𝑣𝑖𝑖+1/2ℎ

𝐷𝐷
= 𝜇𝜇

𝐷𝐷
(𝑉𝑉𝑖𝑖+1 − 𝑉𝑉𝑖𝑖) as 𝑣𝑣 = 𝜇𝜇 𝑉𝑉𝑖𝑖+1−𝑉𝑉𝑖𝑖

ℎ
 and 𝐷𝐷 = 𝜇𝜇𝑘𝑘𝐵𝐵𝑇𝑇.[2,3] This gives: 

𝑗𝑗
𝑖𝑖+12

= −
𝑞𝑞𝑞𝑞
ℎ �

𝜇𝜇
𝐷𝐷 (𝑉𝑉𝑖𝑖+1 − 𝑉𝑉𝑖𝑖)𝑝𝑝𝑖𝑖

1 − exp �𝜇𝜇𝐷𝐷 (𝑉𝑉𝑖𝑖+1 − 𝑉𝑉𝑖𝑖)�
+

𝜇𝜇
𝐷𝐷 (𝑉𝑉𝑖𝑖+1 − 𝑉𝑉𝑖𝑖)𝑝𝑝𝑖𝑖+1

1 − exp �− 𝜇𝜇
𝐷𝐷 (𝑉𝑉𝑖𝑖+1 − 𝑉𝑉𝑖𝑖)�

�     (3) 

Using the Bernoulli function 𝐵𝐵(𝑥𝑥) = 𝑥𝑥
1−exp(𝑥𝑥) = 𝑥𝑥

2
�1 − 1

tanh�𝑥𝑥2�
� this can be written as 

𝑗𝑗𝑖𝑖+1/2 = −
𝑞𝑞𝑞𝑞
ℎ
�𝐵𝐵 �𝑌𝑌

𝑖𝑖+12
�𝑝𝑝𝑖𝑖 − 𝐵𝐵 �−𝑌𝑌

𝑖𝑖+12
�𝑝𝑝𝑖𝑖+1�      (4) 

with 𝑌𝑌𝑖𝑖+1/2 = 𝜇𝜇
𝐷𝐷

(𝑉𝑉𝑖𝑖+1 − 𝑉𝑉𝑖𝑖). The second guise of the Bernoulli function is preferred for numerical 

evaluation around 𝑥𝑥 = 0. Moreover, using the identity 𝑥𝑥
tanh(−𝑥𝑥) = −𝑥𝑥

tanh(𝑥𝑥), tanh() has to be evaluated 

only once. 

Taking the limit of zero electric field using 𝐵𝐵(0) = −1 it is derived that 𝑗𝑗𝑖𝑖+12
= −𝑞𝑞𝑞𝑞

ℎ
(𝑝𝑝𝑖𝑖−1 − 𝑝𝑝𝑖𝑖) which 

is the common discretization of the diffusion equation for holes, 𝑗𝑗𝑝𝑝,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = −𝑞𝑞𝑞𝑞 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

. Likewise, taking the 
limit of dominant drift, |𝜇𝜇(𝑉𝑉𝑖𝑖+1 − 𝑉𝑉𝑖𝑖)| ≫ 𝐷𝐷, the upwind discretization of the drift equation for holes is 

obtained, 𝑗𝑗𝑝𝑝,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = −𝑞𝑞𝑞𝑞 (𝑉𝑉𝑖𝑖+1−𝑉𝑉𝑖𝑖)
ℎ

𝑝𝑝𝑖𝑖+1 for (𝑉𝑉𝑖𝑖+1 − 𝑉𝑉𝑖𝑖) > 0 and 𝑗𝑗𝑝𝑝,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = −𝑞𝑞𝑞𝑞 (𝑉𝑉𝑖𝑖+1−𝑉𝑉𝑖𝑖)
ℎ

𝑝𝑝𝑖𝑖 for (𝑉𝑉𝑖𝑖+1 −
𝑉𝑉𝑖𝑖) < 0. 

For electrons, the current density becomes  
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𝑗𝑗𝑖𝑖+1/2 = −
𝑞𝑞𝑞𝑞
ℎ

(𝑉𝑉𝑖𝑖+1 − 𝑉𝑉𝑖𝑖)�
𝑛𝑛𝑖𝑖

1 − exp �−Δ𝐸𝐸
𝑖𝑖+12

�
+

𝑛𝑛𝑖𝑖+1

1 − exp �Δ𝐸𝐸
𝑖𝑖+12

�
�   (5) 

𝑗𝑗𝑖𝑖+1/2 = −
𝑞𝑞𝑞𝑞
ℎ �

𝜇𝜇
𝐷𝐷 (𝑉𝑉𝑖𝑖+1 − 𝑉𝑉𝑖𝑖)𝑛𝑛𝑖𝑖

1 − exp �− 𝜇𝜇
𝐷𝐷 (𝑉𝑉𝑖𝑖+1 − 𝑉𝑉𝑖𝑖)�

+
𝜇𝜇
𝐷𝐷 (𝑉𝑉𝑖𝑖+1 − 𝑉𝑉𝑖𝑖)𝑛𝑛𝑖𝑖+1

1 − exp �𝜇𝜇𝐷𝐷 (𝑉𝑉𝑖𝑖+1 − 𝑉𝑉𝑖𝑖)�
�   (6) 

𝑗𝑗
𝑖𝑖+12

= −
𝑞𝑞𝑞𝑞
ℎ
�−𝐵𝐵 �−𝑌𝑌

𝑖𝑖+12
� 𝑛𝑛𝑖𝑖 + 𝐵𝐵 �𝑌𝑌

𝑖𝑖+12
� 𝑛𝑛𝑖𝑖+1�   (7) 

Using the continuity equation in steady state 

𝜕𝜕
𝜕𝜕𝜕𝜕

𝑗𝑗𝑝𝑝 = 𝑞𝑞(𝐺𝐺 − 𝑅𝑅)      (8)

𝜕𝜕
𝜕𝜕𝜕𝜕

𝑗𝑗𝑛𝑛 = −𝑞𝑞(𝐺𝐺 − 𝑅𝑅)     (9)
 

it is derived for holes 

𝑗𝑗𝑖𝑖+1/2 − 𝑗𝑗𝑖𝑖−1 2⁄

ℎ
= 𝑞𝑞(𝐺𝐺𝑖𝑖 − 𝑅𝑅𝑖𝑖) = 𝑞𝑞𝑈𝑈𝑖𝑖      (10) 

and for electrons  

𝑗𝑗𝑖𝑖+1/2 − 𝑗𝑗𝑖𝑖−1 2⁄

ℎ
= −𝑞𝑞(𝐺𝐺𝑖𝑖 − 𝑅𝑅𝑖𝑖) = −𝑞𝑞𝑈𝑈𝑖𝑖       (11) 

For equations 11 and 12 above, they can be cast as an 𝑁𝑁 × 𝑁𝑁 tridiagonal matrix, similarly to the Poisson 
equation, having only a ‘1’ on the first and last row as entry on the diagonal to account for the boundary 
conditions for p and n, respectively, as set by the contacts. For holes one has 𝐶𝐶̿𝑃𝑃� = 𝑞𝑞ℎ𝑈𝑈� with 𝑃𝑃� a 
column vector containing 𝑝𝑝𝑖𝑖  and 𝑈𝑈� a column vector containing 𝑈𝑈𝑖𝑖   except at the 1st and Nth entries that 
are equal to the densities at the left and right contact, respectively. 

2 - Derivation of equation 17 in main text 
SCLC zero field mobilities (μ0) and gamma (γ) values were extracted from the Murgatroyd-Gill law 
following the equation:[4,5]  

𝐽𝐽 =
9
8
𝜀𝜀𝑟𝑟𝜀𝜀0𝜇𝜇0

(𝑉𝑉 − 𝑉𝑉𝑏𝑏𝑏𝑏)2

𝐿𝐿3
∙ 𝑒𝑒

�0.891𝛾𝛾�(𝑉𝑉−𝑉𝑉𝑏𝑏𝑏𝑏𝐿𝐿 )�
       (12) 

where 

 𝛾𝛾(𝑇𝑇) = �
𝑒𝑒3

𝜋𝜋𝜋𝜋𝜀𝜀0
�

1
2
�

1
𝑘𝑘𝑘𝑘

𝑙𝑙𝑙𝑙
𝑁𝑁𝑐𝑐
𝑁𝑁𝑡𝑡

−
1

(𝑘𝑘𝑘𝑘)2 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�    (13) 

which can be obtained following the derivation by Murgatroyd in Ref. [4] using:  

𝐽𝐽 =
9
8
𝜇𝜇𝜇𝜇𝜖𝜖0

𝑉𝑉2

𝐿𝐿3
𝜃𝜃0𝑒𝑒

(0.891
𝑘𝑘𝑘𝑘 � 𝑒𝑒3𝑉𝑉

𝜋𝜋𝜋𝜋𝜀𝜀0𝐿𝐿
�

1
2

)   (14) 

𝜃𝜃0= 𝑁𝑁𝑐𝑐
𝑁𝑁𝑡𝑡
𝑒𝑒(−

𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑘𝑘𝑘𝑘 )  (15) 
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In the above equations 𝜀𝜀0 is the vacuum permittivity,  𝜀𝜀𝑟𝑟  is the dielectric constant of the material, V is 
the applied voltage, Vbi is the built-in field of the device, μ0 is the zero field mobility, γ is the field 
enhancement factor, L is the distance between the electrodes, Nc is the effective density of states, Nt 
is the density of traps, k is the Boltzmann constant, T is the temperature, e the elementary charge, Etrap 
refers to a single trap situated at energy Etrap below the conduction band edge and 𝜃𝜃0 describes the 
fraction of free charges.  



5 

 

3 - J-V data and SCLC, MG+GDM and DD+eGDM analysis of ternary TQ1:PC71BM:IC60BA 
hole-only devices shown in Figure 3 

 

Figure S1. (Left) Hole-only SCLC TQ1:PC71BM1-x:IC60BAx (0 ≤ x ≤ 1) data fitted with the Murgatroyd-Gill 
law.[4,5](Middle-left) Gaussian disorder model fit and active layer thickness. (Middle-right) Linear fit of the 
gamma values according to equation 17 in the main text. (Right) SCLC data fitted with the DD+eGDM model. 
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4 - Gaussian disorder and room temperature zero-field mobilities for MG+GDM and 
DD+eGDM models of the ternary TQ1:PC71BM:IC60BA hole-only devices shown in Figure 
3 
 

 MG+GDM DD+eGDM 

 σHOMO 
[meV] 

μ0 (300 K)  
[cm2V−1s−1] 

σHOMO 
[meV] 

μ0 (300 K)  
[cm2V−1s−1] 

TQ1:PC71BM 1:1 86.8 6.62·10-6 92.2 6.71·10-6 
TQ1:PC71BM:IC60BA 1:0.7:0.3 87.6 2.92·10-5 90 1.87·10-5 
TQ1:PC71BM:IC60BA 1:0.5:0.5 86.9 5.57·10-5 84.1 3.2·10-5 
TQ1:PC71BM:IC60BA 1:0.3:0.7 81.1 1.66·10-6 82.6* 3.23·10-6 
TQ1:IC60BA 1:1 88.1 8.66·10-6 89.8 5.76·10-6 

Table S1. Gaussian energetic disorder and room temperature zero-field mobilities for TQ1:PC71BM1-x:IC60BAx (0 
≤ x ≤ 1) hole-only devices from the MG+GDM and DD+eGDM models. *The hopping rate and lattice constant were 
fixed for TQ1:PC71BM:IC60BA 1:0.3:0.7 (see Table S3) while 4 temperatures (240K – 300K) were fitted. 

All fits were done using the auto-range mode of the SCLC fitting program. The fitting settings for GDM 
are: nMin=10, Vmin=0.2 V, slope min=1.7, slope target=2, curve min=0, initial guesses: μ*= 1e-7 cm2V-

1s-1 (±3 orders of magnitude), σ=75 meV (limits 25-200 meV), B=2.8·10-5(±3 orders of magnitude), 
T0=600 K (limits 1-3000 K), φ1,2 = 0.1 (± 0.2 V). The minor difference in Gaussian energetic disorders 
compared to Ref. [6] is due to the different voltage ranges used for fitting the temperature-dependent 
JV curves. In Ref. [6] the fitting ranges were set manually and slightly differed among the different JVs 
while in this case the auto-range mode resulted in a single voltage range for all the JV curves.  

For the DD+eGDM model the settings of the fitting program were: nMin=10, Vmin=2 V, slope Min = 
1.7, slope target = 2, curve min = -0.5. Initial guesses were: σ=75 meV (± 50 meV), hopping rate 1e9 s-

1 (±2 orders of magnitude), φ1,2 = 0.1 eV (± 0.2 meV) and aNN=1.2 nm (limits 1 nm – 4 nm). Speed mode 
was enabled for faster calculations. Thickness was fixed to the experimentally measured value for all 
material systems. Different initial guess values introduced insignificant variations in the resulting fitting 
parameters. The rest of the settings were left to the default values.  
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5 - Fitting parameters of MG+GDM model of Figure 3 
 

 Vbi 
[V] 

μ* 

[m2V−1s−1] 
B 
[-] 

T0 

[K] 
Error JV 

[-] 
TQ1:PC71BM 1:1 0.0055 9.85·10-8 1.9·10-5 379.6 0.00644 
TQ1:PC71BM:IC60BA 1:0.7:0.3 0.0185 3.96·10-7 2.14·10-5 328.2 0.00624 
TQ1:PC71BM:IC60BA 1:0.5:0.5 0.0176 6.72·10-7 2.62·10-5 318.6 0.00631 
TQ1:PC71BM:IC60BA 1:0.3:0.7 0.0257 9.76·10-9 8.15·10-6 2319 0.00955 
TQ1:IC60BA 1:1 -0.0320 1.23·10-7 2.23·10-5 336.2 0.00213 

Table S2. Fitting parameters for TQ1:PC71BM1-x:IC60BAx (0 ≤ x ≤ 1) hole-only devices extracted from the MG+GDM 
model.  

The Error JV is the one returned from the least squares fitting algorithm and refers to the deviation of 
the fitted curves to all the experimental datasets. The outlying fitting parameters for the 
TQ1:PC71BM:IC60BA 1:0.3:0.7 system originate from the very low measured current densities vs. 
applied voltage. 

 

6 - Fitting parameters of DD+eGDM model of Figure 3 
 

 Thickness 
[nm] 

φ1 
[meV] 

φ2 
[meV] 

Hopping rate 
[s-1] 

Error JV 
[-] 

aNN 
[nm] 

TQ1:PC71BM 1:1 110 100 69 4.22·109 0.02 1.75 
TQ1:PC71BM:IC60BA 1:0.7:0.3 115 98 80 9.33·109 0.039 1.71 
TQ1:PC71BM:IC60BA 1:0.5:0.5 120 100 68 6.15·109 0.029 1.93 
TQ1:PC71BM:IC60BA 1:0.3:0.7 110 160 155 6·108* 0.093 1.8* 
TQ1:IC60BA 1:1 110 99 82 2.66·109 0.019 1.76 
Table S3. Simulation parameters from the fitting of TQ1:PC71BM1-x:IC60BAx (0 ≤ x ≤ 1) hole-only devices with the 
DD+eGDM model in auto-range mode. *This hopping rate and αΝΝ were fixed as the current density of the 
TQ1:PC71BM:IC60BA 1:0.3:0.7 hole-only devices was low and resulted in high disorder (∼125meV) to balance the 
relatively high hopping rate of ∼5·109. 
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7 - J-V data and SCLC, MG+GDM-DD+eGDM analysis of pristine and binary hole-only 
devices used in OPV shown in Figure 4  
 

  



9 

 

 
Figure S2. (Left) Hole-only SCLC data fitted with the Murgatroyd-Gill law.[4,5] (Middle-left) Gaussian disorder 
model fit and active layer thickness. (Middle-right) Linear fit of the gamma values according to equation 17 in 
the main text. (Right) SCLC data fitted with the Drift Diffusion model. 

8 - Gaussian disorder and room temperature zero-field mobilities for MG+GDM and 
DD+eGDM models of the hole-only devices in Figure 4 
 

 GDM ODDD 

 σHOMO 
[meV] 

μ0 (300 K)  
[cm2V−1s−1] 

σHOMO 
[meV] 

μ0 (300 K)  
[cm2V−1s−1] 

PCDTBT pristine 72.2 1.81·10-4 52.9 1.01·10-4 
TQ1 pristine 94.6 7.49·10-6 92.7 5.66·10-6 
rrP3HT:PC61BM 1:1 62.2 4.29·10-5 48.1 2.46·10-5 
TQ1:PC71BM 1:1 86.8 6.62·10-6 92.2 6.71·10-6 
TQ1:IC60BA 1:1 88.1 8.66·10-6 89.8 5.76·10-6 
PTB7:PC71BM 1:1.5 65.3 2.78·10-4 47.7 2.86·10-4 
TQ1:PC71BM 1:2.5 85.9 3.48·10-5 74.9 2.27·10-5 
APFOGreen:PC71BM 1:3 77.1 6.69·10-5 49.7 7.93·10-5 
APFO3:PC61BM 1:4 90.7 6.59·10-5 85.5 4.12·10-5 
MDMO_PPV:PC61BM 1:4 81.9 5.78·10-5 70 4.27·10-5 

Table S4. Gaussian energetic disorder and room temperature zero-field mobilities from the MG+GDM and 
DD+eGDM models for pure and binary hole-only devices of Figure 4.  

The settings and initial parameter values are the same as in section 4 in the SI.  
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9 - Fitting parameters of MG+GDM model of Figure 3 
 

 Vbi 
 [V] 

μ* 

 [m2V−1s−1] 
B 
[-] 

T0  

[K] 
Error JV 

[-] 
PCDTBT pristine 0.19 7.32·10-7 2.11·10-5 268.3 0.0071 
TQ1 pristine -0.199 2.48·10-7 3.16·10-5 324.2 0.002 
rrP3HT:PC61BM 1:1 0.0113 5.9·10-8 1.44·10-5 290.3 2.1·10-5 
TQ1:PC71BM 1:1 0.0055 9.85·10-8 1.9·10-5 379.6 0.00644 
TQ1:IC60BA 1:1 -0.0320 1.23·10-7 2.23·10-5 336.2 0.00213 
PTB7:PC71BM 1:1.5 -0.199 5.22·10-7 1.42·10-5 264.7 8.7·10-4 
TQ1:PC71BM 1:2.5 -0.077 5.35·10-7 2.5·10-5 283.8 2.9·10-4 
APFOGreen:PC71BM 1:3 -0.199 3.93·10-7 1.39·10-5 298.6 0.0019 
APFO3:PC61BM 1:4 -0.19 1.27·10-6 2.45·10-5 302.1 0.0012 
MDMO_PPV:PC61BM 1:4 -0.139 5.71·10-7 2.64·10-5 293.9 0.0019 

Table S5. Fitting parameters for pristine, binary and ternary hole-only devices of Figure 4 extracted from the 
MG+GDM model in auto-range mode. 

For the material systems TQ1 pristine, PTB7:PC71BM 1:1.5, APFOGreen:PC71BM 1:3 and APFO3:PC61BM 
1:4 the Vbi was ∼0.4V when the fitting margins were set to ‘infinity’. However, the improvement on 
the JV fits and the difference in the mobilities and energetic disorder were negligible.  

 

10 - Fitting parameters of DD+eGDM model of Figure 4 
 

 Thickness 
[nm] 

φ1 
[meV] 

φ2 
[meV] 

Hopping rate 
[s-1] 

Error JV 
[-] 

aNN 
[nm] 

PCDTBT pristine 80 168 123 1.12·109 0.001 1.66 
TQ1 pristine 160 127 57 3.12·109 0.068 1.93 
rrP3HT:PC61BM 1:1 78 111 85.7 2·108 0.01 1.59 
TQ1:PC71BM 1:1 110 100 69 4.22·109 0.02 1.75 
TQ1:IC60BA 1:1 110 99 82 2.66·109 0.019 1.76 
PTB7:PC71BM 1:1.5 140 30 148 2·109 0.004 1.3 
TQ1:PC71BM 1:2.5 80 101 105 3.37·109 0.028 1.31 
APFOGreen:PC71BM 1:3 94 196 158 3.58·108 0.03 2.28 
APFO3:PC61BM 1:4 99 134 53.7 2.06·1010 0.02 1.3 
MDMO_PPV:PC61BM 
1:4 

147 103 96.9 1.8·109 0.04 1.9 

Table S6. Fitting parameters for pristine, binary and ternary hole-only devices of Figure 4 extracted from the 
DD+eGDM model in auto-range mode. The simulations were run with the same settings and initial guesses as in 
section 5.   
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11 – DD + eGDM, cGDM and ET-GDM comparison 
 

 

Figure S3. SCLC fits and extracted Gaussian disorder (in blue) for DD+eGDM, cGDM and ET-GDM for a) pristine 
TQ1 b) TQ1:PC71BM 1:2.5 and c) MDMO-PPV:PC61BM 1:4 
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12 – DD+ET-GDM fitting parameters  
 

 v0  
[s-1] 

Error JV 
[-] 

aNN 
[nm] 

σ 
[meV] 

α 
[nm] 

PCDTBT pristine 1.025·109 0.028 1.94 61.6 0.22 
TQ1 pristine 1.074·109 0.067 1.10 81 0.32 
TQ1:PC71BM 1:1 1.1·109 0.03 1.18 81.3 0.3 
TQ1:PC71BM:IC60BA 1:0.7:0.3 1.27·109 0.04 1.75 82 0.26 
TQ1:PC71BM:IC60BA 1:0.5:0.5 1.64·109 0.03 1.47 75.2 0.34 
TQ1:PC71BM:IC60BA 1:0.3:0.7 1.1·109 0.129 1.1 89.6 0.31 
TQ1:IC60BA 1:1 1·109 0.03 1 78.9 0.3 
rrP3HT:PC61BM 1:1 1·109 0.9 1 57.3* 0.27 
PTB7:PC71BM 1:1.5 2.2·109 0.002 1.45 53.1 0.13 
TQ1:PC71BM 1:2.5 1.02·109 0.02 1.26 70.2 0.20 
APFOGreen:PC71BM 1:3 2·109 0.03 1.36 68.3 0.19 
APFO3:PC61BM 1:4 1.7·109 0.019 2.05 82.3 0.18 
MDMO_PPV:PC61BM 1:4 1.41·109 0.04 1.21 64.4 0.33 

Table S7. Extracted parameters from fitting the temperature dependent SCLC data with the DD+ET-GDM model 
for all material systems. *The model could not accurately fit the data for rrP3HT:PC61BM 1:1 

 

13 - Arrhenius analysis for μ*=10 cm2V-1s-1 

 
Figure S4. a) Zero-field mobilities for hole-only pristine, binary and ternary material systems fitted with equation 
17 in the main text with Δ as a free parameter and a fixed μ*=10 cm2V-1s-1. The plot is scaled as in Ref. [7] showing 
a ‘universal’ μ* at infinite temperature. Open symbols with solid line fits indicate the material systems that do 
not show strong correlation between Δ and zero field mobility at 300 K b) Resulting Δ values versus zero field 
mobilities at 300 K for all   material systems investigated in this work. The dashed line is a guide to the eye. 
Stronger correlation (10 out of 13 material systems, indicated with solid symbols) is noticed when μ* is set equal 
to 10 cm2V-1s-1 compared to μ* set as a free parameter (c.f. Figure 5 and discussion in the main text). 
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Figure S5. a) Zero-field mobilities at infinite temperature for hole-only pristine, binary and ternary material 
systems fitted with equation 17 in the main text with μ* and Δ set as free parameters (black squares). The red 
dashed line is the fixed μ*=10 cm2V-1s-1. b) Activation energies Δ for free μ*(blue traces) and fixed μ*=10 cm2V-1s-

1 (red traces). 

 Free μ* 

[cm2V−1s−1] 
Δ  

[eV] 
Δ  

μ*=10 cm2V−1s−1  
[meV] 

TQ1:PC71BM 1:1 2.18 0.32 0.35 
TQ1:PC71BM:IC60BA 1:0.7:0.3 10.49 0.33 0.33 
TQ1:PC71BM:IC60BA 1:0.5:0.5 15.75 0.32 0.31 
TQ1:PC71BM:IC60BA 1:0.3:0.7 0.08 0.28 0.38 
TQ1:IC60BA 1:1 3.66 0.33 0.35 
PCDTBT pristine 0.54 0.20 0.26 
TQ1 pristine 23.34 0.38 0.36 
rrP3HT:PC61BM 1:1 0.019 0.15 0.28 
PTB7:PC71BM 1:1.5 0.25 0.17 0.25 
TQ1:PC71BM 1:2.5 8.76 0.31 0.32 
APFOGreen:PC71BM 1:3 1.86 0.25 0.26 
APFO3:PC61BM 1:4 60.16 0.35 0.31 
MDMO_PPV:PC61BM 1:4 3.82 0.28 0.3 

Table S8. Fitting parameters from Arrhenius-type analysis of all material systems with equation 17 in the main 
text for free and constrained μ*(show in Figures S3,S4).  
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Figure S6. Zoomed-in view of zero-field mobilities for hole-only devices fitted with equation 17 using a fixed 
μ*=10 cm2V-1s-1 while the activation energy Δ is set as a free fitting parameter. The universal μ* does not result 
in good fits for TQ1:PC71BM:IC60BA 1:0.3:0.7, PTB7:PC71BM 1:1.5, APFO3:PC61BM 1:4 and rrP3HT:PC61BM 1:1 
hole-only devices. 

14 - Forced γ=0 mobility and disorder analysis for APFO3:PC61BM 1:4 

 

Figure S7. a) Temperature-dependent SCLC data for APFO3:PC61BM 1:4 hole-only devices (black open symbols) 
fitted with Eq. 17 using γ ≥ 0 (red lines) and γ = 0 (blue lines); b) Extracted zero-field mobilities vs 1/T2 for γ ≥ 0 
(red open squares) and γ = 0 (blue open circles).  
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15 - Material Abbreviations 
TQ1 = poly[[2,3-bis(3-octyloxyphenyl)-5,8-quinoxalinediyl]-2,5-thiophenediyl]  
PC71BM = [6,6]-phenyl C71 butyric acid methyl ester  
PC61BM = [6,6]-phenyl C61 butyric acid methyl ester  
IC60BA = 1’,1’’,4’,4’’-tetrahydro-di[1,4]methanonaphthaleno-[1,2:2’,3’,56,60:2’,3’’][5,6]fullerene-C60 
PTB7 = poly({4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b’]-dithiophene-2,6-diyl}{3-fluoro-2-[(2-
ethylhexyl)carbonyl]-thieno[3,4-b]thiophenediyl}) 
P3HT = poly(3-hexylthiophene-2,5-diyl) 
PCDTBT = poly[N-9’-heptadecanyl-2,7-carbazole-alt-5,5-(4’,7’-di-2-thienyl-2’,1’,3’-benzothiadiazole)], 
poly[[9-(1-octylnonyl)-9H-carbazole-2,7-diyl]-2,5-thiophenediyl-2,1,3-benzothiadiazole-4,7-diyl-2,5-
thiophenediyl] 
MDMO PPV = poly[2-methoxy-5-(3′,7′-dimethyloctyloxy)-1,4-phenylenevinylene] 
APFO3 = poly[(9,9-dioctylfluorenyl-2,7-diyl)-alt-5,5-(40,70-di-2-thienyl-20,10,30-benzothiadiazole)]  

 

16 – Fabrication parameters  

 c [g/L] solvent Spin coating speed 
[rpm / sec] 

PCDTBT pristine 25 ODCB 500 / 120 
TQ1 pristine 25 ODCB 500 / 60 
TQ1:PC71BM 1:1 25 ODCB 500 / 60 
TQ1:PC71BM:IC60BA 1:0.7:0.3 25 ODCB 500 / 60 
TQ1:PC71BM:IC60BA 1:0.5:0.5 25 ODCB 500 / 60 
TQ1:PC71BM:IC60BA 1:0.3:0.7 25 ODCB 500 / 60 
TQ1:IC60BA 1:1 25 ODCB 500 / 60 
rrP3HT:PC61BM 1:1 20 CB 1000 / 60 
PTB7:PC71BM 1:1.5 20 ODCB 500 / 60 
TQ1:PC71BM 1:2.5 25 ODCB 500 / 60 
APFOGreen:PC71BM 1:3 15 CF 1500 / 60 
APFO3:PC61BM 1:4 20 CF 1500 / 60 
MDMO_PPV:PC61BM 1:4 20 CB 500 / 60 

Table S9. Solvent, active layer concentration and spin coating speed parameters for all material systems 

None of the material systems was annealed or blended with any additives. After the first spin coating 
step (indicated in the table) all samples were dried with a second spin coating step of 3000 rpm for 
60 seconds. 
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