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Abstract

In this paper we consider the problem of testing (a) sphericity and (b) intraclass covariance structure under a Growth Curve model. The maximum likelihood estimator (MLE) for the mean in a Growth Curve model is a weighted estimator with the inverse of the sample covariance matrix which is unstable for large $p$ close to $N$ and singular for $p$ larger than $N$. The MLE for the covariance matrix is based on the MLE for the mean, which can be very poor for $p$ close to $N$. For both structures (a) and (b), we modify the MLE for the mean to an unweighted estimator and based on this estimator we propose a new estimator for the covariance matrix. This new estimator leads to new tests for (a) and (b). We also propose two other tests for each structure, which are just based on the sample covariance matrix.

To compare the performance of all four tests we compute for each structure (a) and (b) the attained significance level and the empirical power. We show that one of the tests based on the sample covariance matrix is better than the likelihood ratio test based on the MLE.
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1 Introduction

In this paper we consider the problem of testing sphericity and intraclass covariance structure under a Growth Curve model. The general multivariate linear model, the so-called Growth Curve Model, was introduced by Potthoff and Roy (1964) when the \( p \times N \) observation matrix is normally distributed with an unknown covariance matrix. The Growth Curve model belongs to the curved exponential family, since it is a generalized multivariate analysis of variance model (GMANOVA). The mean structure for the Growth Curve model is bilinear, i.e., two design matrices are involved, in contrary to the ordinary multivariate analysis of variance (MANOVA) model where the mean is linear. For more details about the Growth Curve model see e.g., Kollo and von Rosen (2005); Kshirsagar and Smith (1995); Srivastava and Khatri (1979); Srivastava and von Rosen (1999).

For the Growth Curve model, when no assumption about the covariance matrix was made, Potthoff and Roy (1964) originally derived a class of weighted estimators for the mean parameter matrix. Khatri (1966) extended this result and showed that the maximum likelihood estimator is also a weighted estimator. Under a certain covariance structure, Rao (1967) and Reinsel (1982) have shown that the unweighted estimator is also the maximum likelihood estimator. Furthermore, Chinchilli and Walter Jr (1984) have derived the likelihood ratio test for this type of covariance matrix.

In the MANOVA model, when dealing with measurements on \( k \) equivalent psychological tests, Wilks (1946) was one of the first to consider patterned covariance matrices. A covariance matrix with equal diagonal elements and equal off-diagonal elements, i.e., a so-called intraclass covariance structure, was studied. For the Growth Curve model Khatri (1973) derived the likelihood ratio test for the intraclass covariance structure and Lee (1988) considered prediction for the model. Recently, there have again been some focus on the intraclass covariance structure for the Growth Curve model. Žežula (2006) derived some simple explicit estimators of the variance and the correlation given the intraclass covariance structure. The estimators were based on the unbiased estimating equations. Also based on the unbiased estimating equations, using an orthogonal decomposition, Ye and Wang (2009) and Klein and Žežula (2010) derived estimators for the intraclass covariance structure.

Closely connected to the intraclass covariance structure, with positive covariances, is the random effects covariance structure studied by Rao (1965, 1975), Reinsel (1982, 1984), Ware (1985) and recently by Srivastava and Singgull (2012) for a parallel profile model. The random-effect covariance structure has also been considered for the mixed MANOVA-GMANOVA models and the Extended Growth Curve models, see e.g., Yokoyama (1995, 1996,
The organization of the paper is as follows. In Section 2, we define the Growth Curve model and give the two jointly sufficient statistics. The MLE and an unweighted estimator are given in Section 3, where also a comparison of the two estimators is discussed. In Section 4 we give four tests for sphericity, the LRT and three other tests based on the unweighted estimator and the sum of squares, and similar in Section 5 for the intraclass covariance structure. In Section 6 the attained significance levels and the empirical powers are compared. The paper concludes in Section 7.

2 Model

In this section, some general ideas of how to estimate parameters in the Growth Curve model will be presented. The Growth Curve model introduced by Potthoff and Roy (1964) and Rao (1965) is defined as follows.

**Definition** Let \( X : p \times N \) and \( \xi : q \times m \) be the observation and parameter matrices, respectively, and let \( B : p \times q \) and \( A : m \times N \) be the within and between individual design matrices, respectively. Suppose that \( q \leq p \) and \( r + p \leq N \), where \( r = \text{rank}(A) \). The Growth Curve model is given by

\[
X = B\xi A + \varepsilon,
\]

where the columns of \( \varepsilon \) are assumed to be independently \( p \)-variate normally distributed with mean zero and an unknown positive definite covariance matrix \( \Sigma \), i.e.,

\[
\varepsilon \sim N_{p,N}(0, \Sigma, I_N),
\]

where \( N_{p,N}(\bullet, \bullet, \bullet) \) stands for the matrix normal distribution.

In this paper, for the sake of convenience and without loss of generality, we will assume that the design matrices \( B \) and \( A \) are of full rank, i.e., \( \text{rank}(B) = q \leq p \) and \( r = \text{rank}(A) = m \leq N \).

Our starting point for estimating parameters in the Growth Curve model are the two jointly sufficient statistics, the "mean" \( XA'(AA')^{-1}A \) and the sum of squares matrix

\[
V = X \left( I - A'(AA')^{-1}A \right) X'.
\]

The distribution of the "mean" and the sum of squares matrix are given by

\[
XA'(AA')^{-1}A \sim N_{p,N}\left( B\xi A, \Sigma, A'(AA')^{-1}A \right)
\]
and

\[ V \sim W_p(\Sigma, n), \]

where \( W_p(\bullet, \bullet) \) stands for the Wishart distribution with \( n = N - m \) degrees of freedom. Observe that \( V \) is independent of the parameter \( \xi \).

### 3 Estimators

In this section we will give the MLE of the mean parameter \( \xi \) and the covariance matrix \( \Sigma \). We also give the unweighted estimator discussed by Srivastava and Singull (2015).

#### 3.1 MLEs of the parameters \( \xi \) and \( \Sigma \)

The MLEs of \( \xi \) and \( \Sigma \) were given by Khatri (1966). The MLE of \( \xi \) is given by

\[ \hat{\xi}_{MLE} = (B'V^{-1}B)^{-1}B'V^{-1}XA'(AA')^{-1} \]  

(1)

and the MLE of \( \Sigma \) is

\[ N\hat{\Sigma}_{MLE} = (X - B\hat{\xi}_{MLE}A)'(X - B\hat{\xi}_{MLE}A) \]

\[ = V + (I_p - P^V_B) V_1 (I_p - P^V_B)', \]

(2)

where

\[ V = X(I_N - P^A)X' = XX' - V_1, \]

(3)

\[ V_1 = XA'(AA')^{-1}AX', \]

(4)

and where the projections \( P^A \) and \( P^V_B \) are defined as

\[ P^A = A'(AA')^{-1}A, \]

(5)

\[ P^V_B = B (B'V^{-1}B)^{-1} B'V^{-1}, \]

(6)

with the notation \( P^I_B = P_B \). The mean and covariance matrix for the estimator \( \hat{\xi}_{MLE} \) are given in Kollo and von Rosen (2005) as

\[ E(\hat{\xi}_{MLE}) = \xi, \]

\[ \text{cov}(\hat{\xi}_{MLE}) = \frac{n - 1}{n - 1 - (p - q)} (AA')^{-1} \otimes (B'\Sigma^{-1}B)^{-1}, \]
if \( n - 1 - (p - q) > 0 \). Since \( q \leq p \) we note that

\[
\frac{n - 1}{n - 1 - (p - q)} \geq 1.
\]  

(7)

Furthermore, the expectation of the \( \hat{\Sigma}_{MLE} \) is given by von Rosen (1991) as

\[
E(\hat{\Sigma}_{MLE}) = \Sigma - \frac{m N - m - 2(p - q) - 1}{N - m - (p - q) - 1} B (B' \Sigma^{-1} B)^{-1} B'.
\]

Clearly, the estimator \( \hat{\Sigma}_{MLE} \) is not an unbiased estimator of \( \Sigma \). The bias depends on the design matrix \( B \) and thus it could be a significant bias for relatively small samples.

### 3.2 Unweighted estimator of the parameters \( \xi \) and \( \Sigma \)

A natural alternative to the MLE would be an unweighted estimator of \( \xi \) which is discussed by Srivastava and Singull (2015) and is given by

\[
\hat{\xi}_{UW} = (B'B)^{-1} B' X A' (AA')^{-1}.
\]  

(8)

This estimator is simpler than the MLE, given in (1), since we do not need to calculate the inverse \( V^{-1} \) of the sum of squares matrix, which may not be stable for \( p \) close to \( n, p < n \). The distribution of the unweighted estimator is given by

\[
\hat{\xi}_{UW} \sim N_{q,m}(\xi, (B'B)^{-1} B' \Sigma B (B'B)^{-1}, (AA')^{-1}).
\]

From above, we get

\[
\text{cov}(\hat{\xi}_{UW}) = (AA')^{-1} \otimes (B'B)^{-1} B' \Sigma B (B'B)^{-1}.
\]

It has been shown by Rao (1967) (Lemma 2.c) that

\[
(B' \Sigma^{-1} B)^{-1} \leq (B'B)^{-1} B' \Sigma B (B'B)^{-1},
\]

with equality if and only if \( C(\Sigma^{-1} B) = C(B) \). The inequality is with respect to the Loewner partial ordering, i.e., \((B'B)^{-1} B' \Sigma B (B'B)^{-1} - (B' \Sigma^{-1} B)^{-1}\) is nonnegative definite. But for large \( p \) the expression in (7) could be much larger than one. Thus the superiority of one over the other will depend on the dimension \( p \). If the dimension \( p \) is large, the estimator given in (8) could be preferred.

It may be noted that the unweighted estimator \( \hat{\xi}_{UW} \) in (8) is the MLE when \( C(\Sigma^{-1} B) = C(B) \), for example when \( \Sigma = \sigma^2 I_p \). Hence, this is also
true for Rao’s simple structure $\Sigma = \mathbf{B}\Gamma\mathbf{B}' + \mathbf{Z}\Theta\mathbf{Z}'$, where $\Gamma$ and $\Theta$ are unknown symmetric matrices and $\mathbf{Z}: p \times (p-m)$ is known with rank $p-m$ such that $\mathbf{B}'\mathbf{Z} = \mathbf{0}$, first given by Rao (1967). Furthermore, for the special case, the intraclass covariance structure, $\Sigma = \sigma^2((1-\rho)\mathbf{I}_p + \rho\mathbf{1}\mathbf{1}')$, where $-\frac{1}{p-1} < \rho < 1$ and $\mathbf{1}$ is a vector of ones, and where the first column in $\mathbf{B}$ is a column of ones, as in many applications, the unweighted estimator $\hat{\xi}_{UW}$ in (8) is the MLE.

Following the usual method of obtaining an estimator of $\Sigma$, we obtain an estimator of $\Sigma$ by using the estimator given in (8). This new estimator of $\Sigma$ is given by

$$N\hat{\Sigma}_{UW} = (\mathbf{X} - \mathbf{B}\hat{\xi}_{UW}\mathbf{A})(\mathbf{X} - \mathbf{B}\hat{\xi}_{UW}\mathbf{A})' = \mathbf{V} + (\mathbf{I}_p - \mathbf{P}_B)\mathbf{V}_1(\mathbf{I}_p - \mathbf{P}_B)' .$$

Again the bias could be significant with

$$\text{E}(\hat{\Sigma}_{UW}) = \Sigma + \frac{m}{N} (\Sigma + (\mathbf{I}_p - \mathbf{P}_B)\Sigma(\mathbf{I}_p - \mathbf{P}_B)').$$

The bias in estimating $\Sigma$ either by the use of $\hat{\xi}_{MLE}$ give in (1) or $\hat{\xi}_{UW}$ given in (8), can be very large.

However, it is known that under normality, there exist an uniformly minimum variance unbiased invariant estimator for $\Sigma$ given by

$$\hat{\Sigma} = \frac{\mathbf{V}}{n} .$$

where $n = N-m$, see Žežula (1993) for more details. Thus, for the inference on the covariance matrix $\Sigma$, one should use the simple estimator given above in (10).

### 4 Testing Sphericity

In this section we test the hypothesis about sphericity, i.e.,

$$H_1 : \Sigma = \sigma^2 \mathbf{I}_p \quad \text{vs.} \quad A_1 : \Sigma > 0.$$

We will give four different test statistics with corresponding asymptotic null distributions. In Section 6 we will compare the performance of these four statistics.
4.1 Standard Likelihood Ratio Test for sphericity

The standard LRT for testing the hypothesis $H_1$ is based on the MLEs, (1) and (2). This test should not be preferred since it is based on a biased estimator of $\Sigma$, and the bias depending on the design matrix $B$. Anyway, the standard LRT as given in Khatri (1973) as

$$\lambda_1 = \left| \frac{V + (I - P_B^V)V_1(I - P_B^V)'}{(\text{tr} V + \text{tr}(I - P_B)V_1)^p} \right|,$$

where $V, V_1, P_B^V$ and $P_B$ are given in equations (3)-(6), respectively.

One can show that for large $N$,

$$P_{H_1}(-\kappa_1 \log \lambda_1 > c) = P\left(\chi^2_{f_1} > c\right),$$

where

$$\kappa_1 = n - 2 \left( \frac{2p^2 + p + 2}{12p} - \frac{m(p - q)}{2p} + \frac{qm(p - q)(p + m)}{2p(p^2 + p - 2)} \right)$$

and $f_1 = \frac{p(p + 1)}{2} - 1$. See Srivastava and Carter (1977) for more details.

4.2 Likelihood Ratio Test for sphericity based on the unweighted estimator of $\xi$

Using the estimator for $\Sigma$ based on the unweighted estimator for $\xi$, i.e., the estimator for the covariance matrix given in (9) we can propose another LR test statistic. This will be a modified LRT and not exact since it is not based on the distribution of the estimator. The test statistic is given by

$$\lambda_2 = \left| \frac{V + (I - P_B)V_1(I - P_B)'}{(\text{tr} V + \text{tr}(I - P_B)V_1)^p} \right|.$$

It may be noted that under the hypothesis $H_1$, $V = \sigma^2 I + n^{-1/2}U$, where $U = (u_{ij})$ and $u_{ij} = O_p(1)$. Hence, under $H_1$, $P_B^V = P_B + n^{-1/2}O_p(U)$. Thus, $\lambda_1$ and $\lambda_2$ have the same asymptotic distribution.

4.3 LRT for sphericity based only on the matrix $V$

We can also derive a LRT using the fact that the sum of squares matrix is Wishart distributed as $V = X(I_N - P_A)X' \sim W_p(\Sigma, n)$. This test
statistic will be the same as under a linear model assumption and is given by
\[ \lambda_3 = \frac{|V|}{\left(\text{tr}V\right)^p}. \]

One can show that for large \( N \),
\[ P_{H_1} (-\kappa_3 \log \lambda_3 > c) = P(\chi^2_{1_1} > c), \]
where \( \kappa_3 = n - \frac{2p^2 + p + 2}{6p} \). See Srivastava and Khatri (1979) Chapter 7.4 for more details.

4.4 Test for sphericity based on a measure of sphericity using \( \text{tr}V \) and \( \text{tr}V^2 \)

Following Srivastava (2005) we will give a test statistic based on \( \text{tr}V \) and \( \text{tr}V^2 \). Let \( a_1 \) and \( a_2 \) be defined as
\[ a_1 = \frac{\text{tr}\Sigma}{p} \quad \text{and} \quad a_2 = \frac{\text{tr}\Sigma^2}{p}, \]
and let \( \sigma_i, i = 1, ..., p \) be the eigenvalues of \( \Sigma \). From the Cauchy-Schwarz inequality, it follows that
\[ a_1^2 \leq \frac{\sum_{i=1}^p \sigma_i^2}{p} = a_2, \]
with equality if and only if \( \sigma_1 = ... = \sigma_p = \sigma^2 \), i.e., if and only if \( \Sigma = \sigma^2 I_p \).

Srivastava (2005) defined a measure of sphericity given by
\[ \lambda_4 = \frac{a_2}{a_1^2} - 1, \]
which is non-negative and takes the value 0 if and only if \( \Sigma = \sigma^2 I_p \). Srivastava (2005) proposed a test based on unbiased and consistent estimators of \( a_1 \) and \( a_2 \), given as
\[ \hat{a}_1 = \frac{\text{tr}V}{np}, \]
\[ \hat{a}_2 = \frac{1}{p(n - 1)(n + 2)} \left( \text{tr}V^2 - \frac{1}{n} (\text{tr}V)^2 \right), \]
respectively. Furthermore, the asymptotic distribution for \( \hat{a}_1 \) is given by Srivastava (2005) and using this we can get an unbiased estimator of \( a_1^2 \) as

\[
\hat{a}_1^2 - 2 \frac{\hat{a}_2}{np},
\]

since

\[
E(\hat{a}_1^2) = \text{var}(\hat{a}_1) + (E(\hat{a}_1))^2 = 2 \frac{a_2}{np} + a_1^2.
\]

Hence, the test statistic that we propose for sphericity is

\[
\hat{\lambda}_4 = \frac{\hat{a}_2}{\hat{a}_1^2 - 2 \frac{\hat{a}_2}{np}} - 1.
\]

Under the null hypothesis that \( \Sigma = \sigma^2 I_p \), and \( n = O(p^\delta) \), \( \delta > 1/2 \), asymptotically as \( (n,p) \to \infty \)

\[
\frac{n}{2} \lambda_4 \sim N(0,1).
\]

Note that it is a one-sided test for testing the hypothesis that \( \lambda_4 = 0 \) vs. \( \lambda_4 > 0 \). Also, note that the test statistic based on \( \hat{\lambda}_4 \) can be performed for all values of \( n \) and \( p \) as opposed to the test based on the likelihood ratio test which requires that \( n \geq p \).

5 Testing intraclass covariance structure

In this section we consider the hypothesis

\[
H_2 : \Sigma = \Sigma_{IC} \equiv \sigma^2((1 - \rho)I_p + \rho 11^t) \quad \text{vs.} \quad A_2 : \Sigma > 0,
\]

with \(-\frac{1}{p-1} < \rho < 1\). This covariance structure \( \Sigma_{IC} \) is called intraclass covariance structure. Other names are uniform or complete symmetry. We will give four different test statistics with corresponding asymptotic null distribution. In Section 6 we will compare the performance of these test.

5.1 Standard Likelihood Ratio Test for intraclass covariance structure

The standard LRT testing the hypothesis \( H_2 \) is based on the MLEs, (1) and (2). This test should not be preferred, since it is not based on an unbiased
estimator of $\Sigma$. Anyway, the standard LRT is given by Khatri (1973) as
\[ \gamma_1 = \frac{|V + (I - P_B)V_1(I - P_B)'|}{\left( \frac{1'V1}{p} \right) \left( \frac{\text{tr}(I - P_1)V + \text{tr}(I - P_B)V_1}{p - 1} \right)^{p - 1}}. \] (14)

As usual, one can show that for large $N$ we have
\[ P_{H2}(-n \log \gamma_1 > c) = P\left( \chi^2_{f_2} > c \right), \] (15)
where $f_2 = \frac{p(p + 1)}{2} - 2$.

5.2 Likelihood Ratio Test for intraclass covariance structure based on the unweighted estimator of $\xi$

Again we can use the estimator of $\Sigma$ based on the unweighted estimator for $\xi$, i.e., the estimator for the covariance matrix given in (9). The modified LRT statistic is given by
\[ \gamma_2 = \frac{|V + (I - P_B)V_1(I - P_B)'|}{\left( \frac{1'V1}{p} \right) \left( \frac{\text{tr}(I - P_1)V + \text{tr}(I - P_B)V_1}{p - 1} \right)^{p - 1}}. \]

The difference between the LRT $\gamma_1$, given in (14), and the modified LRT $\gamma_2$ is only in the inner product defined by $V$ in the projector $P_B$ in the numerator. Again, as discussed earlier in Section 4.2, this inner product will not change the asymptotic distribution. Hence, the asymptotic distribution for the modified LRT statistic $\gamma_2$ is the same as for the LRT statistic $\gamma_1$ and is given in (15).

5.3 LRT for intraclass covariance structure based only on the matrix $V$

Again, we can derive a LRT using the fact that $V \sim W_p(\Sigma, n)$. This test statistic will be the same as under a linear model assumption and is given by
\[ \gamma_3 = \frac{|V|}{\left( \frac{1'V1}{p} \right) \left( \frac{ptrV - 1'V1}{p(p - 1)} \right)^{p - 1}}. \]

For large $N$, Box (1949, 1950) has shown that
\[ P_{H2}(-\nu_3 \log \gamma_3 > c) = P\left( \chi^2_{f_2} > c \right), \]
where $\nu_3 = n - \frac{p(p + 1)^2(2p - 3)}{6(p - 1)(p^2 + p - 4)}$. 
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5.4 Test for intraclass covariance structure based on a measure of sphericity

Let the matrix $Q$ be an orthogonal matrix of order $p$ and let the first column be a normalized column of ones, i.e.,

$$Q = \left(p^{-1/2}1_p \quad Q_2\right): p \times p.$$ 

Given the one-to-one orthogonal transformation $X^* = Q'X$ we have the following equivalent model

$$X^* \sim N_{p,N}(B^*\xi A, \Sigma^*, I_N),$$

where

$$B^* = Q'B,$$

$$\Sigma^* = Q'\Sigma Q = \begin{pmatrix} \sigma_{11}^* & \sigma_{12}^* \\ \sigma_{21}^* & \Sigma_{22}^* \end{pmatrix},$$

and $\sigma_{12}^* = (\sigma_{21}^*)': 1 \times (p-1)$, $\Sigma_{22}^*: (p-1) \times (p-1)$. However, under the null hypothesis $H_2$ we have

$$\Sigma^* = Q'\Sigma_{IC} Q = \begin{pmatrix} \sigma^2(1 + (p-1)\rho) & \mathbf{0}' \\ \mathbf{0} & \sigma^2(1 - \rho)I_{p-1} \end{pmatrix}.$$ 

Instead of testing the hypothesis given in (13), we will test the hypothesis

$$H_3 : \Sigma_{22}^* = \tilde{\sigma}^2 I_{p-1} \quad \text{vs.} \quad A_3 : \Sigma_{22}^* > 0,$$

for some $\tilde{\sigma}^2$, even if we loose some information due to the fact that we do not test if $\sigma_{12}^* = 0'$. Hypothesis $H_3$ is tested using the same procedure as for testing sphericity in Subsection 4.4.

6 Compare the performance

To compare the performance for the different tests we can compute the attained significance level (ASL) and the empirical power. Let $c$ be the critical value from the distribution considered for the test statistics. With 10,000 simulated replications under the null hypothesis, the ASL is computed as

$$\hat{\alpha} = \frac{\# \text{ of } t_H \geq c}{\# \text{ simulated replications}}.$$
where \( t_H \) is the value of the test statistic derived from the simulated data under the null hypothesis. We set the nominal significance level to \( \alpha = 5\% \).

For the simulations let
\[
B_1 = \begin{pmatrix} 1 & 1 & \cdots & 1 \\ 1 & 2 & \cdots & p \end{pmatrix}
\]
or \( B_2 = (b_{ij}) \), where \( b_{ij} \sim U(0, 2) \), \( i = 1, \ldots, p, j = 1, 2 \) and
\[
A = \begin{pmatrix} 1_{N_1}' & 0_{N_2}' \\ 0_{N_1}' & 1_{N_2}' \end{pmatrix},
\]
i.e., with \( q = 2 \) and \( m = 2 \). For simplicity we will choose \( N \) even and \( N_1 = N_2 = N/2 \).

For the power simulations let \( D = \text{diag}(\sigma_1, \ldots, \sigma_p) \) and define \( \sigma_i = \sqrt{U[0.9, 1.1]} \), for \( i = 1, \ldots, p \). Also, let \( R = (\rho_{ij}) \), where \( \rho_{ij} = (-1)^{i+j}(r \log p)^{|i-j|} \).
Under the alternatives we will assume the covariance matrix
\[
\Sigma_A = DRD, \quad \text{with } r = 0.5 \text{ and } f = 0.1.
\]
We can compute the empirical power using two different critical values. We can either use the critical value \( c \) from the asymptotic distribution, or we can use the estimated critical value \( \hat{c} \) calculated from the simulated data under the null hypothesis, i.e., the critical value calculated from the empirical null distribution. We will use the estimated critical value since the ASL is greatly affected for some tests. The empirical power is calculated from 10,000 new replications simulated under the alternative hypothesis when \( \Sigma = \Sigma_A \). Let \( t_A \) be the value of the test statistic derived from the simulated data under the alternative hypothesis. The empirical power is given as
\[
\hat{\beta} = \frac{\# \text{ of } t_A \geq \hat{c}}{\# \text{ simulated replications}}.
\]
### Table 1: Sphericity - ASL and Power (%)

<table>
<thead>
<tr>
<th>$N$</th>
<th>$p$</th>
<th>ASL $\hat{\alpha}$ ($\alpha = 5%$)</th>
<th>Power $\hat{\beta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\lambda_1$</td>
<td>$\lambda_2$</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>7.77</td>
<td>1.82</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>33.67</td>
<td>2.96</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>5.40</td>
<td>3.37</td>
</tr>
<tr>
<td>12</td>
<td>6</td>
<td>8.04</td>
<td>2.82</td>
</tr>
<tr>
<td>12</td>
<td>9</td>
<td>27.98</td>
<td>5.44</td>
</tr>
<tr>
<td>12</td>
<td>24</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>4.86</td>
<td>3.29</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>8.56</td>
<td>4.56</td>
</tr>
<tr>
<td>20</td>
<td>15</td>
<td>26.35</td>
<td>11.46</td>
</tr>
<tr>
<td>20</td>
<td>40</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>60</td>
<td>15</td>
<td>5.61</td>
<td>4.80</td>
</tr>
<tr>
<td>60</td>
<td>30</td>
<td>11.21</td>
<td>9.24</td>
</tr>
<tr>
<td>60</td>
<td>45</td>
<td>57.13</td>
<td>50.01</td>
</tr>
<tr>
<td>60</td>
<td>120</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>100</td>
<td>25</td>
<td>5.92</td>
<td>5.28</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>15.92</td>
<td>14.31</td>
</tr>
<tr>
<td>100</td>
<td>75</td>
<td>88.25</td>
<td>86.02</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>6.69</td>
<td>6.43</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>32.01</td>
<td>30.91</td>
</tr>
<tr>
<td>200</td>
<td>150</td>
<td>1.40</td>
<td>1.54</td>
</tr>
<tr>
<td>200</td>
<td>400</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>60</td>
<td>15</td>
<td>5.46</td>
<td>4.58</td>
</tr>
<tr>
<td>60</td>
<td>30</td>
<td>11.01</td>
<td>9.03</td>
</tr>
<tr>
<td>60</td>
<td>45</td>
<td>57.57</td>
<td>50.46</td>
</tr>
<tr>
<td>60</td>
<td>120</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>100</td>
<td>25</td>
<td>5.84</td>
<td>5.38</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>15.05</td>
<td>13.66</td>
</tr>
<tr>
<td>100</td>
<td>75</td>
<td>88.12</td>
<td>85.88</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>6.61</td>
<td>6.35</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>31.83</td>
<td>30.76</td>
</tr>
<tr>
<td>200</td>
<td>150</td>
<td>1.79</td>
<td>1.64</td>
</tr>
<tr>
<td>200</td>
<td>400</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>N</td>
<td>p</td>
<td>ASL $\hat{\alpha}$ ($\alpha = 5%$)</td>
<td>Power $\beta$</td>
</tr>
<tr>
<td>----</td>
<td>---</td>
<td>----------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma_1$</td>
<td>$\gamma_2$</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>8.97</td>
<td>6.22</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>10.81</td>
<td>5.84</td>
</tr>
<tr>
<td>12</td>
<td>6</td>
<td>19.02</td>
<td>8.47</td>
</tr>
<tr>
<td>12</td>
<td>24</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>24</td>
<td>6</td>
<td>8.87</td>
<td>6.46</td>
</tr>
<tr>
<td>24</td>
<td>8</td>
<td>11.85</td>
<td>8.32</td>
</tr>
<tr>
<td>24</td>
<td>12</td>
<td>30.59</td>
<td>22.71</td>
</tr>
<tr>
<td>24</td>
<td>48</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>48</td>
<td>12</td>
<td>11.65</td>
<td>9.87</td>
</tr>
<tr>
<td>48</td>
<td>16</td>
<td>22.68</td>
<td>19.70</td>
</tr>
<tr>
<td>48</td>
<td>24</td>
<td>71.61</td>
<td>67.00</td>
</tr>
<tr>
<td>48</td>
<td>96</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>96</td>
<td>24</td>
<td>24.89</td>
<td>23.35</td>
</tr>
<tr>
<td>96</td>
<td>32</td>
<td>58.36</td>
<td>56.26</td>
</tr>
<tr>
<td>96</td>
<td>48</td>
<td>99.81</td>
<td>99.74</td>
</tr>
<tr>
<td>96</td>
<td>192</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>192</td>
<td>48</td>
<td>65.51</td>
<td>64.66</td>
</tr>
<tr>
<td>192</td>
<td>64</td>
<td>98.38</td>
<td>98.29</td>
</tr>
<tr>
<td>192</td>
<td>96</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>192</td>
<td>384</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>N</th>
<th>p</th>
<th>ASL $\hat{\alpha}$ ($\alpha = 5%$)</th>
<th>Power $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\gamma_1$</td>
<td>$\gamma_2$</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>11.73</td>
<td>6.85</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>11.31</td>
<td>5.91</td>
</tr>
<tr>
<td>12</td>
<td>6</td>
<td>24.22</td>
<td>9.36</td>
</tr>
<tr>
<td>12</td>
<td>24</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>24</td>
<td>6</td>
<td>10.09</td>
<td>6.73</td>
</tr>
<tr>
<td>24</td>
<td>8</td>
<td>14.73</td>
<td>8.97</td>
</tr>
<tr>
<td>24</td>
<td>12</td>
<td>39.53</td>
<td>24.40</td>
</tr>
<tr>
<td>24</td>
<td>48</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>48</td>
<td>12</td>
<td>18.50</td>
<td>11.24</td>
</tr>
<tr>
<td>48</td>
<td>16</td>
<td>29.94</td>
<td>20.73</td>
</tr>
<tr>
<td>48</td>
<td>24</td>
<td>78.64</td>
<td>69.50</td>
</tr>
<tr>
<td>48</td>
<td>96</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>96</td>
<td>24</td>
<td>32.85</td>
<td>25.38</td>
</tr>
<tr>
<td>96</td>
<td>32</td>
<td>67.01</td>
<td>57.43</td>
</tr>
<tr>
<td>96</td>
<td>48</td>
<td>99.87</td>
<td>99.82</td>
</tr>
<tr>
<td>96</td>
<td>192</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>192</td>
<td>48</td>
<td>73.54</td>
<td>66.55</td>
</tr>
<tr>
<td>192</td>
<td>64</td>
<td>98.84</td>
<td>98.27</td>
</tr>
<tr>
<td>192</td>
<td>96</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>192</td>
<td>384</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: Intraclass covariance structure - ASL and Power (%)
7 Conclusion

In Table 1 we see that when testing sphericity, $\lambda_4$ seems to be the best. For small $p$ compared to $N$ there is no really difference, but when $p$ is larger, $\lambda_4$ is definitely better with controlled ASL and good power. Observe also that the test statistic $\lambda_4$ works fine for high dimensions, i.e., when $p > N$. One can note the small ASL for $\lambda_1$ and $\lambda_2$ for the case $N = 200, p = 150$. This is probably due to numerical problems.

For testing the intraclass covariance structure we see, in Table 2, that test statistic $\gamma_4$ controls the ASL better then the others. Also the power is better with $\gamma_4$ for most of the cases. Note also that $\gamma_3$ seems to behave pretty well with controlled ASL and good power. Observe again that the test statistic $\gamma_4$ works fine for high dimensions.
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