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Abstract—A new spectral response (SR) measurement routine is proposed that is universally applicable for all perovskite devices. It is aimed at improving measurement accuracy and repeatability of SR curves and current–voltage curve spectral mismatch factor (MMF) corrections. Frequency response, effects of preconditioning as well as dependency on incident light intensity and voltage load on SR measurements are characterized on two differently structured perovskite device types. It is shown that device preconditioning affects the SR shape, causing errors in spectral MMF corrections of up to 0.8% when using a reference cell with a good spectral match and a class A solar simulator. Wavelength dependent response to incident light intensity and voltage load is observed on both device types, which highlights the need to measure at short-circuit current and maximum power point to correct spectral mismatch. The method with recommendations given ensures that the correct measurement conditions are applied and measurements are corrected for instability in performance.
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I. INTRODUCTION

PEROVSKITE solar cells have gained significant interest and importance over the past years with independently verified efficiencies now surpassing 20.9% on ~1 cm² solar cells [1], [2] and 16% on minimodules [1]. Independent verification of device efficiency is important when comparing device performance between research labs. This is particularly challenging for perovskite solar cells as their general behavior under measurement is different to more conventional photovoltaic devices. The key problem arising with perovskite solar cells is the metastability causing a change in performance dependent on the operational history. Measurements are affected by a hysteresis when measuring the current–voltage ($I$–$V$) curve in forwards and reverse directions, which is somewhat similar to high capacitance silicon or dye-sensitized solar cells. However, the origin of this hysteresis effect is different. The device is affected by metastability with respect to voltage and irradiance history in the time-scale of typical measurements [3]–[7], also referred to as preconditioning effects. This makes the use of common measurement routines using flash solar simulators impossible and increases the difficulty in characterizing these devices as conventional measurement approaches deliver inaccurate results. This is demonstrated by an inter-laboratory comparison, which reported much larger variability in efficiency measurements of perovskite samples compared to silicon solar cells [8]. Unaccredited research labs in the inter-comparison showed a ~35% standard deviation in reported efficiency of slow responding perovskite devices compared to ~3.7% of silicon solar cells. The comparability between laboratories was much better on fast responding devices, but nevertheless still 30% higher compared to silicon samples.

The magnitude of the effects described can change between different device structures or even from batch to batch of the same technology. Device inter-comparisons and quality assessments require a standardized methodology considering all idiosyncrasies. This is important for both $I$–$V$ curve and spectral response (SR) or external quantum efficiency (EQE) measurements. While methodologies for $I$–$V$ measurements of perovskite devices have been investigated [8]–[11], much less is reported on the applicability of SR measurement methods [9]. Nevertheless, SR measurements are a significant step in the calibration of devices. They are required to calculate the spectral mismatch factor (MMF) [12] that corrects the device performance measurements from the error induced by the
differences between the solar simulator spectrum and the stand-ardized test spectrum [13]. This step is often not carried out and the somewhat questionable approach of using a “matched” reference cell (RC) is chosen. This paper investigates the difficulties associated with determination of the SR.

The focus of this work is on how different SR measurement parameters, such as bias irradiance, voltage load, preconditioning, and modulation frequency affect results. The objective is not to explain physical causes of effects, but rather to develop a universally applicable methodology to measure the SR with good reliability and repeatability. Guidelines are provided that will enable better inter-laboratory comparability for accredited measurement laboratories and material research laboratories. While test device temperature also affects SR with wavelength dependency to varying degrees, this has not been investigated here due to difficulties contacting the superstrate test devices. Temperature coefficients of perovskite solar cells are reviewed in [14] and the impact on SR has been investigated in [15].

To highlight the variability in performance characteristic and behavior of differently structured devices, the character-istics of two different perovskite architectures are investigated: Sample type A, ~10 mm² small area round samples with a p-i-n planar heterojunction structure similar to [16] but with NiO and PCBM as the p-type and n-type charge extraction layer. The perovskite active layer of type A is a triple cation perovskite with the same composition as in [17] and sample type B, 1 cm² area perovskite device with a triple meso-sopic structure, i.e., overlapped mesoporous titania, zirconia, and carbon, as detailed in [18] using two-dimensional/three-dimensional (HOOC(CH₂)₄NH₃)₂PbI₄/CH₃NH₃PbI₃ perovskite for better stability [19]. For comparison purposes, the efficiency and fill factor factor of device type A was measured as η = 12.5%, FF = 75% and of type B as η = 6.7%, FF = 33%.

Better SR measurements lower the uncertainty in MMF correc-tions as will be shown in the following. MMF error estimates are given to provide a guide to the impact of imperfect SR mea-surements. They are based on a typical class A spectral match solar simulator using a moderately well-matched KG2 filtered RC. The error induced will vary from system to system and can be significantly higher as it is heavily dependent on the solar simulator spectrum and RC used.

II. MEASUREMENT FACILITIES

A multi-laser high-speed EQE system has been utilized for this work. The system can measure a full 11-point EQE curve in as little as 0.1 s, synchronized for all wavelengths at the same time. The system is therefore capable of recording the dynamic changes in perovskite solar cell performance due to preconditioning and variations in electrical load or in irradiance incident on the cell. This provides additional understanding of the behavior of perovskite solar cells that cannot be provided using conventional systems that scan the SR curve with each wavelength consecutively.

The principle of the system is based on a method utilized in [21]: The laser light is sine-wave modulated with adjustable frequency and intensity. The current signals from the reference diode and sample are extracted using fast Fourier transformation. Because all lasers can be modulated at the same time at different frequencies, the full 11-point differential spectral response curve can be extracted for all wavelengths simulta-neously. The system projects an over-illuminating monochromatic light beam onto the device under test (DUT). In total, 11 diode lasers at varying wavelengths 405 to 1060 nm are used as monochromatic light sources. By default, a 160 to 340 Hz range with a 10 Hz separation and rejecting 50 Hz power line harmonics is used. As will be shown in Section III-B, measuring all wavelengths simultaneously at ac had little influence on the shape of SR curve of both device types tested. The typical irradiance for all lasers illuminating the sample simultaneously is ~0.5 mW/cm². The bias light consists of 4000 K natural white LED lamps that can reach an equivalent effective light intensity of ~1.5 suns on a silicon solar cell. Because the test samples are both superstrate configuration, temperature control of the devices during measurements was not possible. Nevertheless, because white LED bias light is used without infrared (IR) component, the effect on temperature during measurements is reduced even at 1 Sun equivalent light intensity.

The laser SR system is comparison calibrated using a silicon RC traceable to the European Solar Test Installation.

III. DEVICE BEHAVIOR AND MEASUREMENT IMPLICATIONS

A. Preconditioning

It is well known that preconditioning of perovskite samples is one cause of hysteresis during I–V curve measurements. Thus, preconditioning effects have been measured to quantify the dependence on SR. In addition to periodically measured DUT bias voltage, current, and irradiance, the EQE curve is measured as a “snapshot” simultaneously using all lasers as detailed in the previous section. The preconditioning profile was 20 min of light soaking with 10 min of relaxation before and after light soaking. Bias voltage was applied from the start and throughout the full test. Light soaking was recorded at multiple bias light and voltage conditions; however, for relevance, only results from preconditioning at I_sc are shown here.

Significant differences are observed in the current traces of both sample types measured during preconditioning (top graph of Fig. 1). Type A responds much faster and type B settles more slowly. However, both devices needed ~10–15 min to stabilize. The rate of this is dependent on bias irradiance, with faster stabil-ization at lower irradiance and smaller voltage bias, with longer settling for higher voltage load. Also noted was a slow gradual increase in current readings even after 20 min of light soaking on type A devices, which can affect especially SR measurements that are taken very slowly. During preconditioning, both device types showed significant changes in the absolute scale of the EQE curve, as indicated by the current measurements, and also in the relative EQE curve shape. The bottom graph of Fig. 1 compares the relative EQE measured at the beginning of light soaking just after turning on the 1 Sun intensity bias light to the end just before switching off the bias light. A change in EQE shape is observed on both samples, but with opposite trend. Type B shows a significant increase in red to near IR (NIR)
response and a reduction in blue light absorption, whereas on device type A, a reduction in relative EQE in the NIR region is observed. While a detailed investigation as to the exact cause has not been investigated in this work, it is estimated that the main cause in the difference in response can be attributed to the different perovskite materials and likely device structures between device type A and B. The effect on MMF between initial EQE and EQE after 20 min of light soaking is in this case small for type A with 0.03% and significant for type B with 0.8% change in MMF. Note that some of the changes in the shape of the SR may be caused by changing sample temperature during preconditioning.

The results detailed in Fig. 1 highlight the importance of allowing for stabilization of the DUT under bias light and voltage load conditions before starting measurements. Preconditioning affects not only the absolute scale of the EQE, but also the shape, which influences MMF and thus I–V curve and efficiency measurements. Because EQE is normally scanned at consecutive wavelengths or filters one by one, not allowing for preconditioning can cause an additional error due to changing performance of the DUT during the measurement as shown in Fig. 2. Here, the EQE is measured in this example consecutively over the first 6 min after enabling the bias light. In this case, the shape of the EQE curve especially of type B is significantly skewed. The MMF is affected by absolute 0.1% on type A and 0.55% on type B.

Because type A devices have shown a very slow improvement even after 20 min of preconditioning, it is important to monitor the sample current during SR measurements. For complete confidence that device performance has not changed significantly and affected SR measurements, it is advisable to monitor a reference wavelength at least before and after the SR measurements. The bias current of the DUT should be monitored throughout the measurement. The recorded data can then be used to correct the SR curve for instability in performance, as detailed in Section IV.

To save time, one could consider measuring in the dark without bias light. However, it was observed that the measured EQE increased significantly over the first minute with little wavelength dependence (see Fig. 3). This was caused by preconditioning of the perovskite devices due to the monochromatic laser light used for measurements. Both sample types show a similar response to varying rate. At 0.2 Suns bias light intensity, this effect was not evident because the intensity of the monochromatic light was much smaller than the bias light. For accurate SR measurements, this means samples should not be measured without bias light. Even though the change in SR is independent of wavelength at low light preconditioning, the change in its scale is significant. When the SR curve is traced with monochromatic
BLISS et al.: SPECTRAL RESPONSE MEASUREMENTS OF PEROVSKITE SOLAR CELLS

Both device types show a good flat response within the range of 10–340 Hz. The near-dc response (4 s per measurement, \( \sim 0.25 \) Hz) of type B is significantly larger than at 10 Hz. However, as shown in bottom graph of Fig. 4, the change in frequency response affects mainly the absolute scale of the EQE while the shape changes only by a small extent. The increased dc response was noted on both type B samples available for testing with some variation in the increase in response relative to ac (24\% and 20\%). This is unlikely to arise in the measurement system and it cannot be attributed to electrical low-pass filtering such as the capacitive response of the sample because of the flat response seen at higher frequencies. The effect on MMF between measuring at dc and at 160 Hz is 0.05\% for type A and 0.04\% for type B, using a class A Xenon lamp solar simulator with a KG2 filtered silicon RC.

Because both types show differing frequency response, as shown in Fig. 4, the effect of modulation frequency on EQE should be verified before measuring. Type B showed a significant increase in SR amplitude at dc, which suggests that one should always measure under dc because it is more representative of real outdoor conditions. However, this may not be beneficial for measurement accuracy. Measurements at dc are much more prone to low frequency bias light fluctuations and noise from amplifiers, which take a long time to average out. Measuring in the dark improves the measurement signal, however, as shown in the previous section, it introduces a significant error in both the EQE scale and shape, affecting also the MMF correction for \( I-V \) curve measurements. Therefore, if the DUT shows a flat response area at higher frequencies that has little or no effect on the shape of the EQE curve, as shown in this case for both device types, the conclusion is that it is better overall to measure with chopped light. The lock-in amplifier technique can then be utilized to reduce noise influence and eliminate low frequency bias light errors caused by power supply and temperature variations. The absolute scale error in the SR curve can be corrected using \( I_{SC} \) measurements under broadband illumination and is irrelevant for MMF corrections. The estimated MMF error introduced in the presented case (0.05\%) by measuring using modulated light is considered well below uncertainties introduced by measuring under dc.

C. Influence of Bias Light and Voltage on Steady-State Conditions

The accuracy of MMF corrections to \( I-V \) measurements, especially of wavelength-dependent nonlinear devices, depends heavily on the applied bias irradiance conditions [27], [28]. In addition to irradiance bias, the voltage load on the DUT also can influence the sample SR, as reported for amorphous silicon devices [29], [30]. This section investigates the effect of bias light intensity and voltage load on SR measurements and its impact on MMF. The bias light influence was measured at \( I_{SC} (0 \text{ V}) \) and the voltage bias dependency was measured at 1 Sun intensity. After 10 min preconditioning, at which time the devices are at, or near, static conditions, the current, voltage, and EQE were recorded.

Both device types show a good flat response within the range of 10–340 Hz. The near-dc response (4 s per measurement, \( \sim 0.25 \) Hz) of type B is significantly larger than at 10 Hz. However, as shown in bottom graph of Fig. 4, the change in frequency response affects mainly the absolute scale of the EQE while the shape changes only by a small extent. The increased dc response was noted on both type B samples available for testing with some variation in the increase in response relative to ac (24\% and 20\%). This is unlikely to arise in the measurement system and it cannot be attributed to electrical low-pass filtering such as the capacitive response of the sample because of the flat response seen at higher frequencies. The effect on MMF between measuring at dc and at 160 Hz is 0.05\% for type A and 0.04\% for type B, using a class A Xenon lamp solar simulator with a KG2 filtered silicon RC.

Because both types show differing frequency response, as shown in Fig. 4, the effect of modulation frequency on EQE should be verified before measuring. Type B showed a significant increase in SR amplitude at dc, which suggests that one should always measure under dc because it is more representative of real outdoor conditions. However, this may not be beneficial for measurement accuracy. Measurements at dc are much more prone to low frequency bias light fluctuations and noise from amplifiers, which take a long time to average out. Measuring in the dark improves the measurement signal, however, as shown in the previous section, it introduces a significant error in both the EQE scale and shape, affecting also the MMF correction for \( I-V \) curve measurements. Therefore, if the DUT shows a flat response area at higher frequencies that has little or no effect on the shape of the EQE curve, as shown in this case for both device types, the conclusion is that it is better overall to measure with chopped light. The lock-in amplifier technique can then be utilized to reduce noise influence and eliminate low frequency bias light errors caused by power supply and temperature variations. The absolute scale error in the SR curve can be corrected using \( I_{SC} \) measurements under broadband illumination and is irrelevant for MMF corrections. The estimated MMF error introduced in the presented case (0.05\%) by measuring using modulated light is considered well below uncertainties introduced by measuring under dc.

C. Influence of Bias Light and Voltage on Steady-State Conditions

The accuracy of MMF corrections to \( I-V \) measurements, especially of wavelength-dependent nonlinear devices, depends heavily on the applied bias irradiance conditions [27], [28]. In addition to irradiance bias, the voltage load on the DUT also can influence the sample SR, as reported for amorphous silicon devices [29], [30]. This section investigates the effect of bias light intensity and voltage load on SR measurements and its impact on MMF. The bias light influence was measured at \( I_{SC} (0 \text{ V}) \) and the voltage bias dependency was measured at 1 Sun intensity. After 10 min preconditioning, at which time the devices are at, or near, static conditions, the current, voltage, and EQE were recorded.
From Fig. 5, it is observed that both samples show wavelength dependency on bias irradiance but with opposite trends. The effect on MMF between measuring without bias light and at 1 Sun is in this case 0.01% for type A and 0.2% for type B. Note, as detailed in the facilities section, the temperature of the DUT was not controlled during measurements. Therefore, some of the effects seen in Fig. 5 may be caused by temperature drift.

Fig. 6 illustrates the change in relative EQE influenced by voltage load after preconditioning. Both devices show significant wavelength dependence to bias voltage. However, again, the trend between both samples is different. Device A shows a reduction of NIR response with increase in voltage, while device B benefits from increased voltage up to $V_{\text{MPP}}$ (and then drops off thereafter, not illustrated). The effect on MMF between measuring at 0 V bias and at $V_{\text{MPP}}$ load is in this case 0.13% for type A and 0.2% for type B.

For MMF corrections of $I-V$ curve measurements at standard test conditions (STC), the wavelength dependence with irradiance bias and voltage load means that the EQE should be measured using 1 Sun bias light and 0 V load to obtain a more representative MMF for $I_{\text{SC}}$ correction. Furthermore, to correct the effects of spectral mismatch on efficiency at maximum power point, EQE should also be determined at $V_{\text{MPP}}$ load with 1 Sun bias light intensity.

IV. PROPOSED UNIVERSALLY APPLICABLE MEASUREMENT ROUTINE

The results presented in the previous sections highlight the need for SR to be measured with correct measurement bias while allowing for preconditioning to not introduce additional errors in the MMF corrections. Fig. 7 proposes a universally applicable measurement routine to achieve accurate and reproducible SR measurements at low uncertainty. The flowchart can be separated into three sections: preparation, measurement, and correction.

Measurement preparation can be done on same type/batch samples if very fast device degradation is a problem. The target is to determine broadly the SR measurement frequency response and its effect on the shape of the EQE curve. If shape is not affected, one can measure using a suitable ac measurement frequency (within a flat response area). Changes in the absolute scale of the SR curve are corrected for in the subsequent correction phase and most importantly do not affect MMF.

The preconditioning response time needs to be determined to estimate how long it takes for stabilization of the bias current under bias irradiance and voltage load and how stable the current signal is over the entire SR measurement. Because some devices show a slow change in performance after the initial
preconditioning, it is not advisable to wait until the effect has fully stabilized, due to the long waiting time that may also induce device degradation. Therefore, the time to precondition should be determined based on how long the actual SR measurement takes after preconditioning. As a guideline value, to achieve a good SR curve correction accuracy, the current signal should not change by more than 5% over the time in which the SR curve is measured. If the DUT shows high instability and fast degradation, the guideline value should be relaxed to what is achievable and a shorter preconditioning time should be used.

Because both test device types showed wavelength dependence on voltage load, two SR curve measurements should be carried out: one to correct for $I_{SC}$ and one for $P_{MPP}$. If device degradation is a problem and prevents two measurements, $P_{MPP}$ is probably the more important parameter to correct the device efficiency for spectral mismatch.

To correct for instability and possible degradation of the DUT during measurements, the SR reference point measurements before and after SR curve tracing should be made at a wavelength with good response from the DUT. Furthermore, the DUT’s bias current should be recorded throughout measurements at every point taken in the SR curve. From this, the stability throughout the measurements can be determined and corrected for.

The third part of the methodology details the corrections applied to the SR measurements and $I$–$V$ curve parameters. Provided that the bias light intensity and device temperature are stable, the SR reference point measurements combined with the recorded bias currents can be used to correct the SR curve for instability in performance and thus for errors in SR shape that affect MMF corrections. Changes in bias current will in the first order affect the absolute scale of the SR curve, thus the following equation can be used to correct each point in the SR curve:

$$SR_C = SR_M \left(1 - \frac{(C_M - C_1)(R_2 - R_1)}{(C_2 - C_1)R_1}\right)$$

where $R_1$, $R_2$ and $C_1$, $C_2$ are the reference SR and DUT bias current readings, respectively, $SR_M$ is the measured SR value and $C_M$ the bias current at SR$_M$. The limitation of the stability correction is that it cannot correct for wavelength dependent instability of the DUT. However, as detailed bias current affects absolute scale in the first order, the correction proposed here will still improve the measurement result. The corrected SR curve can then be used for MMF corrections according to [12]. To correct the absolute scale of the SR curve, the MMF corrected current ($I_{SC}$ or $I_{MPP}$) can be used.

The proposed methodology is to some extent simplified to allow for ease of use, to reduce measurement time, and the effects of possible degradation of devices during measurements. Ideally, to achieve the correct SR curve of a nonlinear solar cell with wavelength dependence on irradiance bias, one should measure the EQE as a function of irradiance bias [31], [32]. This is because most systems do not measure absolute SR but differential SR using an alternating low power monochromatic light beam on top of a broadband bias light. However, this would take a long time and the reduction in uncertainty would be likely secondary to other uncertainty factors, i.e., the impact on combined uncertainty would be a minor factor, especially for devices that exhibit rapid performance degradation. Taking only measurements at 1 Sun bias light intensity (one at 0 V and one at $V_{MPP}$) provides a very good first approximation. If lowest uncertainty is required, one should measure SR as a function of bias light and voltage load. The complete $I$–$V$ curve can then be corrected using voltage dependent MMF.

V. CONCLUSION

This work has proposed a universally applicable SR measurement routine for perovskite solar cells. It was developed with R&D laboratories in mind and, as detailed, can be extended in detail when the lowest uncertainty is required by calibration laboratories. It consists of three parts (preparation, measurement, and correction) to ensure the correct measurement conditions are used and measurements are corrected for instability of the sample performance. The measurement method was developed based on the investigation of the influence of frequency, preconditioning, light intensity, and voltage load on the SR of two different types of perovskite device. It has been observed that while both architectures show significant influences in all factors, this is often with opposite trends, which makes universal prediction of the response of different perovskite solar cells difficult. This has highlighted the need to verify the response of new devices to ensure measurement accuracy, which is an integral part of the presented measurement method. This preliminary characterizing stage makes the method applicable not only to the device types tested, but for all devices. The most important characteristic observed was that both device types show wavelength dependent response with incident light intensity and applied voltage. This means that SR should at least be measured at short circuit and maximum power points at STC to correct both points for spectral mismatch.

Overall, this newly proposed method with the recommendations given lowers uncertainty in SR measurements and therefore also increases accuracy in $I$–$V$ curve MMF corrections. This will improve comparability of sample performance and measurements between laboratories. The benefit is not limited to calibration laboratories but includes academic and R&D laboratories taking the first measurements, as it can help them to clearly identify and compare good cells and to be able to acknowledge actual performance improvements due to materials and/or processing, i.e., only when such improvements are larger than measurement uncertainty and repeatability.
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