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Abstract

The overall purpose with this thesis is to investigate and provide computationally efficient methods for estimation and detection. The focus is on airborne applications, and we seek estimation and detection methods which are accurate and reliable yet effective with respect to computational load. In particular, the methods shall be optimized for terrain-aided navigation and collision avoidance respectively. The estimation part focuses on particle filtering and the in general much more efficient marginalized particle filter. The detection part focuses on finding efficient methods for evaluating the probability of extreme values. This is achieved by considering the, in general, much easier task to compute the probability of level-crossings.

The concept of aircraft navigation using terrain height information is attractive because of the independence of external information sources. Typically terrain-aided navigation consists of an inertial navigation unit supported by position estimates from a terrain-aided positioning (TAP) system. TAP integrated with an inertial navigation system is challenging due to its highly nonlinear nature. Today, the particle filter is an accepted method for estimation of more or less nonlinear systems. At least when the requirements on computational load are not rigorous. In many on-line processing applications the requirements are such that they prevent the use of the particle filter. We need more efficient estimation methods to overcome this issue, and the marginalized particle filter constitutes a possible solution. The basic principle for the marginalized particle filter is to utilize linear and discrete substructures within the overall nonlinear system. These substructures are used for efficient estimation by applying optimal filters such as the Kalman filter. The computationally demanding particle filter can then be concentrated on a smaller part of the estimation problem.

The concept of an aircraft collision avoidance system is to assist or ultimately replace the pilot in order to to minimize the resulting collision risk. Detection is needed in aircraft collision avoidance because of the stochastic nature of the sensor readings, here we use information from video cameras. Conflict is declared if the minimum distance between two aircraft is less than a level. The level is given by the radius of a safety sphere surrounding the aircraft. We use the fact that the probability of conflict, for the process studied here, is identical to the probability for a down-crossing of the surface of the sphere. In general, it is easier to compute the probability of down-crossings compared to extremes. The Monte Carlo method provides a way forward to compute the probability of conflict. However, to provide a computationally tractable solution we approximate the crossing of the safety sphere with the crossing of a circular disc. The approximate method yields a result which is as accurate as the Monte Carlo method but the computational load is decreased significantly.
Populärvetenskaplig sammanfattning
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## Notation

### Abbreviations and Acronyms

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATC</td>
<td>Air Traffic Control</td>
</tr>
<tr>
<td>CLT</td>
<td>Central Limit Theorem</td>
</tr>
<tr>
<td>CPA</td>
<td>Closest Point of Approach</td>
</tr>
<tr>
<td>EKF</td>
<td>Extended Kalman Filter</td>
</tr>
<tr>
<td>ELOS</td>
<td>Equivalent Level of Safety</td>
</tr>
<tr>
<td>GNSS</td>
<td>Global Navigation Satellite System</td>
</tr>
<tr>
<td>GPB</td>
<td>Generalized Pseudo Bayesian</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>ILS</td>
<td>Instrument Landing System</td>
</tr>
<tr>
<td>IMM</td>
<td>Interacting Multiple Model</td>
</tr>
<tr>
<td>INS</td>
<td>Inertial Navigation System</td>
</tr>
<tr>
<td>KF</td>
<td>Kalman Filter</td>
</tr>
<tr>
<td>MCMC</td>
<td>Markov Chain Monte Carlo</td>
</tr>
<tr>
<td>MPF</td>
<td>Marginalized Particle Filter</td>
</tr>
<tr>
<td>MS</td>
<td>Modified Spherical</td>
</tr>
<tr>
<td>MSC</td>
<td>Modified Spherical Coordinates</td>
</tr>
<tr>
<td>NMAC</td>
<td>Near Mid-Air Collision</td>
</tr>
<tr>
<td>PF</td>
<td>Particle Filter</td>
</tr>
<tr>
<td>RA</td>
<td>Radar Altimeter</td>
</tr>
<tr>
<td>RBPF</td>
<td>Rao-Blackwellized Particle Filter</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Square Error</td>
</tr>
<tr>
<td>RNP</td>
<td>Required Navigation Performance</td>
</tr>
<tr>
<td>RP</td>
<td>Range Parameterized</td>
</tr>
<tr>
<td>RPV</td>
<td>Remotely Piloted Vehicle</td>
</tr>
<tr>
<td>RVR</td>
<td>Runway Visual Range</td>
</tr>
<tr>
<td>Notation</td>
<td>Meaning</td>
</tr>
<tr>
<td>----------</td>
<td>---------</td>
</tr>
<tr>
<td>TAN</td>
<td>Terrain-Aided Navigation</td>
</tr>
<tr>
<td>TAP</td>
<td>Terrain-Aided Positioning</td>
</tr>
<tr>
<td>TCAS</td>
<td>Traffic Alert and Collision Avoidance System</td>
</tr>
<tr>
<td>TTG</td>
<td>Time-To-Go</td>
</tr>
<tr>
<td>UAV</td>
<td>Unmanned Aerial Vehicle</td>
</tr>
<tr>
<td>VFR</td>
<td>Visual Flight Rules</td>
</tr>
</tbody>
</table>

### Symbols and Mathematical Notation

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a^{(k)}_t$</td>
<td>GPB weight for model $k$ at discrete time $t$ based on $Y_k$.</td>
</tr>
<tr>
<td>$c_t$</td>
<td>Measurement noise vector at discrete time $t$.</td>
</tr>
<tr>
<td>$F_t$</td>
<td>Discrete time state transition matrix.</td>
</tr>
<tr>
<td>$g(x)$</td>
<td>An arbitrary integrable function of the random variable $x$.</td>
</tr>
<tr>
<td>$\hat{g}_t$</td>
<td>Expected value of $g(x_t)$, $\hat{g}<em>t = \mathbb{E}</em>{p(x)}[g(x_t)]$.</td>
</tr>
<tr>
<td>$\hat{g}_N$</td>
<td>Estimated value on $\hat{g}_t$ using $N$ i.i.d. samples of $x_t$.</td>
</tr>
<tr>
<td>$\hat{g}_{N,R,t}$</td>
<td>Estimated value on $\hat{g}_t$ using $N$ i.i.d. samples of a subset of $x_t$.</td>
</tr>
<tr>
<td>$h(\cdot)$</td>
<td>State to noise-free measurement mapping.</td>
</tr>
<tr>
<td>$H_t$</td>
<td>State to noise-free measurement transition matrix.</td>
</tr>
<tr>
<td>$K_t$</td>
<td>Kalman filter gain matrix.</td>
</tr>
<tr>
<td>$\lambda_t$</td>
<td>Discrete time Markov chain at time $t$.</td>
</tr>
<tr>
<td>$\Lambda_t$</td>
<td>Stacked vector of $\lambda_t$, $\Lambda_t = \lambda_0, \ldots, \lambda_t$.</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of samples, realizations or particles.</td>
</tr>
<tr>
<td>$N_{eff}, \hat{N}_{eff}$</td>
<td>Exact and estimated number of efficient samples.</td>
</tr>
<tr>
<td>$n_x$</td>
<td>Dimension of the vector $x$ or $x_t$.</td>
</tr>
<tr>
<td>$P_{t,k}, P_x$</td>
<td>Covariance of $x_{t-1}^k$ and $x$ respectively.</td>
</tr>
<tr>
<td>$Q_t$</td>
<td>Process noise covariance matrices.</td>
</tr>
<tr>
<td>$R$</td>
<td>Radius of safety circle or sphere.</td>
</tr>
<tr>
<td>$R_t$</td>
<td>Measurement noise covariance matrix.</td>
</tr>
<tr>
<td>$s, s(t)$</td>
<td>Relative position.</td>
</tr>
<tr>
<td>$S_t$</td>
<td>Kalman filter residual covariance matrix.</td>
</tr>
<tr>
<td>$\Sigma_t, \Sigma_{R,t}$</td>
<td>Sampling covariances.</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Time-to-go.</td>
</tr>
<tr>
<td>$u_t$</td>
<td>Process noise vectors at discrete time $t$.</td>
</tr>
<tr>
<td>$v, v(t)$</td>
<td>Relative velocity.</td>
</tr>
<tr>
<td>$v$</td>
<td>Relative velocity perpendicular to line-of-sight.</td>
</tr>
<tr>
<td>$w^{(k)}_t$</td>
<td>Importance weight.</td>
</tr>
<tr>
<td>$w^{(i)}_t$</td>
<td>Importance weight evaluated at $x^{(i)}_t$.</td>
</tr>
<tr>
<td>$\hat{w}^{(i)}_t$</td>
<td>Normalized importance weight, $\hat{w}^{(i)}_t = 1$.</td>
</tr>
<tr>
<td>$\dot{x}$</td>
<td>Time derivative of $x$.</td>
</tr>
<tr>
<td>Notation</td>
<td>Meaning</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$x_t$</td>
<td>State vector at discrete time $t$.</td>
</tr>
<tr>
<td>$x(t)$</td>
<td>State vector at continuous time $t$.</td>
</tr>
<tr>
<td>$X_t$</td>
<td>Stacked vector of states, $X_t = x_0, \ldots , x_t$.</td>
</tr>
<tr>
<td>$x^{(i)}$, $x^{(i)}_t$</td>
<td>A sample/realization of $x_t$ and $X_t$ respectively.</td>
</tr>
<tr>
<td>$\hat{x}_{t+k}$</td>
<td>Least mean square estimate of $x_t$ given the measurements $y_k$.</td>
</tr>
<tr>
<td>$y_t$</td>
<td>Measurement vector at discrete time $t$.</td>
</tr>
<tr>
<td>$Y_t$</td>
<td>Stacked vector of measurements, i.e. $Y_t = y_0, \ldots , y_t$.</td>
</tr>
<tr>
<td>$\mathcal{N}(m,P)$</td>
<td>Gaussian probability density with mean $m$ and covariance $P$.</td>
</tr>
<tr>
<td>$\chi^2_l$</td>
<td>Central $\chi^2$ distribution with $l$ degrees of freedom.</td>
</tr>
<tr>
<td>$\chi^2_l(\lambda)$</td>
<td>Non-central $\chi^2$ distribution with $l$ degrees of freedom and non-centrality parameter $\lambda$.</td>
</tr>
<tr>
<td>$q(x)$</td>
<td>Importance function used for creating samples of a random variable $x$.</td>
</tr>
<tr>
<td>$p(x)$, $p_x(\cdot)$</td>
<td>Probability density function for the random variable $x$.</td>
</tr>
<tr>
<td>$p(x,y)$, $p_{x</td>
<td>y}(\cdot)$</td>
</tr>
<tr>
<td>$P(\cdot)$, $\Pr(\cdot)$</td>
<td>Probability function.</td>
</tr>
<tr>
<td>$\mathbb{E}_{p(x)}[g(x)]$</td>
<td>Expectation of the function $g(x)$ with respect to the probability density $p(x)$.</td>
</tr>
<tr>
<td>$\sim$</td>
<td>Distributed according to relation.</td>
</tr>
<tr>
<td>$\drightarrow$</td>
<td>Convergence in distribution.</td>
</tr>
<tr>
<td>$\rightarrow_{\mathbb{P}}$</td>
<td>Almost surely convergence.</td>
</tr>
<tr>
<td>$\det P$</td>
<td>The determinant of matrix $P$.</td>
</tr>
<tr>
<td>$P^T$</td>
<td>The transpose of matrix $P$.</td>
</tr>
<tr>
<td>$\delta_{x^{(i)}}(x)$</td>
<td>Dirac delta function with mass located in $x^{(i)}$.</td>
</tr>
<tr>
<td></td>
<td>Proportional relation.</td>
</tr>
</tbody>
</table>
Part I

Background
Autonomy is a concept that has received a lot of attention during recent years. To define autonomy is not easy, since it includes a wide spectrum of concepts which differ from case to case. Usually an autonomous vehicle means that there is some degree of self-guidance inherent in the vehicle. This provides the capability to move from one location to another in a more or less predetermined environment. However, the challenge for autonomous vehicles is how to deal with unknown and dynamic environments. This put requirements on the system to be capable of creating situational awareness, and that the vehicle is capable of reacting on unforeseen situations. The main driver for overcoming the technical issues is that it should be possible to significantly cut costs by using autonomous vehicles for monotonous, time-consuming and dangerous missions. Two areas are known as enabling technologies for autonomous vehicles; navigation and collision avoidance. The purpose of navigation is to estimate the own vehicle’s kinematic state, e.g. position and velocity. The principle of collision avoidance is to estimate other vehicle’s kinematic states and then to find a trajectory which constitutes low risk of collision with respect to the tracked vehicles.

The purpose of this thesis is to introduce the reader to the concepts of estimation and detection in general, and applied to navigation and collision avoidance for airborne systems in particular. Both estimation and detection are about obtaining accurate values of (functions of) quantities based on noisy readings of a surrounding environment. Although the material in this thesis is focused on airborne navigation and collision avoidance the theory should be applicable to many other areas.

1.1 Estimation for Aircraft Navigation

Today the Air Navigation Service (ANS) for civil air traffic still relies on ground based navigation aids, e.g. Non-Directional Beacons (NDB), VHF Omni-directional radio Range (VOR) and Distance Measuring Equipment (DME). Many of existing ground based navi-
Navigation aids are currently being phased out [108, 15] for cost reasons. The ability to replace them is made possible through the concept of Required Navigation Performance (RNP). RNP authorizes access through requirements on the navigation system performance regardless of hardware. The requirements are among other that the system shall have a certain accuracy and integrity. Integrity is a statistical measure of a navigation system’s capability to stay within a containment region, or actually to provide a warning if the aircraft position cannot be guaranteed to be within the region [87]. Loss of integrity can either be caused by undetected faults or that the fault-free accuracy is too low [92]. The systems that are currently acting as the primary source of information, and are expected to do so in the foreseeable future, are satellite-based systems often referred to as Global Navigation Satellite Systems (GNSS). The most known is probably the Global Positioning System (GPS), but there are others e.g. GLONASS and Galileo. A GNSS operates using satellites with known positions, and the satellites transmit signals making it possible for receivers to compute their own positions through triangulation [58].

For phases of flight where severe requirements are put on the navigation system accuracy, e.g. during precision approach and landing, dedicated systems are most often used. The currently most widespread system is the Instrument Landing System (ILS), which guides the pilot to touchdown in limited visibility conditions [58]. ILS landings are usually categorized as Cat I, II, IIIa, IIIb and IIIc, corresponding to successively lower decision heights and shorter runway visual range (RVR) in the order given. Decision height and RVR represent the point from where the pilot must be able to see the runway. Efforts are being made to find complements to ILS, and again GNSS are considered as the primary substitute.

There are however concerns with GNSS related to their reliability or integrity. GNSS is sensitive to disturbances, e.g. atmospheric phenomena and undetected hardware failures. To overcome the integrity issue GNSS must be augmented and monitored. This can be done using different techniques, usually referred to as either ground, aircraft or satellite-based augmentation systems. Here we will focus on Aircraft-Based Augmentation Systems (ABAS), where the principle is to use other onboard navigation sensors. A typical sensor for augmentation with GNSS is the Inertial Navigation System (INS). The INS operates through a set of rather complicated differential equations describing the vehicle’s motion. Input to the equations are measured angular rate and acceleration, making INS independent of external sources.

Accurate and reliable navigation systems are becoming even more important due to the introduction of Unmanned Aerial Vehicles (UAVs). Requirements on navigation accuracy and reliability are amplified since the pilot in manned aircraft also function as a monitor of system performance. Requirements are also put on sensor cost and weight, at least for small tactical UAVs. No single, stand-alone sensor is capable of meeting all requirements. The remedy is to adopt the concept of integrated navigation. Integrated navigation means that the output from two or more navigation sensors are blended to obtain better accuracy and robustness than what the individual sensors can achieve. In many cases, the Inertial Navigation System (INS) is typically seen as the primary source of navigation data. One of the reasons is that INS besides position and velocity also provides the vehicle’s orientation, which is important for autonomous control. However, its navigation accuracy degrades with time as sensor errors are mathematically integrated through the navigation equations. The standard system for stabilizing the INS drift is currently the
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Global Positioning System (GPS) [18, 21, 11]. The GPS signal is however weak making it sensitive to intentional or unintentional disturbances. A possible and interesting supplement to GPS is Terrain-Aided Positioning (TAP), since it can serve as a monitor and back-up system to GPS. The principle of TAP is to use terrain height information to estimate position, see Figure 1.1.

![Figure 1.1: Terrain-aided positioning.](image)

Here we will study INS integrated with TAP. The challenge with TAP is how to deal with its highly nonlinear, non-analytical nature. The terrain height measurements can either be processed sequentially one by one, which is the method under consideration here, or collected into batches and then processed using profile matching [39]. The particle filter constitutes a generic tool for recursive state estimation of arbitrary systems at the expense of a high computational load. In Paper A the marginalized particle filter is described. It is, when applicable, superior to the standard particle filter. It uses linear or nearly linear substructures which, conditionally upon the nonlinear part, is estimated using linear filters. The remaining nonlinear part is estimated by the particle filter. It is shown that the computational load can be reduced significantly.

There are similar results to be found in the literature on the marginalized particle filter as those presented in this thesis, although obtained independently and of slightly different forms. The most equivalent result can be found in [24], where the aim is also to partition the state vector and apply the particle filter on the truly nonlinear part only. They refer to the resulting filter as the mixture Kalman filter. In [27, 4] similar results are also obtained, although the formulations are rather different. An application is given in [5], where they apply the partitioning technique on amplitude and phase modulated signals. Moreover, similar techniques applied on jump Markov linear systems are given in [28, 32]. For early versions of the result presented here see [79, 78], which are refined in [97].

For integrated INS/TAP we can extend the idea of marginalization to handle a third discrete substructure. In Paper B we provide the details of the filter applied to INS/TAP and show that excellent performance is achieved for a tractable amount of computational load.
1.2 Detection for Collision Avoidance

The purpose of collision avoidance systems is to minimize the risk of collision between vehicles, see Figure 1.2. In an encounter between two manned vehicles, where a collision is imminent, the pilot of each vehicle will normally initiate actions to avoid the collision. There are also procedures to follow and in a near-collision scenario the right-of-way rule applies. In a scenario where one of the vehicles is an UAV the situation is different. If no measures are taken there is only one pilot to detect a hazardous situation and react accordingly. To put all responsibility on the pilot in the manned vehicle is deemed unacceptable.

Figure 1.2: Collision scenario.

1.2.1 Manned Air Traffic

For manned aircraft today there are different layers of safety, as illustrated by Figure 1.3. The safety measures described below are applicable either partially or as a whole depending on airspace and aircraft. The outer layer consists of procedures. All flights have to comply with rules and procedures as decided by authorities. For example in some cases one needs to file a flight plan, describing among other things your destination, and receive an Air Traffic Control (ATC) clearance. The next layer is separation, a service provided by ATC, where an air traffic controller keeps track of aircraft by surveillance radar and/or transponder. The controller detects aircraft on collision course and informs the pilots how to maneuver in order to avoid the potential conflict. The third layer consists of a cooperative collision avoidance through the use of Traffic Alert and Collision Avoidance System (TCAS) [67]. TCAS automatically detects and evaluates cooperative traffic by interrogating transponders on speed, height and bearing and may advise the pilot to climb or descend to avoid a collision. The inner layer consists of see and avoid, a function which relies on the pilot to see an incoming aircraft and maneuver if necessary. A close encounter or a Near Mid-Air Collision (NMAC) is declared if the minimum distance between two aircraft is less than 150 m [35, 10].

The airspace is partitioned into classes depending on, among other things, altitude [33, 35, 104]. The classification is rather complex and can differ from country to country. One of the most important airspaces for tactical UAVs is class E. Class E includes the major part of the lower airspace up to roughly 5000 m. Within this airspace for aircraft flying by Visual Flight Rules (VFR) [35, 104] radio communication with ATC is not required and separation assistance from ATC is not likely. This implies additional requirements on the capability of see and avoid.
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Figure 1.3: Layers of safety in controlled airspace.

1.2.2 Unmanned Aerial Vehicles

For the introduction of UAVs into civil airspace the authority requires an Equivalent Level Of Safety (ELOS). This means that the overall safety accomplished for manned aircraft as described above is also required for an unmanned aircraft. This implies that it is not sufficient, for example, to replace the human see and avoid capability with an automatic sense and avoid system. The whole chain of safety measures, from procedures down to see and avoid, needs to be considered to be able to claim ELOS. For example, a seemingly simple task of implementing TCAS on Remotely Piloted Vehicles (RPVs) is in reality not easy [66, 110]. The concerns of implementing TCAS on RPVs are of such a magnitude that the recommendation is not to equip with TCAS, at least until the opposite is demonstrated [66]. The concerns are primarily additional delays due to communication links for manual response and criticality of TCAS for autonomous response [110].

There are conceptually two different ways to quantify ELOS. Either we study the human capability and try to mimic it, or we analyze historical statistics on NMACs and empirically determine what a system must achieve. An example on the first method is given in [76], where they present established requirements on parameters such as detection ranges for the US military RPVs Global Hawk and Predator. Examples on the latter method are given by [96] based on 10-year statistics for mid-air collisions in the United States airspace, and [61] based on surveillance radar readings over United States airspace and extracting those encounters which involve VFR aircraft. In [7] a study on TCAS performance is reported, based on an assumed NMAC rate for European airspace. The result of the study indicates a TCAS conflict resolution capability of the original NMACs around 90%, although a great deal new, induced NMACs were also created.

Here we will focus on the inner layer, i.e. to replace the pilot with an automatic sense and avoid in order to avoid NMACs. Although the equivalent level of safety put requirements on a sense and avoid system for unmanned aircraft in any controlled airspace, it is within class E and against aircraft flying VFR we have the most obvious need for sense and avoid. There are many proposals for collision avoidance or conflict resolution, see the survey given by [69]. We are interested in the probability of NMAC for a predicted
trajectory. The most similar result to the ones presented in this thesis is found in the part on short range conflict detection in [91]. The main difference is that in [91] the initial condition is assumed known.

The process for certification of TCAS involved detailed safety studies, numerous encounter simulations and exhaustive field tests. The certification of a sense and avoid system must surely pass a similar process [70]. All actions taken to shorten the process are of course valuable and means that the cost to develop a system is decreased. The development and verification would benefit from a system design which minimize the amount of encounter simulations. For example having a system which per design has the capability of providing correct collision risk measure for a given encounter would be highly beneficial. As will be shown this is one of the main motivators why it is of interest to compute probability of NMAC for a predicted trajectory.

Based on conditions defining a near mid-air collision (NMAC) anytime in the future we can compute the probability of NMAC using the Monte Carlo method. Monte Carlo means that we draw samples from a probability density function defining the initial relative state between the vehicles. The samples are then simulated along the predicted flight trajectory and for each sample the outcome, NMAC or not NMAC, is recorded. The mean of the outcome of the samples constitutes an empirical estimate of the probability of NMAC. The Monte Carlo method is however computer intensive mainly due to the small probabilities that the application is required to detect. Typically the Monte Carlo method is not possible to use for real-time processing. Instead, in Paper C we propose a method for computing collision risk as accurate as the Monte Carlo method but with a significantly reduced computational load. The result is extended to three dimensions in Paper D.

1.3 Outline

1.3.1 Outline of Part I

Part I consists of two main subparts; estimation in Section 2 and detection in Section 3. The estimation part starts in Section 2.1 by providing a more detailed description of terrain-aided navigation. Recursive state estimation is presented in Section 2.2, and for linear, multiple and nonlinear models in particular. Section 2.3 deals with the particle filter including asymptotic properties. Section 2.4 is devoted to the marginalized particle filter. The detection part starts with giving a more detailed description of the sense and avoid system in Section 3.1. Definition of probability of NMAC is given in Section 3.2 and detection principles using hypotheses is provided in Section 3.3. In Section 3.4 we introduce the reader to the concept of using level-crossings as the mean to compute probability of conflict. We start with one dimension, then two dimensions, and finally three dimensions. Part I is concluded in Section 4, including a discussion on possible future research.

1.3.2 Outline of Part II

Part II consists of a collection of papers which constitute the main contributions of the thesis.
Paper A: Marginalized Particle Filters for Mixed Linear/Nonlinear State-space Models


**Summary:** The particle filter offers a general numerical tool to approximate the filtering density function for the state in nonlinear and non-Gaussian filtering problems. While the particle filter is fairly easy to implement and tune, its main drawback is that it is quite computer intensive, with the computational complexity increasing quickly with the state dimension. One remedy to this problem is to marginalize out the states appearing linearly in the dynamics. The result is that one Kalman filter is associated with each particle. The main contribution in this paper is to derive the details for the marginalized particle filter for a general nonlinear state-space model. Several important special cases occurring in typical signal processing applications are also discussed. The marginalized particle filter is applied to a simplified integrated aircraft navigation system assuming a known altitude. It is demonstrated that the complete high-dimensional system can be based on a particle filter using marginalization for all but two states. Excellent performance on real flight data is reported.

**Background and contribution:** The article is based on the theory given in [78], which provides the derivation of the marginalized particle filter. The main parts of the article is credited to T.B. Schön who has also refined the results.

Paper B: Marginalized Particle Filter for Accurate and Reliable Aircraft Navigation


**Summary:** This paper details an approach to the integration of INS (Inertial Navigation System) and TAP (Terrain-Aided Positioning). The solution is characterized by a joint design of INS and TAP, meaning that the highly nonlinear TAP is not designed separately but jointly with the INS using one and the same filter. The applied filter extends the theory of the MPF (Marginalized Particle Filter) given by [98]. The key idea with MPF is to estimate the nonlinear part using the particle filter and the part which is linear, conditionally upon the nonlinear part, is estimated using the Kalman filter. The extension lies in the possibility to deal with a third multi-modal part, where the discrete mode variable is also estimated jointly with the linear and nonlinear parts. Conditionally upon the mode and the nonlinear part, the resulting subsystem is linear and estimated using the Kalman filter. Given the nonlinear motion equations which the INS uses to compute navigation data, the INS equations must be linearized for the MPF to work. A set of linearized equations is derived and the linearization errors are shown to be insignificant with respect to the final
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Result. Simulations are performed and the result indicates near-optimal accuracy when compared to the Cramer-Rao lower bound.

Background and contribution: Here the marginalized particle filter is extended to cover systems which, besides linear and nonlinear substructures, also contains a discrete unknown mode. The linearization errors when applying Taylor expansion on the INS navigation equations are shown to be insignificant. The resulting filter is applied on a complete integrated INS/TAP system.

Paper C: Probabilistic Conflict Detection for Piecewise Straight Paths


Summary: We consider probabilistic methods for detecting conflicts as a function of predicted trajectory. A conflict is an event representing collision or imminent collision between vehicles or objects. The computations use state estimate and covariance from a target tracking filter based on sensor readings. Existing work is primarily concerned with risk estimation at a certain time instant, while the focus here is to compute the integrated risk over the critical time horizon. This novel formulation leads to evaluating the probability for level-crossing. The analytic expression involves a multi-dimensional integral which is hardly tractable in practice. Further, a huge number of Monte Carlo simulations would be needed to get sufficient reliability for the small risks that the applications often require. Instead, we propose a sound numerical approximation that leads to evaluating a one-dimensional integral which is suitable for real-time implementations.

Background and contribution: Here we derive an efficient method for computing probability of conflict in two dimensions using theory for level-crossings. The method is derived for not only linear motion but also a relative motion which follows a piecewise straight path.

Paper D: Probabilistic Near Mid-Air Collision Avoidance


Summary: We propose a probabilistic method to compute the near mid-air collision risk as a function of predicted flight trajectory. The computations use state estimate and covariance from a target tracking filter based on angle-only sensors such as digital video cameras. The majority of existing work is focused on risk estimation at a certain time instant. Here we derive an expression for the integrated risk over the critical time horizon. This is possible using probability for level-crossing, and the expression applies to a three-dimensional piecewise straight flight trajectory. The Monte Carlo technique provides a
method to compute the probability, but a huge number of simulations is needed to get sufficient reliability for the small risks that the applications require. Instead we propose a method which through sound geometric and numerical approximations yield a solution suitable for real-time implementations. The algorithm is applied to realistic angle-only tracking data, and shows promising results when compared to the Monte Carlo solution.

**Background and contribution:** Here we derive the conditions for a near mid-air collision to occur. Through a sound geometrical approximation and the extension of Paper C to piecewise linear motion in three dimensions we derive an efficient method for computing probability of near mid-air collision. The resulting method is applied to realistic angle-only tracking data.

### 1.4 Other Publications

Publications not included but of related interest are:


2 Efficient State Estimation

2.1 Terrain-Aided Navigation

The purpose of Terrain-Aided Navigation (TAN), as for any other navigation system, is to provide an accurate and reliable estimate of the kinematic state of the own platform, where the state typically consists of position and its derivatives. The navigation solution from TAN is based on sensors which do not rely on external information sources. This makes TAN resistant to disturbances and jamming. The principle for TAN is to integrate information from a Inertial Navigation System (INS) and a Terrain-Aided Positioning (TAP) system, see Figure 2.1. The TAP system is basically a Radar Altimeter (RA) measuring distance to ground and a database with stored terrain height. The RA measurement subtracted from INS altitude provides a terrain height measurement. The database gives terrain height for sampled horizontal positions, ranging from a couple of meters to several hundred depending on the database. In the case studied here terrain height is given at every 50 meter. Terrain height measurements are matched with stored terrain height. The points where stored height matches measured height yield aircraft position candidates. Gradually the measurements form a terrain height profile with fewer and fewer matches in the database. Thereby the position candidates become fewer and fewer until there is only one left, see Figure 2.2 for an illustration. The idea of using terrain as a navigation aid is not new, see [19] for a interesting historical survey on terrain navigation systems.

The task of navigating using terrain height can be cast as recursive state estimation problem. Let the navigation quantities, such as position, velocity and orientation, be comprised in the state vector $x_t$. The expression for terrain height provided by the terrain information system is

$$h(x_t^{\text{pos}}),$$

where $h(x_t^{\text{pos}})$ is the terrain height given by the database as a function of horizontal position. Note that no analytical expression exists for $h(\cdot)$. Also, usually several different
Figure 2.1: Concept of integrated INS/TAP

positions yield the same height making the problem multimodal. This makes the particle filter ideal for this application. The inertial navigation system computes the state $x_t$ from measured acceleration and angular rate $u_t$. The computations are based on a set of rather complicated nonlinear differential equations, in discrete time given by $f(x_t, u_t)$. However, in paper B we show that the nonlinearities are weak. The expression for time update of INS data then become

$$x_{t+1} = f(x_t, u_t) \approx F_t x_t + G_t u_t.$$  \hfill (2.2)

By splitting the state vector

$$x_t = \begin{bmatrix} x_{t}^\text{pos} \\ x_{t}^\text{nav} \end{bmatrix},$$  \hfill (2.3)

the prerequisites for applying the marginalized particle filter are at place.

### 2.2 Recursive Estimation

We consider discrete-time state space descriptions with additive noise

$$x_{t+1} = f(x_t) + G_t(x_t) u_t,$$
$$y_t = h(x_t) + e_t,$$  \hfill (2.4)

where $x_t \in \mathbb{R}^n$ represents the unknown state vector and $y_t \in \mathbb{R}^m$ is the observation. The subscript $t$ denotes a discrete-time index assuming a sampling time $T$ sec. The process noise $u_t$ and measurement noise $e_t$ are stochastic processes with known probability
2.2 Recursive Estimation

Figure 2.2: Principle of terrain-aided positioning, with two position candidates at time $t$ but only one at time $t+1$.

densities $p(u_t)$ and $p(e_t)$. The noise sequences are both assumed white and independent of each other, i.e.

$$
p(u_{t+k}, u_t) = p(u_{t+k})p(u_t), \quad k = 0, \quad p(e_{t+l}, e_t) = p(e_{t+l})p(e_t), \quad l = 0, \quad p(u_t, e_t) = p(u_t)p(e_t).
$$

(2.5)

We denote by $X_t = \{x_0, \ldots, x_t\}$ and $Y_t = \{y_0, \ldots, y_t\}$ the stacked vector of all the states and measurements up to time $t$. By the assumptions on the noise according to (2.5) and the definition of conditional density [44]

$$
p(x|y) = \frac{p(x,y)}{p(y)}
$$

(2.6)

one can show that $x_t$ is a Markov process

$$
p(X_t) = \prod_{k=0}^t p(x_k|x_{k-1}),
$$

(2.7)

where $p(x_0, x_{-1}) = p(x_0)$, and that the conditional density of the measurements given the states are independent

$$
p(Y_t, X_t) = \prod_{k=0}^t p(y_k|x_k) = \prod_{k=0}^t p_{e_t}(y_k - x_k).
$$

(2.8)

The goal is to compute or estimate the posterior probability density function $p(x_t|Y_t)$. When a new measurement is available we want our estimate to be updated using the new information. To avoid having to re-calculate everything we need recursive expressions for how the new information should be incorporated. Using Bayes’ formula [52] and the assumptions (2.7)–(2.8) we can derive the following recursions for the posterior probability
\[ p(x_t | Y_t) = \frac{p(y_t, x_t)p(x_t | Y_{t-1})}{p(y_t | Y_{t-1})}, \tag{2.9a} \]
\[ p(y_t | Y_{t-1}) = \int_{\mathbb{R}^n} p(y_t, x_t)p(x_t | Y_{t-1}) \, dx_t, \tag{2.9b} \]

referred to as the measurement update. The time update is provided by the law of total probability
\[ p(x_{t+1} | Y_t) = \int_{\mathbb{R}^n} p(x_{t+1}, x_t)p(x_t | Y_t) \, dx_t. \tag{2.10} \]

Based on the posterior probability we can compute the point estimate \( \hat{x}_{t,t} \) which minimizes the expectation of the estimation error squared, i.e.
\[ \hat{x}_{t,t} = \arg \min_{\hat{x}_t} \mathbb{E}_{p(x_t | Y_t)} [(x_t - \hat{x}_t)(x_t - \hat{x}_t)^T] \tag{2.11} \]

The estimate \( \hat{x}_{t,t} \) is given by Theorem 2.1.

**Theorem 2.1 (Least-mean-square estimation)**

Given two random variables (scalar- or vector-valued) \( x_t \) and \( Y_t \), the optimal least-mean-square estimate of \( x_t \) given \( Y_t \) is
\[ \hat{x}_{t,t} = \mathbb{E}_{p(x_t | Y_t)} [x_t]. \tag{2.12} \]

**Proof:** See [55]. \( \square \)

### 2.2.1 Linear Models

For linear estimation we have the Kalman filter, thoroughly described in e.g. [55]. Consider the linear state-space model
\[ \begin{align*}
    x_{t+1} &= F_t x_t + G_t u_t, \\
    y_t &= H_t x_t + e_t,
\end{align*} \tag{2.13} \]

where
\[ \mathbb{E} \begin{bmatrix} u_t \\ e_t \\ x_0 \end{bmatrix} \begin{bmatrix} u_{t+k}^T \\ e_{t+k}^T \\ x_0^T \end{bmatrix} = \begin{bmatrix} Q_t \delta_k & 0 & 0 & 0 \\
0 & R_t \delta_k & 0 & 0 \\
0 & 0 & P_0 & \hat{x}_0 \end{bmatrix}, \tag{2.14} \]

\( \delta_k = \begin{cases} 1 & \text{if } k = 0 \\ 0 & \text{otherwise.} \end{cases} \)

With Gaussian distributed \( u_t, e_t \) and \( x_0 \), i.e.
\[ \begin{align*}
    u_t &\sim \mathcal{N}(0, Q_t), \\
    e_t &\sim \mathcal{N}(0, R_t), \\
    x_0 &\sim \mathcal{N}(\hat{x}_0, P_0),
\end{align*} \tag{2.15} \]
the optimal filter is the Kalman filter, see Theorem 2.2.
Theorem 2.2 (The Kalman Filter)

Consider the linear state-space model according to (2.13). Moreover, assume that the noise processes have the properties according to (2.14)–(2.15). Then \( x_t \) and \( x_{t+1} \), conditionally upon \( Y_t \), are Gaussian distributed for any time \( t \geq 0 \), i.e.

\[
p(x_t | Y_t) = N(\hat{x}_t, P_t), \quad \text{and} \quad p(x_{t+1} | Y_t) = N(\hat{x}_{t+1}, P_{t+1}),
\]

where the mean and covariance propagate through the measurement update

\[
\hat{x}_t = \hat{x}_{t-1} + P_{t-1} H_t^T S_t^{-1} (y_t - H_t \hat{x}_{t-1}),
\]

\[
P_t = P_{t-1} - P_{t-1} H_t^T S_t^{-1} H_t P_{t-1},
\]

\[
S_t = R_t + H_t P_{t-1} H_t^T,
\]

and the time update

\[
\hat{x}_{t+1} = F_t \hat{x}_t,
\]

\[
P_{t+1} = F_t P_t F_t^T + G_t Q_t G_t^T,
\]

with initial values \( \hat{x}_0 = 0 \) and \( P_{0-1} = P_0 \).

Proof: See [40, 3, 55].

Note that for non-Gaussian distributed \( u_t, e_t \) and \( x_0 \) the best linear least-mean-square solution is still provided by the Kalman filter [55].

2.2.2 Multiple Models

In the multiple model approach we extend the linear model to cover the case with multiple linear models. The multitude is handled by a random variable \( \lambda_t \) which can take a finite number of discrete values \( 1, 2, \ldots, M \). The model under consideration is

\[
x_{t+1} = F_t(\lambda_{t+1}) x_t + G_t(\lambda_{t+1}) u_t(\lambda_{t+1}),
\]

\[
y_t = H_t(\lambda_t) x_t + e_t(\lambda_t),
\]

and we assume \( \lambda_t \) follows a discrete Markov process

\[
Pr(\lambda_t) = \sum_{k=0}^{t} Pr(\lambda_k | \lambda_{k-1}),
\]

where \( Pr(\lambda_0 \lambda_{-1}) = Pr(\lambda_0) \). The mode transition probabilities \( Pr(\lambda_t | \lambda_{t-1}) \) are given by the matrix

\[
Pr(1 1) \ldots Pr(1 M) \\
\vdots \vdotswithin{\cdots} \vdotswithin{\cdots} \\
Pr(M 1) \ldots Pr(M M)
\]
From (2.19) we see that if we know the mode sequence, \( \lambda_t = \lambda_0, \ldots, \lambda_t \), we are back to the original linear model according to (2.13), with the solution given by the Kalman filter. In practice, we usually do not have access to the mode sequence and we are confined to use the probability of each possible sequence \( \Pr(\lambda_t | Y_t) \). Using the law of total probability we can write the filtering posterior probability density as

\[
p(x_t | Y_t) = \sum_{\lambda_t} p(x_t | Y_t, \lambda_t) \Pr(\lambda_t | Y_t).
\]

(2.22)

The number of possible mode sequences grows exponentially with time, there are \( M^{t+1} \) different possibilities to account for at time \( t \), starting from time \( t = 0 \).

One way to limit the number of mode sequences is to only account for the most recent \( L \) time instances, say the last \( L \). This means that we only need to account for \( M^L \) different hypotheses, and it enables us to keep the computational load constant over time. At each update of the filters we first split each mode sequence into \( M \) new ones. Each mode sequence is now \( L + 1 \) time instances long. We then apply a Kalman filter on each extended mode sequence. Next we merge \( M \) sequences which are now equal when considering only the \( L \) most recent time instances. This is the principle behind the Generalized Pseudo-Bayesian (GPB) filter, see Algorithm 2.1 for \( L = 1 \). The measurement update of the weight \( \alpha_t^{(\lambda_t)} = \Pr(\lambda_t | Y_t) \) is given by

\[
\Pr(\lambda_t | Y_t) \Pr(\lambda_t | Y_{t-1}) p(y_t | \lambda_t, x_t) p(x_t | \lambda_t, Y_{t-1}) dx_t
\]

(2.23)

\[
= e^{-\frac{1}{2}(y_t - H_t(\lambda_t) \tilde{x}_{t|t-1}^{(\lambda_t)})^T S_t^{-1}(\lambda_t)(y_t - H_t(\lambda_t) \tilde{x}_{t|t-1}^{(\lambda_t)})} \Pr(\lambda_t | Y_{t-1}).
\]

Algorithm 2.1 (The GPB1 filter).

1. For \( j = 1, \ldots, M \), initialize the weights \( \alpha_0^{(\lambda_0)} = \Pr(\lambda_0) \) and the estimates \( \tilde{x}_0^{(\lambda_0)} \).

2. Estimate measurement update: Compute \( \tilde{x}_{t+1}^{(\lambda_t)}, P_t^{(\lambda_t)} \) using (2.17) conditionally upon \( \lambda_t \).

3. Weight measurement update: Compute new weights using

\[
\alpha_t^{(\lambda_t)} = e^{-\frac{1}{2}(y_t - H_t(\lambda_t) \tilde{x}_{t|t-1}^{(\lambda_t)})^T S_t^{-1}(\lambda_t)(y_t - H_t(\lambda_t) \tilde{x}_{t|t-1}^{(\lambda_t)})} \alpha_t^{(\lambda_t)}
\]

\[
\tilde{\alpha}_t^{(\lambda_t)} = \frac{\alpha_t^{(\lambda_t)}}{M \sum_{\lambda_i = 1}^{L} \alpha_t^{(\lambda_i)}}
\]

4. Merge:

\[
\tilde{x}_{t+1} = \sum_{\lambda_i = 1}^{M} \tilde{\alpha}_t^{(\lambda_i)} \tilde{x}_{t+1}^{(\lambda_i)},
\]

\[
P_{t+1} = \sum_{\lambda_i = 1}^{M} \tilde{\alpha}_t^{(\lambda_i)} (P_t^{(\lambda_i)} + (\tilde{x}_{t+1}^{(\lambda_i)} - \tilde{x}_{t+1})(\tilde{x}_{t+1}^{(\lambda_i)} - \tilde{x}_{t+1})^T).
\]
5. Estimate time update: Compute $x_{t+1|t}^{(\lambda_{t+1})}$, $P_{t+1|t}^{(\lambda_{t+1})}$ using (2.18) conditionally upon $\lambda_{t+1}$.

6. Weight time update: Compute new weights using

$$\hat{\alpha}_{t+1|t}^{(\lambda_{t+1})} = \frac{\Pr(\lambda_{t+1} = \lambda_t | \lambda_t) \hat{\alpha}_{t|t}^{(\lambda_t)}}{\sum_{\lambda_t=1}^{M} \Pr(\lambda_{t+1} = \lambda_t | \lambda_t) \hat{\alpha}_{t|t}^{(\lambda_t)}}$$

7. Iterate from step 2.

The conceptually similar Interacting Multiple Model (IMM) filter uses a slightly more sophisticated way of computing the weights [16, 12, 56]. See [106] for a nice survey and comparison of different multiple model approaches.

### 2.2.3 Nonlinear Models

When we are facing a nonlinear estimation problem given by (2.4) we can still use the Kalman filter recursions given by (2.17)–(2.17). The difference is that we use a set of linearized equations given by the first order terms in the Taylor expansion around the current estimate

$$H_t = \frac{\partial h(x_t)}{\partial x_t} \bigg|_{x_t = \hat{x}_{t|t-1}}, \quad F_t = \frac{\partial f(x_t)}{\partial x_t} \bigg|_{x_t = \hat{x}_{t|t}}.$$  \hfill (2.24)

The result is referred to as the extended Kalman filter (EKF) [55, 3, 93]. More sophisticated versions of the EKF exist which account for the second order terms in the Taylor expansion [49].

The Gaussian sum filter [102, 2, 3] can be seen as an extension to the EKF. The idea is to split the estimation using several EKFs working in parallel, where each EKF is concentrated on a subspace of the overall posterior probability density. The overall posterior probability is approximately given by a mixture of Gaussians

$$p(x_t, y_t) = \sum_{i=1}^{N} \bar{w}_t^{(i)} N(\hat{x}_{t|t}^{(i)}, P_{t|t}^{(i)}), \quad \sum_{i=1}^{N} \bar{w}_t^{(i)} = 1,$$  \hfill (2.25)

where the mean and covariance of each Gaussian is provided by a dedicated EKF. Typically the splitting is based on the initial values $\hat{x}_0$ and $P_0$ such that the covariance for each EKF $P_0^{(i)}$ is small enough. Small enough here means that the linearized equations should provide an accurate description around $\hat{x}_{t|t}^{(i)}$ as long as we do not deviate more than given by $P_0^{(i)}$. For an example on a Gaussian sum filter application see Example 2.1.

---

**Example 2.1**

The Range Parameterized EKF (RP-EKF) is a method for tracking other vehicles based on angle-only measurements. Tracking with angle-only measurements normally results in highly uncertain range estimates. The principle for RP-EKF is to split the applicable range into subintervals, each having the same so-called coefficient of variation, $C_r$. The
$C_r$ is defined as the ratio between standard deviation and mean of each range segment. The performance of angle-only tracking is highly dependent on $C_r$, the lower the better \[88\]. A large uncertainty in range compared to the mean yields a high $C_r$. Suppose the range is uniformly distributed over the interval $(r_{\text{min}}, r_{\text{max}})$, which yields

$$C_r = \frac{\sigma_r}{\bar{r}} = \frac{r_{\text{max}} - r_{\text{min}}}{\frac{1}{2}r_{\text{min}} + \frac{1}{2}r_{\text{max}}} \quad (2.26)$$

We can achieve a smaller $C_r$ by splitting the range interval into a number $N_f$ of subintervals, where subinterval $i$ is defined by $(r_{\text{min}}\rho^{i-1}, r_{\text{min}}\rho^{i})$ and $\rho = r_{\text{max}} / r_{\text{min}}^{1/N_f}$. Now it is straightforward to show that $C_{r(i)}$ is the same for each segment and is given by \[9\]

$$C_{r(i)} = \frac{\sigma_r}{\bar{r(i)}} = \frac{2(\rho - 1)}{12(\rho + 1)} \quad (2.27)$$

The principle of the point-mass filter \[64, 65, 13\] is to discretize the support of the posterior density into a finite set of points. The expression for the posterior probability becomes

$$p(x_t | Y_t) \approx \sum_{i=1}^{N} \tilde{w}_i^{(i)} \delta_{x_t^{(i)}}(x_t), \quad (2.28)$$

where $\delta(\cdot)$ is the Dirac delta function.

## 2.3 Particle Filter

Particle filters, or sequential Monte Carlo methods \[31, 38\], can be seen as simulation-based methods, i.e. we simulate a large number of possible state trajectories using e.g. the time propagation equations from (2.4). Based on the measurements we associate a weight to each trajectory, using the measurement equation from (2.4). The realizations together with the associated weights provide an empirical approximation of the joint posterior distribution. Probably two of the first references on particle filtering are \[45\] and \[46\]. In these papers importance sampling, described in Section 2.3.1 and 2.3.2, was introduced on sequential estimation problems. The crucial step of resampling, described in Section 2.3.3, was however first introduced in \[38\]. The two ingredients, importance sampling and resampling, form the basis for the particle filter algorithm given in Section 2.3.4.

### 2.3.1 Importance Sampling

Suppose that we have drawn $N$ independent identically distributed (i.i.d.) samples of $x_t$ from the probability density $q(x_t | y_t)$. In the literature, the function $q(x_t | y_t)$ is usually
referred to as the *importance function*, see e.g. [30]. The first requirement on this distribution is that it should be possible to draw samples from it. See e.g. [53] for details on how to create samples from a distribution. We can use the set of samples to form an empirical approximation of \( q(x_t|y_t) \), i.e.

\[
q(x_t|y_t) \approx \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i}(x_t),
\]

(2.29)

where \( \delta(\cdot) \) is the Dirac delta function. What (2.29) really means is that the probability mass for a small volume is approximated by the relative frequency of samples that are located within the volume. A more correct notation would therefore be

\[
q(dx_t|y_t) \approx \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i}(dx_t),
\]

(2.30)

but this is not pursued further. What we really would like is to be able to draw realizations from \( p(x_t|y_t) \), referred to as *perfect sampling*, but unfortunately this is not possible in general. The best we can hope for is that \( q(x_t|y_t) \) is as close to \( p(x_t|y_t) \) as possible. Let us introduce the importance weight defined as

\[
w(x_t) = \frac{p(x_t|y_t)}{q(x_t|y_t)},
\]

(2.31)

or in the Bayesian framework, where the normalization constant \( p(y_t) \) in general is analytically intractable,

\[
w(x_t) = \frac{p(y_t|x_t)p(x_t)}{q(x_t|y_t)}. \tag{2.32}
\]

See Example 2.2 for the most basic choice of importance function.

---

**Example 2.2**

A natural choice of importance function is to use the prior probability density for the state vector

\[
q(x_t|y_t) = p(x_t). \tag{2.33}
\]

The weights are then computed according to

\[
w(x_t) = \frac{p(y_t|x_t)p(x_t)}{p(x_t)} = p(y_t|x_t). \tag{2.34}
\]

The importance weight, \( w(x_t) \), can be looked upon as a measure of the skewness of \( q(x_t|y_t) \) relative to \( p(x_t|x_t) \). From (2.31) or (2.32) we see that for the importance weight to be defined the support of \( p(x_t|y_t) \) must be included in the support of \( q(x_t|y_t) \). Based
on the realizations from (2.29) and the importance weights computed using (2.32) we can express an empirical approximation of the posterior density \( p(x_t y_t) \) according to

\[
p(x_t y_t) = \frac{w(x_t)q(x_t y_t)}{w(x_t)q(x_t y_t)dx_t}
\]

\[
\frac{\sum_{i=1}^{N} w_t(i) \delta_{x_t(i)}(x_t)}{\sum_{i=1}^{N} w_t(i)} = \frac{\sum_{i=1}^{N} \delta_{x_t(i)}(x_t)}{\sum_{j=1}^{N} w_t(j)},
\]

where we have defined

\[
w_t(i) = \frac{p(y_t x_t(i))p(x_t(i))}{q(x_t(i) y_t)}, \quad \bar{w}_t(i) = \frac{w_t(i)}{\sum_{j=1}^{N} w_t(j)}.
\]

Using (2.35) we can now perform any kind of operation that previously was intractable, e.g. computing any kind of estimate. For any integrable function \( g(x_t) \) we can estimate its expected value according to

\[
\bar{g}_t = \mathbb{E}_{p(x_t y_t)}[g(x_t)] = g(x_t)p(x_t y_t)dx_t
\]

\[
\frac{\sum_{i=1}^{N} \bar{w}_t(i) \delta_{x_t(i)}(x_t)dx_t = \sum_{i=1}^{N} \bar{w}_t(i)g(x_t(i)) = \bar{g}_t N.
\]

Using (2.37) we see that the least-mean-square estimate \( \hat{x}_{t | t} \) and its covariance are estimated using \( g(x_t) = x_t \) and \( g(x_t) = (x_t - \hat{x}_{t | t})(x_t - \hat{x}_{t | t})^T \) respectively, i.e.

\[
\hat{x}_{t | t} = \frac{\sum_{i=1}^{N} \bar{w}_t(i) x_t(i)}{\sum_{i=1}^{N} \bar{w}_t(i)}, \quad P_{t | t} = \frac{\sum_{i=1}^{N} \bar{w}_t(i) (x_t(i) - \hat{x}_{t | t})(x_t(i) - \hat{x}_{t | t})^T}{\sum_{i=1}^{N} \bar{w}_t(i)}.
\]

### 2.3.2 Recursive Importance Sampling

The question now is how to recursively obtain a set of realizations

\[
\mathcal{X}_t(i) \quad \frac{N}{i=1} = x_t^{(0)}, \ldots, x_t^{(i)} \quad \frac{N}{i=1}
\]

which together with the weights \( \bar{w}_t(i) \quad \frac{N}{i=1} \) are distributed approximately according to \( p(X_t | Y_t) \). The new set of realizations and weights should be based upon the realizations \( \mathcal{X}_t(i) \quad \frac{N}{i=1} \) and importance weights \( \bar{w}_t(i) \quad \frac{N}{i=1} \).

Suppose the realizations \( \mathcal{X}_t(i) \quad \frac{N}{i=1} \) have been drawn from some arbitrary but known density \( q(X_t | Y_t) \), i.e.

\[
q(X_t | Y_t) \quad \frac{1}{N} \sum_{i=1}^{N} \delta_{x_t^{(i)}(X_t(i))} = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_t^{(0)}(X_t(i))} \delta_{x_t^{(i)}(x_t(i))}.
\]

\[\text{Note that we will in the sequel not explicitly state the space on which the integration is taken place, here } (\mathbb{R}^n)^{t+1}, \text{assuming it is clear from the context.}\]
which together with the importance weights are such that
\[ p(\mathcal{X}_{t-1} | \mathcal{Y}_{t-1}) \approx \sum_{i=1}^{N} \bar{w}_t^{(i)} \delta_{\mathcal{X}_{t-1}^{(i)}}(\mathcal{X}_{t-1}). \] (2.41)
We now wish to extend the existing realizations and modify the existing weights, such that we obtain a set of realizations which, together with the modified weights, is approximately distributed according to \( p(\mathcal{X}_t | \mathcal{Y}_t) \). The importance function can be rewritten recursively, using Bayes’ rule, according to
\[ q(\mathcal{X}_t | \mathcal{Y}_t) = q(x_t | \mathcal{X}_{t-1}, \mathcal{Y}_t) q(\mathcal{X}_{t-1} | \mathcal{Y}_t). \] (2.42)
In order to be a practical method the new measurement \( y_t \) should not affect the existing realizations \( \{\mathcal{X}_{t-1}^{(i)}\}_{i=1}^{N} \). Otherwise, we would be forced to create new realizations for the state history at each time \( t \), which would imply a computational load which grows as \( O(t) \). Therefore, we require that
\[ q(\mathcal{X}_{t-1} | \mathcal{Y}_t) = q(\mathcal{X}_{t-1} | \mathcal{Y}_{t-1}). \] (2.43)
Inserting (2.40) into (2.42) we obtain an expression for how to produce new samples for \( x_t \)
\[ q(x_t | \mathcal{Y}_t) = \sum_{i=1}^{N} q(x_t | \mathcal{X}_{t-1}^{(i)}, \mathcal{Y}_t). \] (2.44)
To create a new set of samples \( x_{t}^{(i)} \) based on (2.44) we draw \( N \) times from the importance function according to
\[ x_t^{(i)} \sim q(x_t | \mathcal{X}_{t-1}^{(i)}, \mathcal{Y}_t), \quad i = 1, \ldots, N. \] (2.45)
The last step is to obtain a properly weighted set of realizations with respect to \( p(\mathcal{X}_t | \mathcal{Y}_t) \). What we need is an expression for how the new weight \( w(\mathcal{X}_t) \) is computed recursively in terms of \( w(\mathcal{X}_{t-1}) \). We have
\[ w(\mathcal{X}_t) = \frac{p(\mathcal{Y}_t | \mathcal{X}_t) p(\mathcal{X}_t)}{q(\mathcal{X}_t | \mathcal{Y}_t)} = \frac{p(y_t | x_t) p(x_t | x_{t-1})}{q(x_t | \mathcal{X}_{t-1}, \mathcal{Y}_t)} w(\mathcal{X}_{t-1}). \] (2.46)

### 2.3.3 Resampling

If the weights \( w_t^{(i)} \) are very skewed, i.e. most of the weights are close to zero and only a few of them are significant, most of the samples do not contribute to the approximation. To create a set of samples with equal weights we can perform a so-called resampling [101]. This means that we multiply those samples with a large importance weight, and samples with small weights are discarded. Call the number of offsprings from each sample \( N_t^{(i)} \). To meet the requirement that the unweighted set of samples is still approximately distributed according to \( p(\mathcal{X}_t | \mathcal{Y}_t) \) we need
\[ \mathbb{E}[N_t^{(i)}] = N \bar{w}_t^{(i)}. \] (2.47)
Note however that one could be deceived to think that resampling achieves the goal of having a set of samples perfectly matched to \( p(X_t \mid Y_t) \). But the resampling introduces another problem, we obtain a set of dependent samples. However, to make the sequential importance sampling technique operational the resampling procedure is necessary.

The standard resampling method is the multinomial resampling, originally introduced in [38]. The principle is to pick a realization from \( X_t^{(i)} \}_{i=1}^N \), with replacement, where the probability to pick \( X_t^{(i)} \) is equal to \( \bar{w}_t^{(i)} \). This procedure can be achieved in \( O(N) \) operations, see e.g. [20] for the details.

A second method known to introduce less additional variance than multinomial resampling, is residual resampling [74]. The principle behind residual resampling is to first multiply/discard particles deterministically according to \( \lfloor N \bar{w}_t^{(i)} \rfloor \), where the notation \( \lfloor x \rfloor \) corresponds to the integer part of \( x \). The second step is to perform multinomial resampling on the rest, i.e. on

\[
N_{t}^\text{rest} = N - \sum_{i=1}^{N} \lfloor N \bar{w}_t^{(i)} \rfloor \tag{2.48}
\]

A third strategy is to multiply and discard samples entirely deterministically, a deterministic resampling [60]. This can be achieved by, for each \( i = 1, \ldots, N \), finding the largest integer \( N_t^{(i)} \) such that

\[
\frac{N_t^{(i)}}{N} \Delta < \bar{w}_t^{(i)}, \quad 0 < \Delta < 1. \tag{2.49}
\]

### 2.3.4 The Algorithm

For a summary of the particle filter see Algorithm 2.2.

**Algorithm 2.2 (The particle filter).**

1. For \( i = 1, \ldots, N \), sample \( x_0^{(i)} \sim p(x_0) \) and set \( w_0^{(i)} = \frac{1}{N} \).
2. For each \( i = 1, \ldots, N \), update \( w_t^{(i)} = \frac{p(y_t \mid x_t^{(i)})p(x_t^{(i)} \mid x_{t-1}^{(i)})}{q(x_t^{(i)} \mid X_{t-1}^{(i)}, Y_t)} \bar{w}_t^{(i)} \)
   and normalize \( \bar{w}_t^{(i)} = \frac{w_t^{(i)}}{\sum_j w_t^{(j)}} \).
3. If resampling (e.g. if \( \bar{N}_{\text{eff}} < N_{\text{th}} \)), apply one of the resampling procedures described in Section 2.3.3 on \( \bar{w}_t^{(i)} \) \( i = 1 \).
4. For \( i = 1, \ldots, N \), sample \( x_{t+1}^{(i)} \sim q(x_{t+1} \mid X_t^{(i)}, Y_{t+1}) \).
5. Iterate from step 2.

A simple and intuitive choice for importance function, which is also the choice made in [38], is to use

\[
q(x_t \mid X_{t-1}, Y_t) = p(x_t \mid x_{t-1}). \tag{2.50}
\]
The importance weights are then updated with

\[ w(X_t) = p(y_t, x_t)w(X_{t-1}). \] (2.51)

The problem with choosing the weights according to (2.51) is that we could end up with very skewed weights, particularly if the measurement \( y_t \) is very informative (informative in the sense that the support of \( p(y_t, x_t) \) is concentrated compared to \( p(x_t, Y_{t-1}) \)). From (2.46) we see that if we choose

\[ q(x_t, X_{t-1}, Y_t) = p(x_t, x_{t-1}, y_t) = \frac{p(y_t, x_t)p(x_t, x_{t-1})}{p(y_t, x_{t-1})}, \] (2.52)

the weights according to (2.46) are updated with

\[ w(X_t) = p(y_t, x_{t-1})w(X_{t-1}), \] (2.53)

which is independent of \( x_t \). This means that the optimal choice of \( q(x_t, X_{t-1}, Y_t) \) with respect to making the weights as uniform as possible with respect to \( x_t \), is given by (2.52) [30]. The problem with the choice in (2.53) is that it only works for certain systems. More specifically we must be able to compute

\[ p(y_t, x_{t-1}) = p(y_t, x_t)p(x_t, x_{t-1})dx_t, \] (2.54)

which is not possible in the general case. Examples on when it is analytically tractable are when the function \( h(\cdot) \) in (2.4) is linear with respect to \( x_t \) and the process and measurement noises are Gaussian distributed (or distributed as Gaussian mixtures). Another special case where (2.54) is analytically tractable is when \( x_t \) only takes on a finite number of different values, changing the integral to a summation.

A third alternative is to use only those realizations \( X_t^{(1)} \) which provide a high likelihood for \( y_t \). This is possible, before we draw new samples for \( x_t \), by evaluating e.g. \( p(y_t, f(x_t^{(1)})) \), where \( f(x_t^{(1)}) \) is the prediction of \( x_t^{(1)} \) given by the state-space model (2.4). A resampling at this stage, where the probability to pick \( X_t^{(1)} \) is \( p(y_t, f(x_t^{(1)})) \), would yield the desired result. This is the principle behind the auxiliary particle filter, see [89], and we have

\[ w(X_t) = \frac{p(y_t, x_t)}{p(y_t, f(x_t^{(1)}))}w(X_{t-1}). \] (2.55)

### 2.3.5 Asymptotic Properties

One can show that, under mild assumptions, a central limit theorem holds for the importance sampling method, see Theorem 2.3.

**Theorem 2.3 (Central limit theorem for importance sampling)**

Assume i.i.d. samples \( X_t^{(i)} \), \( i=1 \) to \( N \), the support of \( q(X_t, Y_t) \) includes that of \( p(X_t, Y_t) \), and the expectations

\[ E_{p(X_t, Y_t)}[g(x_t)], \ E_{p(X_t, Y_t)}[w(X_t)], \ E_{p(X_t, Y_t)}[g(x_t)g(x_t)^Tw(X_t)]. \]
exists and are finite. Then we have convergence in distribution for $\hat{g}_t^N$ according to
\[
\sqrt{N} (\hat{g}_t^N - \hat{g}_t) \overset{d}{\rightarrow} \mathcal{N}(0, \Sigma_t),
\]
as $N \rightarrow \infty$. Moreover, a consistent estimate of the covariance $\Sigma_t$ is given by
\[
\hat{\text{cov}}(\hat{g}_t^N) = \frac{1}{N} \sum_{i=1}^{N} (\hat{w}_t^{(i)} \hat{g}_t^N - \hat{g}_t_N) (g(x_t^{(i)}) - \hat{g}_t)^T, \quad (2.57a)
\]
\[
N \hat{\text{cov}}(\hat{g}_t^N) \overset{a.s.}{\rightarrow} \Sigma_t. \quad (2.57b)
\]

**Proof:** See [36].

We see from (2.57b) that the sample covariance of $\hat{g}_t^N$ tends to zero as $O(N^{-1})$.

**Remark 2.1.** Note that in the perfect sampling case, i.e. $q(X_t|Y_t) = p(X_t|Y_t)$, and with $g(x_t) = x_t$ we have
\[
\Sigma_t = P_{t|t}, \quad (2.58)
\]

where $P_{t|t}$ is the covariance of the estimate $\hat{x}_t$. As a measure of sampling efficiency we can use the ratio between the sample variance when using a set of samples drawn from the posterior directly (perfect sampling) and the sample variance obtained through the use of importance sampling. The sampling efficiency in its turn gives an expression for the effective sample size, $N_{\text{eff}} \leq N$. In [63] it is shown that the sampling efficiency, assuming a scalar-valued function $g(x_t)$, is approximately given by
\[
\hat{N}_{\text{eff}} = \frac{1}{\hat{N}} \sum_{i=1}^{N} (\hat{w}_t^{(i)} \hat{g}_t^N)^2 \frac{\hat{w}_t^{(i)}}{\hat{w}_t^{(i)}}, \quad (2.59)
\]

When we apply resampling we will lose the independence among the samples, and thereby destroying the basic property for the convergence results to hold. A reasonable question is whether it is necessary to perform any kind of resampling at all. The problem here is that the variance of the importance weights can only increase with time. This property is shown in [63] and it implies that as time progresses the weights will become more and more nonuniform. A standard method for deciding when to resample is to use the expression for approximate sampling efficiency according to (2.59). As soon as $\hat{N}_{\text{eff}} < \hat{N}_{\text{th}}$, where $\hat{N}_{\text{th}}$ is some predefined threshold, a resampling is carried out. Note however that after the first resampling this expression must be used with care since it assumes independent samples.

For the resampling to have its intended effect, i.e. to increase the effective sample size, the sampling step must be such that it scatters the samples. Otherwise we will experience what is referred to as the depletion problem. To overcome the depletion problem we can add artificial noise to the system, $u_{t}^{\text{add}}$. The idea here is to use more process noise in our
model than what the true system really exhibits. Note that the additional noise should only be added after a resampling. A standard choice for the distribution for \( u_{t}^{\text{add}} \) is

\[
u_{t}^{\text{add}} \sim \mathcal{N}(0, \kappa P_{t} | t),
\]

where \( P_{t} | t \) is estimated covariance of \( \hat{x}_{t} \), computed for example according to (2.38b) and the discount factor \( \kappa \) is a small number typically in the order of 0.01 - 0.001. The idea of introducing additional noise is not such a bad idea, considering the fact that we discretize the state vector and in turn the densities involved. A way of dealing with discretization errors is to add uncertainty in form of additional noise. The \( \kappa \) should therefore be such that it accounts for the discretization error, i.e. \( \kappa \) should be a function of \( N \). The drawback with introducing additional noise is that we will inevitably lose information, meaning that the estimated covariance of \( \hat{x}_{t+1} \) is larger than the actual covariance. One way of dealing with this is to introduce correlation between \( x_{t} \) and \( u_{t}^{\text{add}} \) such that the covariances for \( \hat{x}_{t+1} \) and \( \hat{x}_{t} \) are the same, see [73] for more information on this subject. More sophisticated methods for handling the depletion problem is to use kernel theory on the samples [77], or to apply Markov Chain Monte Carlo (MCMC) methods [37].

Some convergence results for the particle filter exist. In [37] a central limit theorem is presented for the case of sequential importance sampling with resampling and MCMC moves. A more interesting result is given in [25] on mean-square convergence, see Theorem 2.4.

**Theorem 2.4 (Convergence for bounded functions)**

Assume \( \sup_{x_{t} \in \mathbb{R}^{n_{x}}} \mathbb{P}_{x_{t}}(y_{t} = h(x_{t})) \). Then there exists \( c_{t} \) independent of \( N \) such that for any bounded function \( g(x_{t}) \)

\[
\mathbb{E} \left( \hat{g}_{t}^{N} - \hat{g}_{t} \right)^{2} \leq c_{t} \frac{\sup_{x_{t} \in \mathbb{R}^{n_{x}}} g(x_{t})}{N},
\]

where \( \hat{g}_{t}^{N} \) and \( \hat{g}_{t} \) are given by (2.37).

**Proof:** See [25].

There are two problems with Theorem 2.4. First of all, it only includes bounded functions \( g(x_{t}) \), i.e. the standard least-mean-square estimate using \( g(x_{t}) = x_{t} \) is not covered. Secondly, \( c_{t} \) can very well grow with time, implying that an ever increasing number of particles has to be used. To ensure a uniform convergence (\( c_{t} = c \)), requirements must be put on the dynamic model to exponentially forget any error. In practice this means that for example the more noise the system exhibits, the better the particle filter should be working. A very interesting result on system convergence for the particle filter is given by [50]. This result includes unbounded functions \( g(x_{t}) \), e.g. the least-mean-square estimate \( \hat{x}_{t} \), and is given by Theorem 2.5.

**Theorem 2.5 (Convergence for unbounded functions)**

For mild assumptions on the unbounded function \( g(x_{t}) \) and involved densities, see [50] for details, there exists \( c_{t} \) independent of \( N \) such that

\[
\mathbb{E} \left( \hat{g}_{t}^{N} - \hat{g}_{t} \right)^{4} \leq c_{t} \frac{\max_{s=0\ldots t} 1, \mathbb{E}_{p(x_{s}, y_{s})} [g^{4}(x_{s})]}{N^{2}},
\]

where \( \hat{g}_{t}^{N} \) and \( \hat{g}_{t} \) are given by (2.37).
Proof: See [50].

A problem with Theorem 2.5 is that it is not uniform with respect to the measurements \( Y_s \). Moreover, the applicability of \( c_t \) is not obvious as it typically grows rather quickly with time \( t \).

## 2.4 Marginalized Particle Filter

Theorems 2.4 and 2.5 show that asymptotically the rate of convergence as a function of \( N \) is \( O(\sqrt{N}) \). Note that this does not mean that the particle filter is independent of the state dimension. On the contrary, in [26] they demonstrate that computational complexity with respect to dimension is between polynomial and exponential, depending on the problem and chosen particle filter algorithm. This is also confirmed in practice, where it is easily shown by comparing problems of different dimensions that there is a dependence. One possibility that can achieve a significant reduction of the sampling variance is to take advantage of potential structure within the state-space model. If there is any structure that can be solved using analytical, closed-form estimation techniques then we should of course do so. For the remaining parts to be estimated we can resort to sampling techniques. The remaining parts are however of lower dimension, meaning that we should not have to use as many samples as before for the same accuracy.

### 2.4.1 General Description

Consider a state-space model which can be written on the form

\[
\begin{align*}
    x_{t+1}^n &= f_t^n(x_t^n) + F_t^n x_t + G_t^n u_t, \\
    x_{t+1}^l &= f_t^l(x_t^n) + F_t^l x_t^l + G_t^l u_t, \\
    y_t &= h_t(x_t^n) + H_t x_t^l + e_t,
\end{align*}
\]

(2.63a)

(2.63b)

(2.63c)

where \( x_t = (x_t^n)^T (x_t^l)^T \). The superscripts \( n \) and \( l \) denote what part of the state vector is nonlinear and linear respectively. We assume the noises and initial distribution for \( x_t^l \) have the properties given by (2.14)–(2.15). The essence of the marginalized particle filter is the factorization of the pdf

\[
p(x_t^l, x_t^n | Y_t) = p(x_t^l | X_t^n, Y_t) p(X_t^n | Y_t).
\]

(2.64)

By using the Rao-Blackwellization technique we use the fact that \( p(x_t^l | X_t^n, Y_t) \) exists as a closed-form expression, and that \( \mathbb{E}_{p(x_t^l | X_t^n, Y_t)}[g(x_t)] \) exists and is possible to evaluate. Recall the expression for the expected value of an integrable function \( g(x_t) \) from (2.37) repeated here for convenience

\[
\hat{g}_t = \mathbb{E}_{p(x_t | Y_t)}[g(x_t)] = \frac{1}{N} \sum_{i=1}^{N} w_t^{(i)} g(x_t^{(i)}) = \hat{g}_t^N.
\]

(2.65)
2.4 Marginalized Particle Filter

The expected value of \( g(x_t) = g(x^n_t, x^T_t) \) can be written according to

\[
\bar{g}_t = \mathbb{E}_{p(x_t | Y_t)}[g(x_t)] = \mathbb{E}_{p(x^n_t, x^T_t | Y_t)}[g(x^n_t, x^T_t)]
\]

\[
= \mathbb{E}_{p(x^n_t, x^T_t | Y_t)}[g(x^n_t, x^T_t)]dX^n_t
\]

\[
= \frac{\mathbb{E}[g(X^n_t, Y_t)] \mathbb{E}_{p(x^n_t, x^T_t | Y_t)}[g(x^n_t, x^T_t)] w(X^n_t)}{\mathbb{E}[w(X^n_t)]}
\]

(2.66)

\[
N \sum_{i=1}^{N} \tilde{w}_i^{(i)} p_i^{(i)} [g(x_{t_i}^{(i)}, x_{t_i}^{(i)})] = \bar{g}_t N.
\]

From (2.66) we see that the mean and covariance of \( g(x_t) = x^n_t \) are the same as before, i.e. computed according to (2.38a) and (2.38b). However, the mean and covariance of \( x^T_t \) are from (2.66) given by

\[
x_{t, t}^1 \approx \frac{1}{N} \sum_{i=1}^{N} \tilde{w}_i^{(i)} x_{t, t}^{1(i)}
\]

(2.67)

\[
P_{t, t}^1 \approx \frac{1}{N} \sum_{i=1}^{N} \tilde{w}_i^{(i)} \left( x_{t, t}^{1(i)} (\hat{x}_{t, t}^1 - \hat{x}_{t, t}^1) \right)
\]

In the expressions (2.67) we have used that the estimate and covariance of \( x^T_t \), conditionally upon a given realization \( X^n_t \), denoted by \( \hat{x}_{t, t}^1 \) and \( P_{t, t}^1 \) respectively, where

\[
P_{t, t}^{1(i)} = \mathbb{E}[p(x^n_t, x^T_t | Y_t)] [x_{t, t}^{1(i)} (\hat{x}_{t, t}^1 - \hat{x}_{t, t}^1)^T],
\]

(2.68)

are analytically tractable. Algorithm 2.3 provides the conceptual steps in the marginalized particle filter. For details the reader is referred to Paper A.

**Algorithm 2.3 (Marginalized particle filter).**

1. Initialization: Initialize the particles and set initial values for the linear state variables, to be used in the Kalman filter.
2. Particle filter measurement update: evaluate the importance weights and normalize.
3. Resample with replacement (if necessary).
4. Kalman filter measurement update
5. Particle filter time update: Predict new particles.
7. Iterate from step 2.
2.4.2 Filter for Terrain-Aided Navigation

The terrain-navigation application can be posed as a recursive state estimation problem according to

\[
x^{n}_{t+1} = f^{n}_{t}(x^{n}_{t}) + F^{n}_{t}u^{n}_{t}, \quad (2.69a)
\]

\[
x^{d}_{t+1} = f^{d}_{t}(x^{n}_{t}) + F^{d}_{t}x^{d}_{t} + G^{d}_{t}u^{t}, \quad (2.69b)
\]

\[
x^{l}_{t+1} = f^{l}_{t}(x^{n}_{t}) + F^{l}_{t}x^{l}_{t} + G^{l}_{t}u^{t}, \quad (2.69c)
\]

\[
y_{t} = h_{t}(x^{n}_{t}) + H_{t}x^{d}_{t} + e_{t}(\lambda_{t}). \quad (2.69d)
\]

Here \(x^{n}_{t}\), \(x^{d}_{t}\) and \(x^{l}_{t}\) correspond to horizontal position, altitude and remaining navigation quantities respectively. Note the mode dependent measure noise \(e_{t}(\lambda_{t})\). The purpose of the mode variable \(\lambda_{t}\) is to model the bimodal character of the radar measurements. For example, flying over dense forrest yields radar measurements which can either correspond to distance to ground or the tree tops. We could apply Algorithm 2.3 to estimate \([x^{l}_{T}, x^{d}_{T}]^{T}\) and \(x^{n}_{T}\) respectively. However, using the GPB1 filter according to Algorithm 2.1, we would need two multi-dimensional Kalman filters running in parallel. The remedy is to use the structural independence in (2.69) between \(x^{d}_{t}\) and \(x^{l}_{t}\), which makes it possible to further split the estimation. The posterior probability density can be factorized according to

\[
p(x^{l}_{t}, x^{d}_{t}, X^{n}_{t}, Y_{t}) = p(x^{l}_{t}, X^{n}_{t}, Y_{t})p(x^{d}_{t}, X^{n}_{t}, Y_{t})p(X^{n}_{t}, Y_{t}). \quad (2.70)
\]

This means that, conditionally upon \(X^{n}_{t}\), we can estimate \(x^{l}_{t}\) and \(x^{d}_{t}\) independently of each other. We can estimate the mode dependent \(x^{d}_{t}\) with two one-dimensional Kalman filters and apply a single Kalman filter for estimation of \(x^{l}_{t}\). Algorithm 2.4 provides the conceptual steps in the Terrain-Aided Navigation Filter. For details the reader is referred to Paper B.

**Algorithm 2.4 (Terrain-Aided Navigation Filter).**

1. Initialization: Initialize the particles and set initial values for the linear state variables, to be used in the Kalman filter.
2. Particle filter measurement update: evaluate the importance weights and normalize.
3. Resample with replacement (if necessary).
4. GPB filter measurement update and merge
5. Kalman filter measurement update
8. GPB filter time update.

The filter from paper B has been tested on authentic flight data as described in [47, 48].
2.4.3 Asymptotic Properties

Similar to Theorem 2.3 one can derive a central limit theorem for the case with the Rao-Blackwellization technique applied. The result is given by Theorem 2.6

Theorem 2.6 (CLT for Rao-Blackwellization)

Assume i.i.d. samples \( X_t^{(i)} \) \( N \) \# \( t \), the support of \( q(X_t, Y_t) \) includes that of \( p(X_t, Y_t) \) and that the involved expectations exist and are finite. Then we have convergence in distribution for \( \hat{g}_t^N \) according to

\[
\begin{aligned}
\overline{N}(\hat{g}_t^N, \hat{g}_t) & \overset{d}{\rightarrow} N(0, \Sigma_{R,t}), \\
\Sigma_{R,t} &= \frac{\mathbb{E}_q(x_t^i \mid Y_t) \mathbb{E}_p(x_t^i \mid Y_t)[(g(x_t) \hat{g}_t)(g(x_t) \hat{g}_t)^T] w(x_t^i)^2}{\mathbb{E}_q(x_t^i) w(X_t^i)^2}
\end{aligned}
\tag{2.71}
\]

as \( N \rightarrow \infty \). A consistent estimate of \( \Sigma_{R,t} \) and the sample covariance \( \text{cov}(\hat{g}_t^N) \) are given by

\[
\text{cov}(\hat{g}_t^N) = \frac{\mathbb{E}_p(x_t^n) \mathbb{E}_p(x_t^n)[g^{(i)}(x_t) \hat{g}_t][g^{(i)}(x_t) \hat{g}_t]^T (w_t^i)^2}{\mathbb{E}_p(x_t^n) w(X_t^n)^2}
\]

\( N \) \( \text{cov}(\hat{g}_t^N) \) \( a.s. \) \( \Sigma_{R,t} \)

where \( g^{(i)}(x_t) = g(x_t^n, x_t^i) \).

Proof: See [29].

One can also show that, in accordance with our intuition, the variance obtained when applying Rao-Blackwellization is always less than or equal to the variance when not applying it, see Corollary 2.1.

Corollary 2.1 (Rao-Blackwellization variance reduction)

Assume that the assumptions given in Theorem 2.3 are valid and that the expectations involved exist and are finite. Then

\[
\Sigma_t \left( \Sigma_{R,t} = \frac{\mathbb{E}_q(x_t^i \mid Y_t) \text{cov}_q(x_t^i \mid Y_t)}{\mathbb{E}_q(x_t \mid Y_t) w(X_t)} \right) = 0,
\tag{2.73}
\]

where \( \Sigma_t \) and \( \Sigma_{R,t} \) are given by (2.56) and (2.71) respectively.

Proof: See [28].

From Lemma 2.1 we conclude that, when the average conditional variance of \( g(x_t) \) is high we can gain a lot using Rao-Blackwellization.

To be more specific about what we can gain using Rao-Blackwellization, consider a system according to (2.63) where \( H_t = 0 \). Compare with terrain-aided navigation (2.69) where \( H_t = 0 \) with respect to \( x_t^i \). In this case we have

\[
p(X_t, Y_t) = p(X_t^n, X_t^i, Y_t) = p(X_t^n) p(X_t^i)p(Y_t) = p(X_t^n) p(Y_t).
\tag{2.74}
\]
where the second equality stems from the fact that if \( \mathcal{X}_t^n \) is given then \( \mathcal{Y}_t \) provides no further information. Based on (2.74) and the assumption that we use \( q(\mathcal{X}_t, \mathcal{Y}_t) = p(\mathcal{X}_t) \) as importance function we can simplify the expression for the importance weight according to

\[
w(\mathcal{X}_t) = p(\mathcal{Y}_t) \frac{p(\mathcal{X}_t, \mathcal{Y}_t)}{p(\mathcal{X}_t)} = p(\mathcal{Y}_t) \frac{p(\mathcal{X}_t^1, \mathcal{X}_t^2)p(\mathcal{X}_t^2, \mathcal{Y}_t)}{p(\mathcal{X}_t^1, \mathcal{X}_t^2)p(\mathcal{X}_t^2)} = p(\mathcal{Y}_t) \frac{p(\mathcal{X}_t^2, \mathcal{Y}_t)}{p(\mathcal{X}_t^2)} = w(\mathcal{X}_t^2).
\]

This means that the importance weight only depends on \( \mathcal{X}_t^2 \) whether we apply Rao-Blackwellization or not. We can now rewrite (2.73) according to

\[
\Sigma_t \Sigma_{R,t} = \frac{\mathbb{E}_{p(\mathcal{X}_t^2)} w(\mathcal{X}_t^2)^2 \text{cov}_{p(x_t^n, x_t^1)} g(x_t) \hat{g}_t} {\mathbb{E}_{p(\mathcal{X}_t^2)} w(\mathcal{X}_t^2)} \frac{N}{2} \left( \sum_{i=1}^N \left( \bar{w}_i^{(i)} \right)^2 \text{cov}_{p(x_t^n, x_t^1)} g(x_t^n, x_t^1) \hat{g}_t \right).
\]

From (2.76) we see that for \( g(x_t) = x_t^n \) we gain nothing using Rao-Blackwellization in this case, because \( \text{cov}_{p(x_t^n, x_t^1)}(x_t^n, \hat{x}_{t|t}^1) = 0 \). On the other hand, for \( g(x_t) = x_t^1 \) we have that

\[
\text{cov}_{p(x_t^n, x_t^1)}(x_t^n, \hat{x}_{t|t}^1) = P_t^{1,(i)},
\]

which inserted into (2.76) yields

\[
\Sigma_t \Sigma_{R,t} = \frac{N}{2} \left( \sum_{i=1}^N \left( \bar{w}_i^{(i)} \right)^2 P_t^{1,(i)} \right).
\]

Before we can draw any conclusions we have to consider the resulting variance from (2.72) for \( g(x_t) = x_t^1 \), which is

\[
\Sigma_{R,t} = \frac{N}{2} \left( \sum_{i=1}^N \left( \bar{w}_i^{(i)} \right)^2 \left( \bar{x}_{t|t}^{1,(i)} - \bar{w}_i^{(i)} \right)^T \right).
\]

By comparing (2.78) with (2.79) we see that if the covariances \( P_t^{1,(i)} \) provided by the Kalman filters are large compared to the corresponding spread of the mean terms \( \bar{x}_{t|t}^{1,(i)} \), we should be able to gain a lot by applying Rao-Blackwellization.

In practice we are confined to use a finite number of samples in combination with resampling. In this case, including when the Kalman filter covariances \( P_t^{1,(i)} \) are small or even zero, there is a potentially even higher gain in using Rao-Blackwellization. For an illustration see Example 2.3.

---

**Example 2.3: Rao-Blackwellization**

Consider the system

\[ x_{t+1} = \begin{bmatrix} x^n_t \\ x^l_t \end{bmatrix} = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} x_t + \begin{bmatrix} 1 \\ 0 \end{bmatrix} u_t, \]

(2.80)

where we have used \( u_t = x^n_{t+1} - x^n_t - x^l_t \). In words, \( x^l_{t+1} \) is known given \( x^n_{t+1} \) and \( x^n_t \) meaning that \( P^{l(i)}_{t+1 | t} = 0 \). From (2.78) and (2.79), we can conclude that here we gain nothing from Rao-Blackwellization. However, this is not necessarily true for a finite \( N \) in combination with resampling. A study with 10000 simulations and

\[ h(x^n_t) = x^n_t, \quad Q = 2^2, \quad R = 5^2, \quad P_0 = \begin{bmatrix} 50^2 & 0 \\ 0 & 10^2 \end{bmatrix}, \]

(2.82)

yields the result as shown in Figure 2.3. Here we use a linear measurement equation to be able compute and compare with the optimal estimate given by the Kalman filter. The Root Mean Square Error (RMSE) is computed according to

\[
RMSE = \frac{1}{10000} \sum_{m=1}^{10000} (\hat{x}^{(m)}_3 - x^{\text{true.}}_3)^T (\hat{x}^{(m)}_3 - x^{\text{true.}}_3)^{1/2}.
\]

(2.83)

We see that here it is most effective to use both resampling and Rao-Blackwellization. The reason is that resampling by itself, despite introducing dependence, improves estimation performance. Moreover, a resampling in combination with Rao-Blackwellization increases the performance even more. The reason is that if we do not use Rao-Blackwellization we initialize by sampling both \( x^n_0 \) and \( x^l_0 \). A resampling will result in many samples where \( x^n_{0(i)} \) are the same but also many \( x^l_{0(i)} \). The time update of \( x^n_{0(i)} \) is given by

\[
x^n_{1 0} \sim \mathcal{N} x^n_{0} + x^l_{0(i)}, Q.
\]

(2.84)

Here many of the samples will still be approximately the same, particularly if \( Q \) is small. For the case with Rao-Blackwellization we time update the samples according to

\[
x^n_{1 0} \sim \mathcal{N} x^n_0, Q + P^n_0.
\]

(2.85)

We see that the diversity among the samples increases because of the additional covariance term \( P^n_0 \) in (2.85).
Figure 2.3: A comparison between $\hat{x}_{32}^0$ and $\hat{x}_{32}^1$ for the system (2.80) with parameters given by (2.82) computed by using no resampling, resampling, resampling and Rao-Blackwellization (R-B), and the Kalman filter. The RMSE is based on 10000 simulations. Resampling is applied after the first measurement.
3.1 Sense and Avoid

The principle for the sense and avoid system under consideration is depicted in Figure 3.1. The intruder must first be detected by a sensor, in this case a video camera. After detection the sensor feeds a tracking filter with readings of azimuth and elevation angles relative to the intruder. Based on the angle measurements the tracking filter estimates target position and velocity. Finally we compute the probability of near mid-air collision using estimated relative position and velocity. If the probability is large an avoidance maneuver is initiated.

3.1.1 Sensor

There are many sensors applicable for collision avoidance. We will focus on electro-optical sensors, and more specifically video cameras. The advantage with video cameras is that they are much less expensive and readily available as Commercial Off-The-Shelf (COTS) compared to for example radars. Moreover, the bearing accuracy is very high (similar to or better than the human eye). The resolution of a video camera is today typically $0.1 - 1$ mrad. As an example the human eye normally has a spatial resolution of about $0.3$ mrad. Video cameras with silicon Charged Coupled Devices (CCDs) have sensitivities well into the near infrared area ($\approx 1 \times 10^{-6}$ m), which exceeds the capability of the human eye. The most prominent problems with cameras are that range is not measured and that they are limited to high visibility atmospheric conditions and daytime light conditions. Note however that the visibility conditions apply to the human see and avoid capability as well. Several sensors can be mounted on a rack to cover required field of regard or view, $110$ deg horizontally and $15$ deg vertically, see Figure 3.2.

Background movement is measured by analyzing the optical flow between successive frames. An object can then be detected which moves in a manner that deviates from the background [75]. For example, a vehicle on collision course is approximately still in
successive frames and thereby provides the means to distinguish it from the background. Typical detection distance for a video camera with a resolution of 0.3 mrad, assuming good visibility conditions and a target cross-section of $3 \text{ m}^2$, is around 4000 m with 90% probability of detection. This is confirmed by the demonstration described in [75]. The demonstration showed a probability of detection, here defined as the number of correct detections divided by number of frames processed, using off-line processing close to 100% at a distance of 4000 m. At the same time probability of false alarm, here defined as number of false detections divided by number of frames and pixels per frames, was approximately 0.01%. For a comparison the human eye is capable of detecting an intruder at a distance of approximately 3000 m (F-16 with probability 90%) [75]. Intuitively, on-line processing with platform vibrations will worsen the result [107].

### 3.1.2 Tracking

The purpose of target tracking is to estimate the kinematic state of a target or intruder based on noisy measurements. This is a recursive state estimation problem, and the theory in Section 2 is applicable. The state is usually confined to relative position $s$ and velocity $v$.
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Relative position is obtained by subtracting intruder position and own position, i.e.
\[ s = s^{\text{int}} - s^{\text{own}}, \]  
(3.2)
and equivalently for relative velocity. In angle-only tracking the measurements are azimuth and elevation, denoted by \( \eta \) and \( \epsilon \) respectively. These angles are defined by
\[ \eta = \arctan \left( \frac{s_Y}{s_X} \right), \]  
(3.3)
\[ \epsilon = \arctan \left( \frac{s_Z}{\sqrt{s_X^2 + s_Y^2}} \right). \]  
(3.4)

For good tracking performance it is important to model the motion of the intruder as accurately as possible. The simplest model is based on the assumption that the target has approximately constant velocity, i.e.
\[ \begin{bmatrix} \dot{v}_{X}^{\text{int}} \\ \dot{v}_{Y}^{\text{int}} \\ \dot{v}_{Z}^{\text{int}} \end{bmatrix}^T \approx \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}^T. \]  
(3.5)
If it is inappropriate to assume constant velocity there are other possible models which deal with motion in one way or another [94]. The own vehicle is subject to acceleration particularly during an avoidance maneuver
\[ \begin{bmatrix} \dot{v}_{X}^{\text{own}} \\ \dot{v}_{Y}^{\text{own}} \\ \dot{v}_{Z}^{\text{own}} \end{bmatrix}^T = \begin{bmatrix} a_X \\ a_Y \\ a_Z \end{bmatrix}^T, \]  
(3.6)
where the acceleration is measured accurately typically by an Inertial Navigation System (INS).
It is a well known fact that distance or range is unobservable for angle-only measurements and a constant relative velocity. To gain full observability the observer platform must out-maneuver the target, i.e. there must be higher non-zero derivative of the observer motion compared to the target [14, 99]. Very inaccurate range estimates can yield large linearization errors. This can affect the other, observable states such that they diverge. In other words, the unobservable range can affect tracking filter stability.

There are two widely used methods for angle-only tracking, Range Parameterized EKF (RP-EKF) and Modified Spherical EKF (MS-EKF). Both are known to provide stable estimates of the target state vector. The principle behind MS-EKF is to decouple the observable states from the non-observable range. This is accomplished by representing the state vector in modified spherical coordinates according to [34]

\[
x^{\text{msc}} = \begin{bmatrix} \frac{1}{r} & \dot{\eta} & \dot{\epsilon} & \dot{r} & \dot{r} \cos \epsilon & \dot{\epsilon} \end{bmatrix}^T,
\]

\[
r = \sqrt{s_X^2 + s_Y^2 + s_Z^2}.
\]

From the motion equations for \(x^{\text{msc}}\) it is clear that the first state representing the inverse of range is decoupled from the other states during periods with constant velocity [34]. The principle of RP-EKF is to apply a Gaussian sum filter as demonstrated by Example 2.1. For examples on typical tracking filter performance when using an angle-only sensor see e.g. [56, 34, 72]. Note that it is highly important to accurately estimate not only the mean but the covariance matrix, denoted by \(P\), as well. This is due to the fact that when we compute probability of Near Mid-Air Collision (NMAC) based on tracking data we need the probability density function (pdf) for the state vector. In case of a Gaussian distributed state vector the mean and covariance give a complete description of the pdf. A justified question is whether the output from the tracking filter is normally distributed or not. The results using MS-EKF given by [72] indicate that the output from the tracking filter is indeed normally distributed. Due to the low observability along line-of-sight, angle-only tracking typically results in large covariances for the variables along line-of-sight (range and closing speed).

The natural extension of the standard EKF to deal with a maneuvering target, where the maneuvering is well modeled by a discrete parameter, is to apply the IMM filter [16]. Note however it is not clear that the IMM outperforms EKF merely based on whether the target maneuvers or not [59]. Another important issue to deal with is data or measurement association in case of multiple-target tracking [14].

### 3.1.3 Near Mid-Air Collision Avoidance

There are numerous methods which provide collision avoidance, see for example [69] for a survey of different methods for conflict detection and resolution. Note that many of the methods investigated in [69] are primarily for separation assurance and not NMAC avoidance, although the basic principle is the same. The main difference is with respect to time, separation conflict is usually detected and resolved at a much earlier stage compared to a last resort collision avoidance maneuver.

We adopt a probabilistic framework, since the uncertainties are of the same magnitude or larger compared to the safety zone. The uncertainties come from the tracking filter estimating the intruder's position and velocity. Given an estimated state vector and
covariance from the tracking filter we must avoid NMACs with a predefined probability. At the same time we must not initiate an avoidance maneuver if not really necessary, i.e. the probability for nuisance maneuvers shall not exceed a predefined level. A nuisance maneuver causes an unnecessary interruption to the mission of the vehicle which is undesirable.

We are interested in the probability of NMAC for a predicted trajectory. As long as there is at least one trajectory which complies with an acceptable maximum risk nothing happens, i.e. the flight continues along its predetermined trajectory. If the probability for a particular trajectory exceeds the acceptable level, we need to find another trajectory which has a probability less than the acceptable level, compare with Figure 3.3. If the trajectory corresponding to a last resort avoidance maneuver exceeds the level of acceptable risk at the subsequent time instant the evasive maneuver is executed immediately. The main reason for executing an avoidance maneuver as late as possible is to minimize the amount of nuisance maneuvers [103]. The tracking filter accuracy increases over time since the estimate is based on more measurements. The more certain estimate of intruder position and velocity we have access to the better we can judge whether an avoidance maneuver is really necessary or not.

For an accurate estimate of probability of NMAC we must be able to accurately predict the relative trajectory. The predicted trajectory must also be feasible, i.e. the trajectory must be such that it corresponds to a maneuver which the vehicle can actually perform. This means that the acceleration in (3.6) is limited, where the actual limit dependence on vehicle platform and power.

\[ P(\text{NMAC} \mid \text{man}) \leq 0.05. \]

\[ P(\text{NMAC} \mid \text{nom}) = 0.9 \]

\[ P(\text{NMAC} \mid \text{man}) = 0.05 \]

\[ P(\text{NMAC} \mid \text{nom}) = 0.8 \]

\[ P(\text{NMAC} \mid \text{nom}) < 0.05 \]

**Figure 3.3:** An illustration of an encounter with the ellipse representing the uncertainty of intruder position. Here two trajectories, corresponding to a maneuver (man) and no maneuver (nom), are checked. At time \( t_a \) the maneuver trajectory results in an acceptable \( P(\text{NMAC} \mid \text{man}) \), here less than 0.05, and the flight continues along nom. At time \( t_a + 1 \) the maneuver trajectory yields \( P(\text{NMAC} \mid \text{man}) = 0.05 \). If no other maneuver yields a lower probability man is initiated.
3.2 Probability of Near Mid-Air Collision

Denote the predicted relative position with \( s(t) \), where \( t = 0 \) represents the present time. For a predicted trajectory the probability of NMAC is

\[
P(\text{NMAC}_{t>0}) = P\left( \min_{t>0} s(t) < R \right),
\]

where \( s(t) \) corresponds to the distance between the vehicles and \( R \) is the safety zone radius. Here we assume the safety zone is given by a sphere. This is not necessary, but it makes the notation simpler. The probability (3.8) is a prediction from current time into the future. This means that (3.8) is actually a function of current time, denoted with \( t_a \) (as in absolute time). Usually we omit the dependence on \( t_a \) for notational convenience.

Closest point of approach (CPA) is the point where the distance between two vehicles is at its minimum. For an illustration see Example 3.1.

Example 3.1

For a straight trajectory CPA occurs when the vectors representing relative position and relative velocity respectively are perpendicular. Time to CPA, \( t_{cpa} \), is for a constant velocity defined by the equation

\[
v^T s(t_{cpa}) = v^T (s(0) + vt_{cpa}) = 0.
\]

Using the closest point of approach we can write the probability of NMAC as

\[
P(\text{NMAC}_{t>0}) = P\left( \text{CPA} < R \right).
\]

There are other suggestions on risk measures, where the most common found in literature is the instantaneous probability of NMAC (or conflict with respect to separation) given by [90, 91, 22, 23]

\[
P(\text{NMAC}_t) = P\left( s(t) < R \right),
\]

which is then typically maximized over \( t \). A collision detection system based on bearing measurements explicitly is described in [6], without providing any details about parameter settings. In [62] they investigate the performance of a collision avoidance system based on line-of-sight rate, and come to the conclusion that range information is highly beneficial.

The definition of probability of NMAC according to (3.8) and (3.10) yields the probability for a predicted trajectory. We can compute probability of NMAC for a predicted trajectory by sampling \( N \) times from estimated intruder state vector and for each sample \( i \) compute CPA\(^{(i)}\). Then \( P(\text{NMAC}_{t>0}) \) is approximately given by

\[
P(\text{NMAC}_{t>0}) \approx \frac{1}{N} \sum_{i=1}^{N} I\left( \text{CPA}^{(i)} < R \right),
\]

where \( I(\cdot) \) is the indicator function. For an illustration see Figure 3.4.
3.3 Detection using hypothesis testing

Figure 3.4: Sample $N$ times (in the picture $N = 3$) from estimated intruder state vector and compute $C_{PA(i)} \sim \mathcal{N}_{i=1}^{N}$. Then $P(\text{NMAC})$ is approximately given by the frequency of $C_{PA(i)} < R$.

3.3 Detection using hypothesis testing

Near mid-air collision avoidance can be cast as a hypothesis testing [57, 105, 51], where the hypotheses are

$H_0: \text{no NMAC encounter}$ \quad $\text{NMAC}_{t > 0} \quad C_{PA} > R,$

$H_1: \text{NMAC encounter}$ \quad $\text{NMAC}_{t > 0} \quad C_{PA} < R.$ \hspace{1cm} (3.13)

These hypotheses are either outcomes or assumed known depending on the context. The actions of the NMAC avoidance system is either an avoidance maneuver initiated at any absolute time $t_a$ (= avoidance) or no avoidance maneuver at all (= no avoidance). Since we consider relative position and velocity to be stochastic we do not know, in advance, what the outcome of the encounter will be exactly. We need to resort to the probability of the outcome. The characterization of the performance of the NMAC avoidance system is possible through [109]

avoidance unsuccessful $H_1 \mid \text{avoidance},$ \hspace{1cm} (3.14a)

avoidance necessary $H_1 \mid \text{no avoidance}.$ \hspace{1cm} (3.14b)

The events in (3.14) means that the encounter results in a NMAC given an avoidance maneuver or no avoidance maneuver respectively. It is desirable to have a system which achieves a low probability of unsuccessful avoidance when the necessity of avoidance is high. On the other hand, when there is no need for avoidance, i.e. probability of avoidance necessary is low, then the system should not initiate any avoidance maneuver.

Remark 3.1. Compare with standard notation in detection theory, i.e. missed detection and false alarm, which here corresponds to

missed detection $\mid \text{no avoidance} \quad H_1,$ \hspace{1cm} (3.15a)

false alarm $\mid \text{avoidance} \quad H_0.$ \hspace{1cm} (3.15b)

The second event (3.15b) is also referred to as a nuisance maneuver. The main problem with (3.15) is that it does not provide any information regarding the success of any applied avoidance maneuver.

The principle of computing the probability of NMAC for a predicted trajectory fits nicely in a setting where there is a requirement on maximum acceptable probability of
NMAC. Assume the requirement is that the collision avoidance system must have a certain capability of avoiding NMACs, i.e.

\[ P(\text{avoidance unsuccessful}) = P_{\text{req}}. \]  

(3.16)

Assume that we, at a certain absolute time \( t_a \), have a computed probability of NMAC that is \( P_{\text{req}} \). The computed value is based on the relative state probability density function (pdf) and a predicted relative trajectory. Consider now that we simulate a large number of encounter simulations at the same time \( t_a \) using (3.12). The initial conditions are given by the same relative state pdf and the predicted trajectory is the same as well. The outcome, i.e. the frequency of NMACs, will tend to \( P_{\text{req}} \) as the number of simulations tend to infinity. This is quite intuitive, and is also confirmed in [72]. To simplify further analysis and be able to focus on the risk assessment computations we need to make three assumptions

1. The video camera has detected the intruder at a minimum distance,
2. The tracking filter estimate of relative state is sufficiently accurate,
3. The vehicle has a minimum maneuverability.

The extent of these assumptions (minimum distance, sufficiently accurate and minimum maneuverability) must be such that \( P_{\text{req}} \) is larger than computed \( P(\mathcal{H}_1 | \text{avoidance}) \) at the point in time \( t_a \) when the first risk assessment computation is performed. Then for successive computations of \( P(\mathcal{H}_1 | \text{avoidance}) \), if it at any point reaches \( P_{\text{req}} \) we initiate the avoidance maneuver, compare with Figure 3.3. The outcome of encounter simulations, the frequency of unsuccessful avoidance, will then tend to

\[ P(\text{avoidance unsuccessful}) = P_{\text{req}}. \]  

(3.17)

The fact that we in practice compute \( P(\mathcal{H}_1 | \text{avoidance}) \) at discrete points in time \( t_a \) means that the result will never be identical to \( P_{\text{req}} \). Note that (3.17) does not make any distinction between whether the encounter is NMAC or non-NMAC for the original, no avoidance trajectory. The case with a non-NMAC encounter resulting in avoidance unsuccessful is often referred to as an induced NMAC. We also know that \( P_{\text{req}} \) will not be exceeded if no avoidance maneuver is executed, i.e. the outcome of encounter simulations will tend to

\[ P(\text{avoidance necessary}) < P_{\text{req}}. \]  

(3.18)

This result is explained by the fact that the probability of avoidance unsuccessful and avoidance necessary will approach each other and eventually coincide at or near closest point of approach, see Example 3.2. Any avoidance maneuver becomes less effective the closer the relative position is to CPA. Since an avoidance maneuver is never initiated and the probabilities coincide the relation follows.

Compare the result above with instantaneous probability, or any other method for that matter, where we need to find thresholds \( P_{\text{th}} \) which yield as a result the required probability because \( P_{\text{th}} = P_{\text{req}} \). The encounter simulations would now have to include
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the verification of the thresholds. Moreover, the thresholds are in general neither easy to find or constant with respect to e.g. tracking performance [72].

Using the probability of NMAC computed for a predicted trajectory the encounter simulations can focus on verifying sensor and tracking filter performance. For example we need camera probability of detection and tracking filter convergence, both as functions of distance. The result must be such that there is enough distance left for at least one avoidance maneuver, with a collision risk below the requirement, to be available. Moreover, camera probability of false alarm and tracking filter performance must be such that maximum level of false alarm rate is not exceeded. For example, the more uncertain the tracking filter is the more nuisance avoidance maneuvers will be executed because the probability of NMAC will be larger for non-NMAC encounters, i.e.

\[ P(\text{avoidance} \mid \mathcal{H}_0) = P(\text{nuisance}) \] (3.19)

will be larger for a worse tracking performance. As noted earlier this is the argument for waiting as long as possible before initiating an avoidance maneuver. The longer we can wait the more time will the sensor and tracking filter have to detect and converge respectively. To obtain the probability of nuisance maneuvers we typically have to resort to simulations. For an illustration of probability of avoidance unsuccessful and avoidance necessary see Example 3.2.

--- Example 3.2 ---

Consider two near head-on collision scenarios in two dimensions, see Figure 3.5, with

Figure 3.5: A NMAC and a non-NMAC encounter in a relative coordinate system with the \( x \)–axis pointing along line-of-sight. The ratio of mean and standard deviation is set to five for distance and closing speed. Standard deviation for distance and speed orthogonal to line-of-sight are both two. Initial distance \( s(0) \) is 1500 meters and speed \( v(0) \) is 100 m/s.

\( \text{CPA} = 100 \) and 200 meters respectively. The two scenarios correspond to a NMAC and non-NMAC encounter respectively. Probability of NMAC with and without avoidance maneuver is shown in Figure 3.6 as a function of absolute time \( t_a \). The avoidance maneuver is simplified such that an instantaneous turn of 60 degrees is performed at time
Note that the two curves eventually coincide which is quite intuitive considering the effect of an avoidance maneuver is gradually reduced and eventually it has no effect at all at or near closest point of approach. Here we assume $P_{\text{req}} = 0.05$, which means that $P(H_1 | \text{avoidance})$ is 0.05. In the left plot we conclude that the $P(H_1 | \text{no avoidance})$ is approximately 0.98–0.99, which is obtained from the gap between zero and the no avoidance trajectory curve at the time the avoidance trajectory curve crosses the $P_{\text{req}}$ level. In the right plot the avoidance trajectory curve never exceeds 0.05 and therefore no avoidance maneuver will be executed. This is desirable because probability of avoidance necessary, represented by the no avoidance trajectory curve, tends to a small value below the $P_{\text{req}}$ level. If a smaller $P_{\text{req}}$ is used then probability of avoidance unsuccessful will be smaller. However, we would also obtain a larger probability of avoidance unnecessary if the lower $P_{\text{req}}$ level cuts the avoidance trajectory curve in the non-NMAC scenario. For more information and several examples on the performance of collision avoidance systems see [68, 109].

3.4 Probability of level-crossings

The problem with the Monte-Carlo method (3.12) is that it requires a too large number of samples, see Paper C. We need to find another method for computing probability of NMAC which is computationally tractable for real-time processing. A way forward is to look upon NMAC as a level-crossing, or down-crossing, of the surface of the safety sphere, see Figure 3.7. Here we use a coordinate system which is rotated such that

$$\hat{s}_y(0) = \hat{s}_z(0) = 0,$$

i.e. the $x$ axis is aligned with line-of-sight.

\[\text{Figure 3.6: Probability of NMAC as a function of absolute time, no maneuver and avoidance maneuver (instantaneous after 3 sec) respectively. Left plot shows the NMAC encounter and the right the non-NMAC encounter from Figure 3.5.}\]
We assume the predicted relative trajectory is deterministic conditionally upon initial intruder state. That is, given the initial state the future trajectory of the intruder is known. Typically we assume the intruder follows a straight path. Here we consider short periods of time, say prediction times up to a minute. For disturbances along the path which are not excessive the assumption on a known future relative trajectory given the initial state should not be too far from the truth. For the own vehicle we have the possibility to use more or less complex motion models for prediction due to known dynamics. It is probably useless though to use too complex models since the true trajectory will deviate more or less from the predicted. The result on short-range conflict detection given in [91] can be used to determine the effect of disturbances and modelling errors. To be able to compute probability of NMAC for a predicted trajectory we will assume that the relative position follows a piecewise straight path. In practice this is obviously not correct, but it is possible to make the error arbitrarily small by making the straight segments short enough.

For computational tractability we need to limit the prediction time \( t \) to a finite \( T \), i.e. we consider the event \( \text{NMAC}_{(0,T)} \) instead of \( \text{NMAC}_{t>0} \). This is no restriction as long as \( T \) is larger than the time it takes to perform an avoidance maneuver and some additional time for the effect of the maneuver to become evident in the probability.

### 3.4.1 One dimension and constant velocity

In one dimension the process describing relative position \( s_x(t) \) is confined to lie on a straight line. Assume we wish to compute the probability

\[
P\left( \min_{0<t<T} s_x(t) < 0 \right). \tag{3.21}
\]

Recall that \( t \) represents prediction time, and that (3.21) is also a function of absolute time \( t_a \). This probability can be split using two mutually exclusive events, \( s_x(0) < 0 \) and \( s_x(0) > 0 \). At the same time we note that if \( s_x(0) < 0 \) we automatically have that the
minimum of the process is less than zero, i.e.

\[
P\left( \min_{0 < t < T} s_x(t) < 0 \right) = P\left( \min_{0 < t < T} s_x(t) < 0, s_x(0) > 0 \right) + P\left( s_x(0) < 0 \right). \tag{3.22}
\]

The first probability in the sum in (3.22) can be seen as a level-crossings problem. The position \( s_x(t) \) must cross the level zero since it starts with \( s_x(0) > 0 \), i.e. a down-crossing. Let us start by considering a constant velocity

\[
\dot{s}_x(t) = v_x(t), \quad 0 < t < T, \tag{3.23a}
\]
\[
v_x(t) = v_x(0), \tag{3.23b}
\]

which means that we can reformulate the down-crossings probability according to

\[
P\left( \min_{0 < t < T} s_x(0) + v_x(0)t < 0, s_x(0) > 0 \right). \tag{3.24}
\]

If a down-crossing is to occur the relative velocity must be negative, otherwise \( s_x(t) \) will only increase. Moreover, the minimum of \( s_x(0) + v_x(0)t \) with a negative velocity and \( 0 < t < T \) is attained at \( t = T \). We can therefore write the probability as

\[
P\left( s_x(0) + v_x(0)t < 0, s_x(0) > 0, v_x(0) < 0 \right). \tag{3.25}
\]

This event is depicted in Figure 3.8. The ellipse represents the joint probability density function (pdf) for \( s_x(0) \) and \( v_x(0) \) and is denoted by \( p_{s_x(0),v_x(0)}(s,v) \). We see from
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**Figure 3.8:** The probability density for \( s_x(0) \) and \( v_x(0) \) integrated over the area \( s_x(0) > 0 \) and \( v_x(0) < -s_x(0)/T \) yields the probability of \( \tau < T \).

Figure 3.8 that the sought probability is given by the integral of \( p_{s_x(0),v_x(0)}(s,v) \) over the
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area limited by \( s_x(0) > 0 \) and \( v_x(0) < s_x(0)/T \). To simplify the expression for the probability we can define a time \( \tau \) according to

\[
\tau = \begin{cases} 
\frac{s_x}{v_x} & \text{if } s_x > 0, \ v_x < 0, \\
\infty & \text{otherwise,}
\end{cases}
\] (3.26)

which yields the expression

\[
P(s_x(0) + v_x(0)T < 0 \ s_x(0) > 0 \ v_x(0) < 0) = P(\tau < T). \quad (3.27)
\]

The time \( \tau \) can be interpreted as a time-to-go (ttg), i.e. the time left before \( s_x(\tau) = 0 \). Based on the distribution for \( \tau \) it is straightforward to obtain the expression for the probability density function

\[
p_{\tau}(t) = \int_{-\infty}^{0} e^{-\frac{1}{2} \left( \begin{array}{c} s - \hat{s}_x \\ v - \hat{v}_x \end{array} \right)^T \left( \begin{array}{cc} \sigma_{sx}^2 & \rho_{sx}\sigma_{vx} \\ \rho_{sx}\sigma_{vx} & \sigma_{vx}^2 \end{array} \right)^{-1} \left( \begin{array}{c} s - \hat{s}_x \\ v - \hat{v}_x \end{array} \right) dsdv, \quad t < \infty.
\] (3.28)

See Example 3.3 for the case with Gaussian distributed variables.

--- Example 3.3: Gaussian distributed \( s_x(0) \) and \( v_x(0) \) ---

If \( s_x(0) \) and \( v_x(0) \) are jointly Gaussian distributed,

\[
\begin{bmatrix} s_x \\ v_x \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} \hat{s}_x \\ \hat{v}_x \end{bmatrix}, \rho_{sx}\sigma_{vx}^{-1}\rho_{sx}\sigma_{sx}^2 \rho_{sx}\sigma_{vx}^{-1} \right),
\] (3.29)

we have

\[
P(\tau < T) = \frac{1}{2\pi\sigma_{sx}\sigma_{vx}(1/\rho_x)^{1/2}} e^{-\frac{1}{2} \left( \begin{array}{c} s \ - \hat{s}_x \\ v \ - \hat{v}_x \end{array} \right)^T \left( \begin{array}{cc} \sigma_{sx}^2 & \rho_{sx}\sigma_{vx} \\ \rho_{sx}\sigma_{vx} & \sigma_{vx}^2 \end{array} \right)^{-1} \left( \begin{array}{c} s \ - \hat{s}_x \\ v \ - \hat{v}_x \end{array} \right) dsdv.
\] (3.30)

The expression for \( p_{\tau}(t) \) is derived in Appendix A.

Note that it is possible to obtain the expression for \( P(\tau < T) \) through the use of Rice’s formula [71]. Rice’s formula gives a method for computing the intensity of level-crossings for a stochastic process.

3.4.2 One dimension and piecewise constant velocity

The result for a straight path is possible to extend to a piecewise straight path given by

\[
\hat{s}(t) = v^{(j)}, \quad T_j < t < T_{j+1},
\] (3.31a)

\[
v^{(j)} = v(0) + \sum_{l=1}^{j} \Delta v^{(l)},
\] (3.31b)
where all $\Delta v^{(j)}$ are known. An important observation is that if it is unlikely that $v_x^{(j)}$ changes sign, i.e.

$$P(\text{sign}(v_x^{(j)}) = \text{sign}(v_x^{(0)})) = 1,$$  \hspace{1cm} (3.32)

or very close to one, then $\text{NMAC}(T_j, T_{j+1})$ for different $j$:s are mutually exclusive. With this assumption we can write

$$P(\text{NMAC}(T_j, T_{j+1})) = P\left( \bigcup_{j=0}^{J-1} \text{NMAC}(T_j, T_{j+1}) \right) = \sum_{j=0}^{J-1} P(\text{NMAC}(T_j, T_{j+1})). \hspace{1cm} (3.33)$$

Now we can focus the computation on each segment with constant velocity $v^{(j)}$. By considering what the initial conditions at $t = 0$ would be if the position and velocity are $s(T_j)$ and $v^{(j)}$ at $t = T_j$ we can reuse the results from the case with constant velocity. Denote the new relative position at $t = 0$ by $s^{(j)}$, and we have

$$s^{(j)} = s(T_j) - T_j v^{(j)}. \hspace{1cm} (3.34)$$

An advantage using $s^{(j)}$ instead of $s(T_j)$ comes from the fact that the covariance of $s^{(j)}$ is equal to the covariance of $s(0)$ for all $j = 0, \ldots, J - 1$. This is clear from the expression

$$s^{(j)} = s(0) - \sum_{l=1}^{j} T_l \Delta v^{(l)}, \hspace{1cm} (3.35)$$

which is derived in Paper C. The probability of down-crossing is now given by

$$P(\text{NMAC}(0,T)) = \min_{0 < t < T} s_x^2(t) + s_y^2(t) < R, \hspace{1cm} (3.38)$$

that is the relative position shall not cross the circle with radius $R$. A reasonable approximation is to consider the crossing of a line perpendicular to line-of-sight, see Figure 3.9. For notational convenience we place the line at $x = 0$, keeping in mind that we have the possibility to change the outcome by changing the location of the line. The
only requirement is that the line must be orthogonal to line-of-sight ($x$–axis). The reason is that we can reuse the results from Section 3.4.1. The stochastic time $\tau$ provides a measure on time-to-go, i.e. the time left before the relative position crosses the $y$–axis. If the velocity $v_y(0)$ is too small there will be a crossing, too small in the sense that $v_y(0)\tau + s_y(0) < R$. This means that we can express the probability of NMAC within $T$ seconds according to

$$P(NMAC_{(0,T)}) = P(v_y(0)\tau + s_y(0) < R \quad \tau < T). \quad (3.39)$$

The event $\hat{NMAC}_{(0,T)}$ denotes the crossing of the safety line instead of the safety circle, see Figure 3.9. In the case where $\tau$ is independent of $s_y(0)$ and $v_y(0)$ it is possible to express the sought probability according to

$$P(NMAC_{(0,T)}) = \int_0^T P(v_y(0)t + s_y(0) < R)p_\tau(t)dt. \quad (3.40)$$

For an illustration see Example 3.4.

---

**Example 3.4: Gaussian distributed state vector in two dimensions**

If $s_y(0)$ and $v_y(0)$ are Gaussian distributed

$$\begin{bmatrix} s_y(0) \\ v_y(0) \end{bmatrix} \sim \mathcal{N} \begin{bmatrix} \hat{s}_y(0) \\ \hat{v}_y(0) \end{bmatrix}, P_y,$$

then $v_y(0)t + s_y(0)$ is also Gaussian distributed

$$s_y(0) + v_y(0)t \sim \mathcal{N} \begin{bmatrix} \hat{s}_y(0) + \hat{v}_y(0)t \end{bmatrix}, \begin{bmatrix} 1 & t \\ t & P_y \end{bmatrix}^{1/2}. \quad (3.42)$$

Moreover, if $s_x(0)$ and $v_x(0)$ are Gaussian distributed as in Example 3.3, then the expression for $p_\tau(t)$ is given by Appendix A. If $s_x(0)$ and $v_x(0)$ are uncorrelated with
The extension to piecewise straight paths is equivalent to the one-dimensional case. By using \( s^{(j)} \) (3.35) and \( v^{(j)} \) (3.31b) we have

\[
\Pr(\hat{\text{NMAC}}_{(0,T)}) = \sum_{j=0}^{J-1} \Pr\left( v^{(j)} + s^{(j)} < R \quad T_j < \tau^{(j)} < T_{j+1} \right).
\] (3.43)

As for a straight path we can simplify the expression in (3.43) for the independent case according to

\[
\Pr(\hat{\text{NMAC}}_{(0,T)}) = \int_{T_j}^{T_{j+1}} \Pr\left( v^{(j)} + s^{(j)} < R \right) p_{\tau^{(j)}}(t) dt.
\] (3.44)

For the computation of (3.39) and (3.43) in the general, dependent case see Paper C.

### 3.4.4 Three dimensions

In three dimensions the probability of NMAC is

\[
\Pr(\text{NMAC}_{(0,T)}) = \Pr\left( \min_{0 < t < T} \sqrt{s_x^2(t) + s_y^2(t) + s_z^2(t)} < R \right),
\] (3.45)

that is the relative position shall not cross a sphere with radius \( R \). The approximation is to consider the crossing of a circular disc perpendicular to line-of-sight, see Figure 3.10. Similar to the two-dimensional case we can express the approximate probability of

![Figure 3.10](image)

*Figure 3.10: The crossing of the sphere is approximated by the crossing of a disc.*
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NMAC within $T$ seconds according to

$$P(\text{NMAC}(0,T)) = P(\tau \left< \int_0^T v^2_\perp dt < R \right) \tau < T). (3.46)$$

For notational brevity we assume here that $s_y(0) = 0$ and $s_z(0) = 0$. The variance of $s_y(0)$ and $s_z(0)$ are given by [8]

$$\sigma_{sy} = \text{var}(s_y(\eta - \hat{\eta})) = \hat{s}_y^2 \sigma_\eta^2 + \sigma_{sx}^2 \sigma_\eta^2,$$

$$\sigma_{sz} = \text{var}(s_x(\epsilon - \hat{\epsilon})) = \hat{s}_x^2 \sigma_\epsilon^2 + \sigma_{sx}^2 \sigma_\epsilon^2. (3.47)$$

For angle-only tracking with an angle measurement error less than 0.5 mrad and an initial distance less than 4000 meters we can neglect $s_y(0)$ and $s_z(0)$ without introducing significant errors. If the simplification is not appropriate it is however straightforward to include $s_y(0)$ and $s_z(0)$, compare with two dimensions in Section 3.4.3 and Paper C. In the case where $\tau$ is independent of $v_y(0)$ and $v_z(0)$ the probability is given by

$$P(\hat{\text{NMAC}}(0,T)) = \int_0^T P(v^\perp < R) \tau(t) dt. (3.48)$$

The main difference between two and three dimensions is, for a given $\tau = \tau$, how to compute the probability of $v^\perp$ to be within a circle with radius $R/t$. If $v_y(0) = v_y$ and $v_z(0) = v_z$ are Gaussian distributed

$$v_y \sim \mathcal{N}(\hat{v}_y, \sigma_y^2), \quad v_z \sim \mathcal{N}(\hat{v}_z, \sigma_z^2) (3.49)$$

we can use the fact that the sum of the squares is possible to express as a weighted sum of two non-central $\chi^2$ variables each with one degree of freedom, denoted by $\chi_1^2(\lambda)$. Here $\lambda$ is the non-centrality parameter. Consider the simplest case where $v_y$ and $v_z$ are uncorrelated. This is no restriction since the correlated case is handled equivalently [95, 100]. Then the velocities squared and normalized with their respective variances are

$$\frac{v_y^2}{\sigma_y^2} \sim \chi_1^2(\lambda_y), \quad \lambda_y = \frac{\hat{v}_y^2}{\sigma_y^2},$$

$$\frac{v_z^2}{\sigma_z^2} \sim \chi_1^2(\lambda_z), \quad \lambda_z = \frac{\hat{v}_z^2}{\sigma_z^2}. (3.50)$$

One method to compute the probability of the weighted sum is via the characteristic function, for details see Paper D. Another method is to express the weighted sum as an infinite series of central $\chi^2$ variables [95, 100], denoted by $\chi_1^2$, i.e.

$$P(v^2 < \frac{R^2}{\kappa t^2}) = \sum_{l=0}^\infty c_l P(\xi_l < \frac{R^2}{\kappa t^2}, \xi_l \sim \chi_2^2 + 2l). (3.51)$$

In practice we need to truncate the sum after a finite number of terms $L$, and the positive scale parameter $\kappa$ can be used for better convergence. We know from [95] that
\[ \kappa = \min(\sigma_y^2, \sigma_z^2) \] provides a fast convergence. Moreover, it guarantees a mixture representation, i.e.

\[ c_l = 1, \text{ and } c_l = 0, \quad l. \] (3.52)

A mixture representation together with the fact that the central \( \chi^2 \) distribution is a decreasing function with respect to its degree of freedom, \( P \xi_{l+1} < x \quad P \xi_l < x \), yield an upper bound on the truncation error according to

\[
\hat{P}_L(v^2 < \frac{R^2}{\kappa^2}) = \begin{array}{c}
P(\xi_l < \frac{R^2}{\kappa l^2}) = c_l P(\xi_l < \frac{R^2}{\kappa^2}) \quad P(\xi_l < \frac{R^2}{\kappa l^2}) = \frac{\sum_{l=0}^{\infty} c_l}{L} + c_l \hat{P}_L(v^2 < \frac{R^2}{\kappa^2}) \quad P(\xi_l < \frac{R^2}{\kappa l^2}) = \frac{\sum_{l=0}^{\infty} c_l}{L} + c_l \hat{P}_L(v^2 < \frac{R^2}{\kappa^2}).
\end{array}
\] (3.53)

See Algorithm 3.1 for details on the realization.

**Algorithm 3.1** \( P(v^2 < \frac{R^2}{\kappa^2}) \) as an infinite series.

1. Initialization: Assume \( \sigma_z = \sigma_y \)

\[ \kappa = \sigma_z^2 \]

\[ c_0 = \frac{\kappa}{\sigma_y \sigma_z} e^{\frac{\lambda_z + \lambda_y}{2}}, \]

\[ P(\xi_0 < \frac{R^2}{\kappa^2}) = 1 - e^{\frac{-n^2}{2a^2}} \],

\[ \hat{P}_0(v^2 < \frac{R^2}{\kappa^2}) = c_0 P(\xi_0 < \frac{R^2}{\kappa^2}). \]

2. Repeat until \( P(\xi_L < \frac{R^2}{\kappa l^2}) < \varepsilon \)

\[ c_l = \frac{1}{7} \sum_{r=1}^{l} g_r c_l \]

\[ g_r = \frac{r \lambda_y}{2} \left( \frac{\kappa}{\sigma_y^2} \right)^r + \frac{r \lambda_z}{2} \left( \frac{\kappa}{\sigma_z^2} \right)^r + \frac{1-r \lambda_y}{2} \left( \frac{\kappa}{\sigma_y^2} \right)^r + \frac{1-r \lambda_z}{2} \left( \frac{\kappa}{\sigma_z^2} \right)^r, \]

\[ P(\xi_l < \frac{R^2}{\kappa l^2}) = P(\xi_{l-1} < \frac{R^2}{\kappa (l-1)^2}) \frac{R^2}{(2\kappa (l-1))^2} \left( \frac{\sum_{l=0}^{\infty} c_l}{L} + c_l \hat{P}_L(v^2 < \frac{R^2}{\kappa^2}) \right). \]
Remark 3.2. Simulations indicate that
\[ \kappa = \frac{2\sigma_y^2\sigma_z^2}{\sigma_y^2 + \sigma_z^2} \]  
(3.54)
yields a faster convergence than \( \kappa = \min(\sigma_y^2, \sigma_z^2) \). To be able to guarantee a mixture representation the conditions in (3.52) must be met. We know from [95] that for \( \ell = 0, l \) is that \( g_r = 0, r \). It is possible to show that this is the case, assuming \( \sigma_z \leq \sigma_y \), if
\[ \lambda_y \lambda_z \frac{\sigma_y^2}{\sigma_z^2} \hat{v}_y + \hat{v}_z \frac{\sigma_y^2}{\sigma_z^2}, \]  
(3.55)

Remark 3.3. For large \( \lambda_y + \lambda_z \) the number of terms \( L \) needs to be large for the truncation error to be small. This can also be deduced from Algorithm 3.1 where \( c_0 \approx 0 \) for large \( \lambda_y + \lambda_z \).

Example 3.5 illustrates how to compute the probability in (3.48) for the Gaussian case.

Example 3.5: Gaussian distributed state vector in three dimensions

If \( v_y(0) \) and \( v_z(0) \) are Gaussian distributed
\[ \begin{pmatrix} v_y(0) \\ v_z(0) \end{pmatrix} \sim N \left( \begin{pmatrix} \hat{v}_y(0) \\ \hat{v}_z(0) \end{pmatrix}, P_{yz} \right), \]
we apply a change of variables according to
\[ \begin{pmatrix} v'_y(0) \\ v'_z(0) \end{pmatrix} \sim U \begin{pmatrix} v_y(0) \\ v_z(0) \end{pmatrix}, \quad P_{y'z'} = U \begin{pmatrix} \sigma_y^2 & 0 \\ 0 & \sigma_z^2 \end{pmatrix} U^T, \]
where \( U \) is a unitary matrix. We can then compute \( P(v, t < R) \) using Algorithm 3.1 with mean and variance for \( v'_y(0) \) and \( v'_z(0) \) inserted. If \( s_y(0) \) and \( s_z(0) \) are Gaussian distributed as well the expression for \( p_x(t) \) is given by Appendix A. The probability \( P(\hat{NMAC}(0, T)) \) can then be computed by applying Simpson’s rule [1] on (3.40), assuming \( \tau \) is independent of \( v \). Note that when applying Simpson’s formula we need to compute \( P(v, t_k < R) \) for a number \( K \) of discretized time instants \( t_k \). This means that we need to keep both \( K \) and \( L \) small for a low total computational load.

The extension to piecewise straight paths is equivalent to the one-dimensional case. By using \( s^{(j)} \) (3.35) and \( v^{(j)} \) (3.31b) we have
\[ P(\hat{NMAC}(0, T)) \]
\[ = \prod_{j=0}^{J-1} P \left( (v^{(j)}_y t^{(j)} + s^{(j)}_y)^2 + (v^{(j)}_z t^{(j)} + s^{(j)}_z)^2 < R \quad T_j < t^{(j)} < T_{j+1} \right). \]
(3.58)
The computation of (3.46) and (3.58) are given by Paper D.
In this section we provide a summary of the results of this thesis and discuss possible future research.

4.1 Summary

In this thesis we have provided efficient methods for estimation and detection in general, and for terrain-aided navigation and collision avoidance in particular.

The marginalized particle filter, presented in Paper A, utilizes linear substructure for efficient estimation. The part of the state vector which is confined to a linear model, conditionally upon the nonlinear part, is estimated using the Kalman filter. The remaining nonlinear part with lower dimension is estimated by the particle filter. The filter is applied to a simplified terrain-aided navigation in which we assume altitude is known and excellent performance is achieved. The idea of marginalization is extended in Paper B, where we derive a filter which is optimized for the structure inherent in terrain-aided navigation. Here we split the linear substructure in two parts, one unimodal part estimated by the Kalman filter and one multimodal part estimated by the GPB1 filter. The multimodal part corresponds to altitude, which has a separable posterior pdf conditionally upon the nonlinear states. Application of the filter on both simulated and authentic data show excellent performance.

In Paper C we derive the basic theory for efficient conflict detection in two dimensions. The efficiency is obtained by using the concept of level-crossings to describe conflicts. Conflict is declared if the relative position at any point in time crosses a line segment. This makes the computation of probability of conflict computationally tractable as opposed to a sampling based method. The formulation based on level-crossings makes it possible to apply marginalization. For example in the two-dimensional case with independence between variables along and cross line-of-sight we can compute three out of four integrals analytically. The fourth integral is computed numerically using Simpson’s formula. The
theory is then extended for near mid-air collision avoidance in three dimensions in Paper D. Here we approximate the crossing of a safety sphere with the crossing of a disc in order to make the idea of level-crossings applicable. Application of the method on simulated data yields promising results.

4.2 Future Research

The marginalized particle filter is, when applicable, a very effective method to decrease the computational load compared to the standard particle filter. There exist theorems which provide measures on what is gained in terms of sampling variance when the marginalized particle filter is applied instead of the particle filter. However, these theorems assume independent samples. This means that resampling is not covered. Intuition and simulations indicate that the marginalized particle filter is even more effective when resampling is introduced. More studies should be conducted to clarify the theory behind this effect and also if any new insights could be used to further increase the effectiveness.

Here we have derived computationally tractable methods for computing the probability of conflict for a predicted trajectory. The method is applicable to three dimensions, uncertain initial conditions and piecewise straight paths. The main restriction concerns potential disturbances and uncertainties along the predicted relative flight trajectory. Typical disturbances are unknown intentions of the intruder and that the vehicles do not follow the assumed path exactly due to wind and simplified aircraft dynamics. The obvious extension is to include the effect of disturbances by combining the results here and the ones given in [91] for short term conflict detection.

The assumption on a normally distributed estimate of the state vector from the tracking filter is usually quite good [72]. This is true at least for the application considered here with short initial distances, around 4000 meters, and high measurement update rate, around 10 Hz. Probably there are cases where the assumption on normality fails. The derived methods for computing probability of conflict are generic in the sense that they do not require the input to be Gaussian distributed. They do however need the probability density function (pdf) for the relative state vector and for the non-Gaussian case this can be difficult to capture. An interesting question is if it is possible to obtain an upper bound on the probability of conflict based on estimated moments, typically mean and covariance, of the state vector instead of the pdf. A potential solution could be convex optimization techniques applied to Chebyshev bounds [17].

The expressions for probability of conflict are rather complicated, especially in the case with dependence between the variables along and cross line-of-sight. It is also difficult to obtain useful bounds on the approximation error, particularly for the geometric approximation but in the general case also for the numerical approximation. The Gram-Charlier expansion, and the similar Edgeworth expansion, constitute methods for expanding a distribution in terms of the normal distribution and its derivatives [54]. It would be interesting to investigate the applicability of these expansions on the probability of conflict and to see if expressions are attainable with bounds on the approximation errors.
Derivation of the expression for \( p_\tau(t) \) in the case with normally distributed \( s_x \) and \( v_x \).

\[
p_\tau(t) = \int_{-\infty}^{0} vp_{s_x,v_x}(vt,v)dv = \frac{1}{2\pi(\det P_x)^{1/2}} \int_{-\infty}^{0} v e^{-\frac{1}{2} \left[ \begin{array}{c} vt \\hat{s}_x \end{array} \right]^T P_x^{-1} \left[ \begin{array}{c} vt \\hat{s}_x \end{array} \right]} dv.
\]

(A.1)

Diagonalize \( P_x \)

\[
P_x = \begin{bmatrix} 1 & \kappa & \sigma^2_{sx}(1 - \rho_x^2) & 0 & 1 & \kappa^T \\ 0 & 1 & 0 & 0 & 1 & 0 \\ \end{bmatrix},
\]

\[
P_x^{-1} = \begin{bmatrix} 1 & \kappa & \sigma^2_{sx}(1 - \rho_x^2) & 0 & 1 & \kappa \\ 0 & 1 & 0 & 0 & 1 & 0 \\ \end{bmatrix},
\]

(A.2)

where \( \kappa = \rho_x \sigma_{sx}/\sigma_{vx} \). Insert (A.2) into the exponent in (A.1) and write as a polynomial of \( v \)

\[
(\frac{vt + \hat{s}_x + \kappa(v - \hat{v}_x))^2}{\sigma^2_{sx}(1 - \rho_x^2)} + \frac{(v - \hat{v}_x)^2}{\sigma^2_{vx}} = \frac{(t + \kappa)^2}{\sigma^2_{sx}(1 - \rho_x^2)} + \frac{\kappa^2}{\sigma^2_{vx}}.
\]

(A.3)
Complete the square for \( v \)

\[
g_2^2 v^2 + 2g_1 v + g_0 = (g_2 v \frac{g_1}{g_2})^2 \frac{g_1^2}{g_2^2} + g_0,
\]

and insert into (A.1)

\[
p_\tau(t) = \frac{1}{2\pi (\det P_x)^{1/2}} e^{\frac{x^2}{2}} \int_{-\infty}^{0} e^{-(g_2 v \frac{g_1}{g_2})^2 \frac{g_1^2}{g_2^2} + g_0} dv \\
= g_0 e^{\frac{x^2}{2g_2^2}} \int_{-\infty}^{0} e^{-(x^2 - \frac{g_1^2}{g_2^2})} dv.
\]

Change variable to \( x = g_2 v \frac{g_1}{g_2} \)

\[
p_\tau(t) = \frac{g_0}{g_2^2} e^{\frac{x^2}{2g_2^2}} x + \frac{g_1}{g_2} e^{\frac{x^2}{2g_2^2}} dx \\
= g_0 e^{\frac{x^2}{2g_2^2}} e^{\frac{g_1^2}{2g_2^2}} \frac{1}{2\pi \frac{g_1}{g_2} \Phi} \frac{g_1}{g_2}.
\]
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