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Abstract

Estimation of unknown parameters is considered as one of the major research areas in statistical signal processing. In the most recent decades, approaches in estimation theory have become more and more attractive in practical applications. Examples of such applications may include, but are not limited to, positioning using various measurable radio signals in indoor environments, self-navigation for autonomous cars, image processing, radar tracking and so on. One issue that is usually encountered when solving an estimation problem is to identify a good system model, which may have great impacts on the estimation performance. In this thesis, we are interested in studying estimation problems particularly in inferring the unknown positions from noisy radio signal measurements. In addition, the modeling of the system is studied by investigating the relationship between positions and radio signal strength measurements.

One of the main contributions of this thesis is to propose a novel indoor positioning framework based on proximity measurements, which are obtained by quantizing the received signal strength measurements. Sequential Monte Carlo methods, to be more specific particle filter and smoother, are utilized for estimating unknown positions from proximity measurements. The Cramér-Rao bounds for proximity-based positioning are further derived as a benchmark for the positioning accuracy in this framework.

Secondly, to improve the estimation performance, Bayesian non-parametric modeling, namely Gaussian processes, have been adopted to provide more accurate and flexible models for both dynamic motions and radio signal strength measurements. Then, the Cramér-Rao bounds for Gaussian process based system models are derived and evaluated in an indoor positioning scenario.

In addition, we estimate the positions of stationary devices by comparing the individual signal strength measurements with a pre-constructed fingerprinting database. The positioning accuracy is further compared to the case where a moving device is positioned using a time series of radio signal strength measurements.

Moreover, Gaussian processes have been applied to sports analytics, where trajectory modeling for athletes is studied. The proposed framework can be further utilized to carry out, for instance, performance prediction and analysis, health condition monitoring, etc. Finally, a grey-box modeling is proposed to analyze the forces, particularly in cross-country skiing races, by combining a deterministic kinetic model with Gaussian process.
Populärvetenskaplig sammanfattning

Skattning av okända parametrar anses vara ett av de viktigaste forskningsområdena inom statistisk signalbehandling. Under de senaste årtiondena har metoderna i skattningsteori blivit allt mer attraktiva i praktiska tillämpningar. Några exempel på tillämpningar är positionering baserat på olika mätbara radiosignaler i inomhusmiljöer, navigering för självkörande bilar, bildbehandling, radarspårning och så vidare. Ett delproblem som brukar uppstå är att identifiera en exakt systemmodell, vilket kan ha stor inverkan på skattningsnoggrannheten. I den här avhandlingen är vi intresserade av att studera skattning av okända positioner från brusiga radiosignalmätningar. En del rör modellering av förhållandet mellan position och radiosignaler utbredning.

Ett av de viktigaste bidragen från denna avhandling är att föreslå ett nytt positioneringsramverk baserat på rapporter av närhet till olika kända positioner. Sekventiella Monte Carlo-metoder, nämligen partikelfilter och partikelglättare används för att skatta okända positioner. Vi har studerat praktisk och teoretisk precisioneringsnoggrannheten för inomhusmiljöer.

För att förbättra prestandan så har Bayesianska icke-parametriska metoder baserat på Gaussprocessor använts för att modellera både dynamiska rörelser och radioutbredning på ett bra och flexibelt sätt. Vidare har vi härlett teoretiska undre gränser för modeller baserat på Gaussprocessor.

Vi jämför även positionering av rörliga objekt där man har tillgång till tidsserier av mätningar, med positionering av stillstående objekt där vi bara har enskilda mätningar som jämförs med sparade "fingeravtryck" av radiosignalmätningar.
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### Operators and Symbols

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[\cdot]^T$</td>
<td>Vector/matrix transpose</td>
</tr>
<tr>
<td>$[\cdot]^{-1}$</td>
<td>Inverse of a non-singular square matrix</td>
</tr>
<tr>
<td>$\text{tr}(\cdot)$</td>
<td>Trace of a square matrix</td>
</tr>
<tr>
<td>$|\cdot|$</td>
<td>Euclidean norm of a vector</td>
</tr>
<tr>
<td>$</td>
<td>\cdot</td>
</tr>
<tr>
<td>$\mathbb{E}(\cdot)$</td>
<td>Statistical expectation</td>
</tr>
<tr>
<td>$X(\cdot)^T$</td>
<td>Short-hand notation for $XX^T$</td>
</tr>
<tr>
<td>$\ln(\cdot)$</td>
<td>Natural logarithm</td>
</tr>
<tr>
<td>$\log_{10}(\cdot)$</td>
<td>Logarithm to base 10</td>
</tr>
<tr>
<td>$\otimes$</td>
<td>Kronecker product</td>
</tr>
<tr>
<td>$\nabla_\theta = \partial/\partial \theta$</td>
<td>The gradient operator</td>
</tr>
<tr>
<td>$\Delta_\theta = \nabla_\theta \nabla_\theta^T$</td>
<td>The Laplace operator</td>
</tr>
<tr>
<td>$\text{erf}(\cdot)$</td>
<td>The standard Gaussian error function.</td>
</tr>
<tr>
<td>$I$</td>
<td>Identity matrix</td>
</tr>
<tr>
<td>$I_N$</td>
<td>Identity matrix of size $N \times N$</td>
</tr>
<tr>
<td>$1$</td>
<td>A vector of all 1s</td>
</tr>
<tr>
<td>$0$</td>
<td>A vector of all 0s</td>
</tr>
<tr>
<td>$x_{0:k}$</td>
<td>Stacked state vector from time 0 to time $k$, $[x_0^T, \ldots, x_k^T]^T$</td>
</tr>
<tr>
<td>$y_{0:k}$</td>
<td>Stacked measurement vector from time 0 to time $k$, $[y_0^T, \ldots, y_k^T]^T$</td>
</tr>
</tbody>
</table>

### Distributions

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{N}(\mu, \sigma^2)$</td>
<td>Gaussian distribution with mean $\mu$ and variance $\sigma^2$</td>
</tr>
<tr>
<td>$\text{Cat}(\cdot)$</td>
<td>Categorical distribution</td>
</tr>
</tbody>
</table>
### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>BB</td>
<td>Barankin bound</td>
</tr>
<tr>
<td>BIM</td>
<td>Bayesian information matrix</td>
</tr>
<tr>
<td>BLUE</td>
<td>Best linear unbiased estimator</td>
</tr>
<tr>
<td>CDF</td>
<td>Cumulative distribution function</td>
</tr>
<tr>
<td>CI</td>
<td>Confidence interval</td>
</tr>
<tr>
<td>CMSE</td>
<td>Conditional mean squared error</td>
</tr>
<tr>
<td>CRB</td>
<td>Cramér-Rao bound</td>
</tr>
<tr>
<td>FFBSi</td>
<td>Forward filtering backward simulation</td>
</tr>
<tr>
<td>FIM</td>
<td>Fisher information matrix</td>
</tr>
<tr>
<td>GP</td>
<td>Gaussian process</td>
</tr>
<tr>
<td>GPR</td>
<td>Gaussian process regression</td>
</tr>
<tr>
<td>GPS</td>
<td>Global positioning system</td>
</tr>
<tr>
<td>IID</td>
<td>Independent and identically distributed</td>
</tr>
<tr>
<td>LS</td>
<td>Least squares</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum a posteriori</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum likelihood</td>
</tr>
<tr>
<td>MLE</td>
<td>Maximum likelihood estimator</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean squared error</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability density function</td>
</tr>
<tr>
<td>PF</td>
<td>Particle filter</td>
</tr>
<tr>
<td>PS</td>
<td>Particle smoother</td>
</tr>
<tr>
<td>RCMSE</td>
<td>Root conditional mean squared error</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root mean squared error</td>
</tr>
<tr>
<td>RSS</td>
<td>Received-signal-strength</td>
</tr>
<tr>
<td>SIR</td>
<td>Sequential importance resampling</td>
</tr>
<tr>
<td>SMC</td>
<td>Sequential Monte Carlo</td>
</tr>
<tr>
<td>SSM</td>
<td>State space model</td>
</tr>
<tr>
<td>TDOA</td>
<td>Time difference of arrival</td>
</tr>
<tr>
<td>UE</td>
<td>User equipment</td>
</tr>
</tbody>
</table>
In statistics, two kinds of estimation problems are always formulated. The first problem relies on the estimation of a static system (static estimation as mentioned later in this thesis). In such a case, the target is to estimate a set of parameters that are of interest based on observations/measurements that are potentially corrupted by different kinds of noise. Approaches in estimation theory are usually applied to different applications, for instance, one typical use case is machine learning or system identification. In this thesis, estimation problems for static systems formulated under various applications will be addressed. Coming to the second estimation problem, where the system becomes dynamic, we are aiming at estimate a series of parameters that are changing as time evolves (dynamic estimation as mentioned later in this thesis). There are possibly correlations between parameters over time. To infer the latent parameters from the noisy measurements, a state-space signal model is usually formulated, which describes the time evolution of parameters and the way measurements are generated.

To solve the first problem, numerous methods have been studied in literature, for instance, the maximum likelihood estimator (MLE), least squares approach, best linear unbiased estimator (BLUE) and Bayesian estimation approaches such as maximum a posteriori (MAP) estimator and minimum mean square error (MMSE) estimator, which are introduced and thoroughly discussed in Kay (1993). Static estimation approaches are usually applied in the process of machine learning or system identification, where a set of inputs and outputs (also known as observations/measurements) are available, and the aim to determine the system that represents the relationship between inputs and outputs. In such a process, the structure of the system is either explicitly determined or there is no deterministic form of the system, which corresponds to a parametric and non-parametric approach, respectively. For parametric approach, the system model is usually
explicitly given by specifying a finite number of model parameters. For example, the linear regression model in Bishop (2006), autoregressive model and state-space model in Ljung (1999). However, in non-parametric approach, the number of parameters grows as the number of observations increases. In addition, there is no explicit model form such that the parameters in the non-parametric modeling are only determined by the data. One example of non-parametric modeling is Gaussian process (GP) Rasmussen and Williams (2006), which will be introduced in section 3.2.

For the second problem, where the dynamics of the system are usually formulated in a state-space form, estimating the unknown parameters (i.e., defined as states $x_{1:k}$, where $k$ is the time stamp) from the noisy observations (or measurements denoted by $y_{1:\tau}$, where $\tau$ is also a time stamp) requires a set of statistical inferring steps, which are generally known as prediction, filtering or smoothing depending on if $\tau < k$, $\tau = k$ or $\tau > k$. A statistical framework is always applied to the dynamic estimation problems, one of which is the Bayesian inference framework Box and Tiao (1973), which recursively update the probability of states as more measurements are available. The most famous approach that fits into the Bayesian framework is the Kalman filter Kalman (1960), which gives a closed-form solution for linear Gaussian state-space models (SSMs). For nonlinear SSMs, there are approximation methods, such as extended Kalman filter (EKF), and unscented Kalman filter (UKF), see for instance Jazwinski (1970); Wan and Merwe (2000). However, for highly non-linear and non-Gaussian SSMs, the performance of extended Kalman filter and UKF are quite limited. In fact, this is a general limitation of Bayesian inference when we encounter the non-linear and non-Gaussian SSMs, where there are many intractable integrals.

In the 1980s, Monte Carlo methods emerged as a good tool for solving integration problems in Bayesian inference. It is known as one of the computational methods which use statistical simulations to approximate the estimates. Monte Carlo methods are mainly used in three distinct problem classes: optimization, numerical integration, and generating draws from a probability distribution Kroese et al. (2014). Sequential Monte Carlo methods emerged more recent in 1990s, which sequentially takes the observation and updates information about the hidden states Doucet et al. (2001). Here in this thesis, we will mainly use sequential Monte Carlo methods to solve the problem of inferring the latent states from observations. Detailed background and some examples of sequential Monte Carlo methods will be presented in following chapters.

In addition, the performance of the estimation problems mentioned above also heavily rely on the modeling of system, for instance, for static estimation, the model between the noisy observations and parameters we are aiming to infer. For dynamic estimation problems, both the state transition (i.e., how the dynamics of states evolve over time) and the relationships between states and measurements (i.e., measurement models) are of great importance. However, it is not always easy to find out the proper models, especially when there is no clear clue on how
the states evolves over time, how measurements are generated, and when the states and measurements are perturbed by noises.

Let’s taking the received-signal-strength (RSS) as an example, which measures the power level of a radio signal from a reference node at a specific latent position. Due to the additive noise, shadowing, multi-path fading, and other effects, there is no explicit expression to impute the relationship between the latent positions and the observed RSS values. In such cases, empirical models have been proposed. For instance, the Hata-Okumura model Hata (1980) and the piece-wise linear model Goldsmith (2006). While all those are parametric models, non-parametric models such as Gaussian processes can be used Ferris et al. (2006). Also, the model can be assumed to be known beforehand, otherwise it needs to be determined at a separate training (i.e., regression modeling) phase with the help of different estimation methods. The latter case is within the scope of this thesis.

The main contributions of this thesis include using different techniques to solve the two estimation problems described above in different applications. In the following section, some application examples will be introduced to further illustrate the problems that are studied in this thesis.

1.1 Application Examples

So far, a general description of the two problems we are aiming to solve has been given. Those estimation problems can be encountered in various research areas and applications, and signal processing is one of them. To be more specific, the applications of estimation theory are involved in for instance, image processing, radar technology, positioning systems, speech recognition, telecommunications and so on. In what follows, some illustrative examples will be provided to further assist the understanding and to better nail down the scope of this thesis.

For example, in a radar system Skolnik (1980), in order to determine the position of for instance, an aircraft, it is important to estimate the range between the radar and the aircraft. Usually, this is done by measuring the round-trip delay of a signal transmitted from the radar and reflected back by the aircraft. However, the measured round-trip delay is always perturbed by environmental random noise and delays in the receiver. Hence, a statistical estimation method is required to infer the range from the noisy round-trip delay measurements.

Another example of using estimation method is to estimate the parameters in a regression modeling problem. For instance, considering a simple problem of studying the relationship between the pressure and temperature of a given amount of gas. It is well known that there is a linear relationship between the pressure and temperature according to the Gay-Lussac’s Law. However, in order to learn the explicit model, we measure both the pressures (denoted as $x$) and temperatures
Introduction

( denounced as $y$), and assume a linear model between them $y = \beta x + n$, where $\beta$ is the coefficient that we want to find out and $n$ is the noise that may occur in the measurements. Different estimation approaches can be used in this scenario to estimate both the coefficients $\beta$ and the variance of Gaussian noise $n$.

To infer the latent variables from the observations in a dynamic way, many applications in the target tracking area have been mentioned. One example application is to perform positioning of a moving device in a sensor network. For instance, we would like to track a device which carrying a speaker that can make quite distinctive sounds Zhao (2015). Then, a sensor network of microphones can be built up to receive the sound from the speaker. The observations in this case are the time difference of arrivals (TDOA), which can be computed by correlating the received signals at the microphones. However, the signal is always corrupted by random noises, where a statistical estimation framework can be applied. The latent variables are then the positions of the device carrying the speaker. A deployment of the sensor network with the target we want to track is illustrated in Figure 1.1.

Then, the positioning results are shown in Figure 1.1 by the solid curves. In this example, the aim is to infer the latent positions of the device from the TDOAs, which can be solved, for instance, using Bayesian filtering algorithms.

Figure 1.1: Target tracking in a sensor network Zhao (2015).
1.2 Main Contributions

So far we have seen some examples of the estimation problems. In short, the main contributions of this thesis can be summarized as: (I) Use estimation approaches to solve both static and dynamic estimation problems, which can be formulated more specifically as: inferring the unknown positions of a device based on radio signal strength measurements, which are vulnerable to different kinds of noises. (II) Perform both parametric and non-parametric modeling (i.e., Gaussian processes) for different regression applications (e.g., model the relationship between positions and signal strength measurements). The detailed contributions are as follows:

- A novel approach to generate proximity reports from radio received-signal-strength measurements has been proposed. Advanced modeling with Gaussian process has be applied to optimize the thresholds which trigger the proximity reports. Sets of optimized thresholds have been obtained using different criteria, which enables a new positioning fashion. (Paper A)

- Sequential Monte Carlo methods are proposed for the novel proximity based positioning system to estimate the position of a moving device in such a network. In addition, theoretical positioning performance for proximity based system has been derived. This leads to a simpler and more efficient way of positioning devices with less signaling and bandwidth, while maintaining adequate positioning accuracy. (Paper B)

- Modeling of the proximity report measurements, which is based on Gaussian process regression model, has been evaluated. The results well demonstrate that the better modeling of the measurements help to improve the position estimation performance. (Paper C)

- Theoretical lower bounds of generalized position estimation problems using received-signal-strength measurements have been derived, which are validated and compared to the simulated estimation performance. It has also been shown that the derived lower bounds can be used as a benchmark against the positioning accuracy obtained from any estimation algorithm under such scenarios. (Paper D)

- A static position estimation problem has been studied using received-signal-strength measurements modeled by two different Gaussian processes: the standard Gaussian process and Gaussian process with variogram. A statistical fingerprinting algorithm based on the pre-constructed RSS database has been designed for both models. The positioning performance are evaluated with RSS fingerprints constructed in two ways and further compared to the case where dynamic position estimation is performed. (Paper E)

- A novel application of Gaussian processes to analyze positioned data in sports is proposed. More precisely, the flows for both single trajectory and multiple trajectories haven been studied with various Gaussian processes.
A grey-boxing modeling is further proposed to analyze the forces in a typical cross-country skiing race by combining the known kinetic motion model with Gaussian process which accounts for the unknown forces. Evaluations are carried out using real data from a skiing race and the results provide valuable insights into sport performance analysis. (Paper F)

1.3 Thesis outline

The thesis consists of two parts. The first part introduces the general background such as static estimation approaches, sequential Monte Carlo methods for state inference, the parametric/non-parametric modeling and theoretical lower bounds. The second part presents the proposed solutions as a collection of peer-reviewed papers.

1.3.1 Outline of Part I

In the first part of this thesis, the most common estimation methods are introduced, which include but not limited to the best linear unbiased estimator (BLUE), maximum likelihood estimator (MLE), maximum a posterior (MAP) estimator, and Bayesian filtering and smoothing approaches with highlights on particle filtering and smoothing for dynamic state inference. Furthermore, approaches for system modeling are reviewed with two specific examples. Finally, the Cramér-Rao bound is introduced, which provides a theoretical lower limit for the estimator.

1.3.2 Outline of Part II

In the second part of this thesis, a collection of edited papers are presented. The summary is given as below.

Paper A

Paper A of this thesis is an edited version of,


which is an extension of the two earlier contributions


Summary: This paper presents a generic received-signal-strength (RSS) threshold optimization framework for generating informative proximity reports. The proposed framework contains five main building blocks, namely the deployment information, RSS model, positioning metric selection, optimization process and management. Among others, we focus on Gaussian process regression (GPR) based RSS models and positioning metric computation. The optimal RSS threshold is found by minimizing the best achievable localization root mean squared error (RMSE) formulated with the aid of fundamental lower bound analysis. Computational complexity is compared for different RSS models and different fundamental lower bounds. The resulting optimal RSS threshold enables enhanced performance of new fashioned low-cost and low-complex proximity report based positioning algorithms. The proposed framework is validated with real measurements collected in an office area where bluetooth-low-energy (BLE) beacons are deployed.

The idea of this paper originated from Fredrik Gunnarsson and further refined by discussions among all authors. Both Feng Yin and the author of this thesis have contributions to the majority of writing and experimental results.

Paper B

Paper B of this thesis is an edited version of,


which is an extension of the earlier contribution


Summary: In paper A, the framework of optimizing thresholds for converting RSS to proximity reports has been developed. In this paper, we further consider positioning of devices based on a time series of proximity reports, which are generated using the optimized thresholds. This corresponds to nonlinear measurements with respect to the device position in relation to the network nodes. Therefore, sequential Monte Carlo methods, namely particle filtering and smoothing, are applicable for positioning. Positioning performance is evaluated in a typical office area with Bluetooth-low-energy beacons deployed for proximity detection and report, and is further compared to parametric Cramér-Rao lower bounds. Accuracy is concluded to vary spatially over the office floor, and in relation to the beacon deployment density.
The idea of this paper originated from Fredrik Gunnarsson and further refined by discussions among all authors. The majority of the paper is written by the author of this thesis. All the experimental results are by the author of this thesis.

**Paper C**

Paper C of this thesis is an edited version of,


**Summary:** In paper B, in order to perform the positioning of device using proximity reports, we assume a linear log-distance model for the RSS observations, which gives linear relationship between the RSS and the distance from the device to the network node in logarithmic scale. Then, the RSS is converted to proximity reports. However, in indoor scenario, the modeling of RSS is more complex. To address this problem, Gaussian process regression (GPR) has been applied for propagation modeling of RSS. This also provides some insights into the spatial correlation of the radio propagation in the considered area. Then, by assuming a dynamic transition of the states, particle filter is combined with GPR to estimate the position of the device. Radio propagation modeling and positioning performance are evaluated in a typical office area with BLE beacons deployed. Results show that the positioning accuracy can be improved by using GPR compared to the case work where linear log-distance model is used.

The idea of this paper originated from discussions among all authors. The majority of the paper is written by the author of this thesis. All the experimental results are by the author of this thesis.

**Paper D**

Paper D of this thesis is an edited version of,


which is an extension of the earlier contribution


**Summary:** The Cramér-Rao bounds (CRBs) for static estimation problems based on Gaussian processes are derived in Paper A. Hence, considering the dynamic
estimation problem as formulated in Paper C, we are aiming to derive the Cramér-Rao bounds for general state-space models based on Gaussian processes. To be more precise, the posterior CRBs are derived for three different state-space models: parametric state transition with GP measurement model, GP state transition with parametric measurement model, GP state transition with GP measurement model. In addition, the parametric CRB is derived for the first case. The theoretical bounds are evaluated and compared to simulation performance under a positioning scenario. We conclude that the derived CRBs are tight and can be used as benchmarks for the dynamic estimation problems formulated into Gaussian process based state-space models.

The idea of this paper originated from Carsten Fritsche and Feng Yin, which is further refined by discussions among all authors. The majority of the paper is written by the author of this thesis. All simulation results are by the author of this thesis.

**Paper E**

Paper D of this thesis is an edited version of,


Summary: Paper B and Paper C focus on positioning of a moving device with certain assumed mobility patterns. In practice, there also exist use cases where static positioning is preferred (e.g., the device is not moving or moving without any continuous pattern). In such problems, fingerprinting is usually selected to infer the position of the device. However, the problem associated with fingerprinting method is the collection and maintenance of a relatively large fingerprint database/map. In this work, we propose and compare two algorithms namely, standard Gaussian process and Gaussian process with variogram, to reconstruct the RSS map with incomplete training data. To validate the effectiveness of both algorithms, experiments with BLE infrastructure have been conducted. RSS measurements are collected along predefined tracks. Both algorithms are applied to reconstruct the full RSS map within the whole area of interest. Finally, with the reconstructed complete RSS map, the localization performance using probabilistic fingerprinting is evaluated and compared.

The idea of this paper originated from discussions among all authors. Chao Liu writes sections on Gaussian process with variogram and contributes to corresponding experimental results. The author of this thesis writes sections on standard Gaussian process and contributes to corresponding experimental results.

**Paper F**

Paper E of this thesis is an extension of the earlier contribution

Summary: With the help of emerging positioning techniques, more data with position information are available for analysis, which may include but not limited to modeling and making predictions based on the data. Such problems have also been encountered in sports area, which are aiming for analyzing and monitoring athletes’ performance and condition, providing guidance for coaches, and attracting interested audience. In this work, we apply Gaussian processes to flow modeling and force analysis in skiing races, but the proposed framework can be generally applied to other use cases with device trajectories of positioned data. Some specific aspects can be addressed when the data is periodic, like in sports where the event is split up over multiple laps along a specific track. Flow models of both the individual skier and a cluster of skiers are derived and analyzed. A grey-box modeling by combining the kinetic model with Gaussian process is also proposed to analyze the forces in skiing races. Performance has been evaluated using data from the Falun Nordic World Ski Championships 2015, in particular the Men’s cross-country $4 \times 10$ km relay.

The idea of this paper originated from Fredrik Gunnarsson and further refined by discussions among all authors. The majority of the paper is written by the author of this thesis and all experimental results are by the author of this thesis.

Publications

Published work by the author of this thesis are listed below in chronological order. Publications indicated by a ★ are included in part II of this thesis.


Y. Zhao, C. Fritsche, and F. Gunnarsson. Parametric lower bound for nonlinear filtering based on Gaussian process regression model. In 20th International Conference on Information Fusion (FUSION), pages 1–7, Xi’an, China, July 2017a.

1.3 Thesis outline


Part I

Background
In this chapter, some basic estimation approaches will be introduced based on a probabilistic framework. The subsequent sections first introduce estimation methods for static problems as described in Chapter 1. Then, for the dynamic estimation problems, sequential Monte Carlo methods are discussed with focus on particle filter and smoother.

2.1 Static Estimators

The static estimation problems are usually formulated in a probabilistic framework. There are two philosophies considered in literature, namely, the classical and Bayesian philosophies Kay (1993). In a classical philosophy, the unknown parameters $\theta$ we are aiming to estimate are considered as deterministic, and the measurements $y$, from which information about the unknown $\theta$ can be extracted, are random. Hence, we have the following statistical model (which relates the measurements with unknown parameters, also called likelihood function),

\[ p(y|\theta). \] (2.1)

Alternatively, the Bayesian philosophy considers the parameters $\theta$ to be also random, where usually a prior distribution $p(\theta)$ is assumed. Hence, the statistical models becomes $p(y, \theta)$, which can be partitioned as $p(y, \theta) = p(y|\theta)p(\theta)$. In addition, the distribution $p(y|\theta)$ is defined as the likelihood function, and $p(\theta)$ is the prior. In this thesis, we consider the static estimation problems formulated in a classical philosophy, and give some brief introduction of the most commonly used approaches to estimate the unknown but deterministic parameters $\theta$. 
2.1.1 Best Linear Unbiased Estimator

The best linear unbiased estimator (BLUE) is an estimator that is based on a linear combination of the measurements. If we consider a general linear estimation problem formulated as

\[ y = H\theta + n, \tag{2.2} \]

where we are aiming to estimate \( \theta \) from measurements \( y \), and \( n \) is noise with zero mean and covariance \( C \) (it is not necessary to know the distribution of noise). Hence, the BLUE of \( \theta \) is given by

\[ \hat{\theta}_{\text{BLUE}} = (H^T C^{-1} H)^{-1}H^T C^{-1} y, \tag{2.3} \]

with covariance

\[ C_{\hat{\theta}} = (H^T C^{-1} H)^{-1}. \tag{2.4} \]

Detailed derivations of BLUE can be found in Kay (1993). When the noise is Gaussian distributed, the BLUE is also the optimal estimator in the sense that it is the minimum variance unbiased (MVU) estimator.

2.1.2 Maximum Likelihood Estimator

The maximum likelihood estimator (MLE) is defined as the estimated value of \( \theta \) that maximizes the likelihood function \( p(y|\theta) \), which is usually equivalently formulated as

\[ \hat{\theta}_{\text{MLE}} = \arg \max_{\theta} \ln p(y|\theta). \tag{2.5} \]

Assuming the likelihood function is differentiable, the MLE is usually found in the solutions to

\[ \frac{\partial \ln p(y|\theta)}{\partial \theta} = 0. \tag{2.6} \]

If there are more than one solution, the value that maximizes the likelihood function is the MLE. For a general linear model given as

\[ y = H\theta + n, \tag{2.7} \]

where \( n \) is zero mean Gaussian distributed with covariance \( C \), the MLE of \( \theta \) is given by

\[ \hat{\theta}_{\text{MLE}} = (H^T C^{-1} H)^{-1}H^T C^{-1} y, \tag{2.8} \]

with covariance

\[ C_{\hat{\theta}} = (H^T C^{-1} H)^{-1}. \tag{2.9} \]

It should be noted that the expression of MLE for the general linear model is identical to the BLUE. However, this is only the case when the noise is Gaussian distributed. In most of cases, the closed-form solution of MLE is hard to obtain, and numerical methods are always considered. For instance, the expectation-maximization (EM) algorithm as given in Dempster et al. (1977), and Newton-Raphson method as given in Wallis (1685).
2.1.3 Least Squares

In least squares (LS) approaches, we are aiming to find out the parameters \( \theta \) such that the sum of residuals (i.e., squared differences between measurements and the signal values generated by the system model which depends on \( \theta \)) are minimized. Among all least squares problems, it is common to encounter the linear least squares (e.g., in Paper A and Paper B), which can be formulated as

\[
y = H\theta + n, \tag{2.10}
\]

where the noise \( n \) is of zero mean with any arbitrary distribution. Then, the least squares estimator (LSE) becomes

\[
\hat{\theta}_{\text{LSE}} = (H^T H)^{-1} H^T y. \tag{2.11}
\]

It is noticed that compared with BLUE and MLE, it is not necessary to know the covariance of noise as long as the noise has zero mean. The minimum least squares error can be computed as \((y - H\hat{\theta})^T(y - H\hat{\theta})\).

2.2 Dynamic Estimators

In dynamic estimation problems, we are aiming to estimate parameters in a sequential manner. Hence, it is generally to formulate the dynamic estimation problem in a state-space form, which can be given as

\[
x_k = f(x_{k-1}, n_k), \tag{2.12a}
\]

\[
y_k = g(x_k, e_k), \tag{2.12b}
\]

where \( y_k \) are the noisy measurements at time \( k \), and we are aiming to estimate the unknown state \( x_k \) at each time stamp. \( f \) and \( g \) are state transition and measurement functions, respectively. In addition, there are usually process noise \( n_k \) in the state transition and measurement noise \( e_k \). When both the state transition and measurement models are linear and both noises are additive Gaussian distributed, the closed-form solution of the estimator can be found by Kalman filter/smoother, Kalman (1960). However, for most of the dynamic estimation problems, it is hard to find a closed-form solution, where sequential Monte Carlo methods come into play.

Sequential Monte Carlo methods are based on the Bayesian inference framework, where Bayes’ theorem is used to update the probability for a hypothesis as more information becomes available. Given a time series of noisy observations \( y_{1:T} \triangleq \{y_k\}^T_{k=1} \), we would like to infer the hidden states variables \( x_{0:T} \triangleq \{x_k\}^T_{k=0} \). If interpreted in the Bayesian way, we would like to compute the posterior joint distribution of all states given all the observations. A straightforward way to get the posterior distribution by applying Bayes’ theorem is given by

\[
p(x_{0:T}|y_{1:T}) = \frac{p(y_{1:T}|x_{0:T})p(x_{0:T})}{p(y_{1:T})}, \tag{2.13}
\]
where $p(x_{0:T})$ is the prior distribution, $p(y_{1:T}|x_{0:T})$ is the likelihood distribution, and $p(y_{1:T}) = \int p(y_{1:T}|x_{0:T})p(x_{0:T})dx_{0:T}$ is usually a constant normalization factor.

Although it looks very straightforward to compute the posterior distribution, it is sometimes hard. Since when there is a new observation coming in, the posterior distribution for all the states needs to be recomputed. This is a typical problem in the case which is considered in this thesis, where we want to get the best estimate immediately after we have obtained a new observation. As the number of time steps increases, the computation will become intractable, since the computational complexity increases as the dimensionality of the posterior distribution gets larger. This is a very tough problem especially in real-time applications.

Then, if we relax the computation a bit, that is to say, instead of computing the full posterior distribution, we can compute the marginal distributions of the states. In order to get to this marginal distribution, we have to assume the following system models in a probabilistic way Jazwinski (1970).

\[
x_0 \sim p(x_0), \quad (2.14a)
\]

\[
x_k \sim p(x_k|x_{k-1}), \quad (2.14b)
\]

\[
y_k \sim p(y_k|x_k). \quad (2.14c)
\]

Here

- $p(x_0)$ is the prior distribution of $x_0$.

- $p(x_k|x_{k-1})$ specifies the dynamic model (indicating how $x_k$ evolves over time) of $x_k$, which also has the assumption that $x_k$ is a Markov process, such that the state at time $k$ only depends on the state at time $k-1$.

- $p(y_k|x_k)$ is the likelihood distribution which is specified by the measurement model as given in (3.1).

The model structure given above is also called the state-space model Ljung (1999). With the model structure defined, we can formulate the following Bayesian filtering and smoothing problems by computing corresponding marginal distributions.

- **Bayesian filtering problem:** we are aiming at computing the marginal distributions of the current state $x_k$ given the current and previous measurements $y_{1:k}$.

  \[
p(x_k|y_{1:k}), k = 1, \ldots, T. \quad (2.15)
\]

- **Bayesian prediction problem:** we are aiming at computing the marginal distributions of the future state $x_{k+m}$, $m$ steps after the current time step $k$:

  \[
p(x_{k+m}|y_{1:k}), k = 1, \ldots, T, m = 1, 2, \ldots. \quad (2.16)
\]
• **Bayesian smoothing problem:** we are aiming at computing the marginal distributions of the state $x_k$ given a certain interval of measurements $y_{1:T}$ with $k < T$:

$$p(x_k|y_{1:T}), k = 1, \ldots, T.$$  \hspace{1cm} (2.17)

In this thesis, we are focusing on the filtering and smoothing problems.

In order to solve the filtering and smoothing problems, many algorithms have been developed for state-space models of various forms. Some example algorithms may include:

• **Kalman filter (KF) Kalman (1960):** it provides a closed form solution to the linear Gaussian filtering problem. This is under the assumption that both the dynamic and measurement model are linear and Gaussian distributed, such that the posterior distribution is exactly Gaussian and no numerical approximations are needed.

• **Rauch-Tung-Striebel smoother Rauch et al. (1965):** this is the corresponding closed form smoother for linear Gaussian state model.

• **Sequential Monte Carlo (SMC) filter and smoother:** namely particle filter and smoother. Since Bayesian optimal filtering and smoothing equations are generally computationally intractable, SMC is one of the numerical methods that represents the posterior distribution as a weighted set of Monte Carlo samples.

In what follows, the SMC methods will be introduced.

### 2.3 Sequential Monte Carlo Methods for State Inference

The main problem of Bayesian inference is to obtain an estimation of the state $x_k$ at time $k$ ($k \leq T$), which can be reduced to the computation of the expectations over the posterior distribution:

$$\mathbb{E}\{x_k|y_{1:T}\} = \int x_k p(x_k|y_{1:T}) dx.$$  \hspace{1cm} (2.18)

However, for most of the time, the computation of such integral is intractable, where numerical approximations are needed. **Monte Carlo methods** are a class of methods for computing the integrals of the form (2.18). They are methods to approximate the closed form expression of statistical terms by drawing samples from the distribution and using sample average to estimate the expectation. For instance, a typical Monte Carlo approximation to (2.18) can be given as: draw
\( N \) independent random samples from the distribution \( x_k^{(i)} \sim p(x_k|y_{1:T}) \), for \( i = 1, \ldots, N \). Then the expectation is estimated as

\[
\mathbb{E} \{ x_k|y_{1:T} \} \approx \frac{1}{N} \sum_{i=1}^{N} x_k^{(i)}. \tag{2.19}
\]

It seems to be promising to draw samples from the distribution \( p(x|y_{1:T}) \). However, it is usually not possible due to the complicated functional form of the distribution. In order to solve this problem, an approximated distribution is used, namely importance distribution \( \pi(x|y_{1:T}) \), from which we can easily draw samples. With importance distribution, the Monte Carlo approximation to the expectation can be reformulated as

\[
\mathbb{E} \{ x|y_{1:T} \} = \int p(x|y_{1:T}) x \, dx
\]

\[
= \frac{\int p(y_{1:T}|x) x p(x) \, dx}{\int p(y_{1:T}|x) p(x) \, dx}
\]

\[
= \frac{\int \left[ \frac{p(y_{1:T}|x)p(x)}{\pi(x|y_{1:T})} \right] \pi(x|y_{1:T}) \, dx}{\int \left[ \frac{p(y_{1:T}|x)p(x)}{\pi(x|y_{1:T})} \right] \pi(x|y_{1:T}) \, dx}
\]

\[
\approx \frac{1}{N} \sum_{i=1}^{N} \frac{p(y_{1:T}|x^{(i)}) p(x^{(i)})}{\pi(x^{(i)}|y_{1:T})} x^{(i)}
\]

\[
= \sum_{i=1}^{N} w_k^{(i)} x_k^{(i)}. \tag{2.20}
\]

In sequential Monte Carlo method, observations are taken into consideration sequentially and the states are updated sequentially, where we have \( \mathbb{E} \{ x_k|y_{1:k} \} \approx \sum_{i=1}^{N} w_k^{(i)} x_k^{(i)} \). Then, considering the posterior distribution of states \( x_{0:k} \) given the observations \( y_{1:k} \), using the Markov properties of the state-space model, we have:

\[
p(x_{0:k}|y_{1:k}) \propto p(y_k|x_{0:k}, y_{1:k-1}) p(x_{0:k}|y_{1:k-1})
\]

\[
= p(y_k|x_k) p(x_k|x_{0:k-1}, y_{1:k-1}) p(x_{0:k-1}|y_{1:k-1})
\]

\[
= p(y_k|x_k) p(x_k|x_{k-1}) p(x_{0:k-1}|y_{1:k-1}). \tag{2.21}
\]

If we draw samples from the the importance distribution \( x_{0:k} \sim \pi(x_{0:k}|y_{1:k}) \), then, the weights at time \( k \), is given as

\[
w_k^{(i)} \propto \frac{p(y_k|x_k^{(i)}) p(x_k^{(i)}|x_{k-1}^{(i)}) p(x_{0:k-1}^{(i)}|y_{1:k-1})}{\pi(x_{0:k}|y_{1:k})}. \tag{2.22}
\]

If assume that the states up to time \( k \) depend only on measurements up to time \( k \), the importance distribution can be obtained recursively, as

\[
\pi(x_{0:k}|y_{1:k}) = \pi(x_k|x_{0:k-1}, y_{1:k}) \pi(x_{0:k-1}|y_{1:k-1}). \tag{2.23}
\]
The weights can be updated as

\[ w_k^{(i)} \propto \frac{p(y_k|x_k^{(i)})p(x_k^{(i)}|x_{k-1}^{(i)})}{\pi(x_k^{(i)}|x_{0:k-1}, y_{1:k})} \frac{p(x_{0:k-1}|y_{1:k-1})}{\pi(x_{0:k-1}|y_{1:k-1})}. \]  

(2.24)

Now assume that we have already drawn samples \( x_{k-1}^{(i)} \) from the importance distribution \( \pi(x_{0:k-1}|y_{1:k-1}) \) and computed the corresponding weights \( w_{k-1}^{(i)} \), we can draw samples \( x_k^{(i)} \) from \( \pi(x_{0:k}|y_{1:k}) \) by drawing new state samples at step \( k \) as \( x_k^{(i)} \sim \pi(x_k^{(i)}|x_{0:k-1}, y_{1:k}) \). Then, the weights can be computed recursively as

\[ w_k^{(i)} \propto \frac{p(y_k|x_k^{(i)})p(x_k^{(i)}|x_{k-1}^{(i)})}{\pi(x_k^{(i)}|x_{0:k-1}, y_{1:k})} w_{k-1}^{(i)}, \]  

(2.25)

where \( w_{k-1}^{(i)} \propto \frac{p(x_{k-1}^{(i)}|y_{1:k-1})}{\pi(x_{0:k-1}^{(i)}|y_{1:k-1})} \). SMC methods are also known as particle filtering and smoothing, which will be introduced in the following subsections.

### 2.3.1 Particle Filter

With the definition of importance sampling, sequential Monte Carlo approximation, and the state-space model as specified in (2.14), we can have a general particle filtering (also known as sequential importance resampling (SIR) filter) procedure.

- **Initialization**: draw \( N \) samples \( x_0^{(i)} \) from the prior distribution \( p(x_0) \).

\[ x_0^{(i)} \sim p(x_0), i = 1, \ldots, N. \]  

(2.26)

Assign equal weight to each sample with \( w_0^{(i)} = \frac{1}{N} \), for \( i = 1, \ldots, N \).

- For each time step \( k = 1, \ldots, T \), do the following:

  1. **Time update**: draw samples \( x_k^{(i)} \) from the importance distribution

\[ x_k^{(i)} \sim \pi(x_k^{(i)}|x_{k-1}^{(i)}, y_{1:k}), i = 1, \ldots, N. \]  

(2.27)

  2. **Weights update**: compute the new weight at time \( k \) as

\[ w_k^{(i)} \propto \frac{p(y_k|x_k^{(i)})p(x_k^{(i)}|x_{k-1}^{(i)})}{\pi(x_k^{(i)}|x_{0:k-1}, y_{1:k})} w_{k-1}^{(i)}. \]  

(2.28)

Normalize the weights to sum to 1

\[ w_k^{(i)} = \frac{w_k^{(i)}}{\sum_{i=1}^{N} w_k^{(i)}}. \]  

(2.29)
3. The estimate of state at $k$ is given as

$$\hat{x}_k \approx \sum_{i=1}^{N} w_k^{(i)} x_k^{(i)}.$$  \hfill (2.30)

4. **Resampling**: if the number of effective particles are too low, i.e., $N_{eff} = \frac{1}{\sum_{i=1}^{N} (w_k^{(i)})^2} < N_{th}$, perform resampling as

(a) Interpret each weight $w_k^{(i)}$ as the probability of obtaining the sample index $i$ in the set \( \{x_k^{(i)} : i = 1, \ldots, N\} \).

(b) Draw $N$ samples from that discrete distribution and replace the old sample set with this new one.

(c) Set all weights equal to $\frac{1}{N}$.

Here the resampling step duplicates the particles with large weights and discards the particles with relatively small weights. This has to be done to focus the particle filters to the more relevant part of the state space, i.e., to states that are with high probabilities. It is also noted that resampling is not performed every step, but only when the number of effective particles becomes too small. The effective number of particles can be estimated from the variance of the particle weights Liu and Chen (1995) as given in the resampling algorithm given above. There are many ways of doing resampling. The resampling method described here is one example which is known as multinomial resampling, which will be used later in this thesis. For a comprehensive comparison between different resampling methods, the reader can refer to Douc (2005).

The performance of the particle filter depends on the selection of importance distribution $\pi(x_k | x_{k-1}^{(i)}, y_{1:k})$. The importance distribution should be in such a functional form that we can easily draw samples from it and that it is possible to evaluate the probability densities of the sample points. The optimal importance distribution in terms of variance is given as Doucet et al. (2001)

$$\pi(x_k | x_{k-1}^{(i)}, y_{1:k}) = p(x_k | x_{k-1}, y_k).$$ \hfill (2.31)

However, it is generally hard to sample from this distribution. Here in this thesis, the conditional prior of the state $p(x_k | x_{k-1})$ is used as the importance distribution for simplicity but at the cost of losing useful information in $y_k$. This will result in the bootstrap filter given in Gordon et al. (1993), where the corresponding weights update becomes

$$w_k^{(i)} \propto w_{k-1}^{(i)} p(y_k | x_k^{(i)}).$$ \hfill (2.32)

So far in this thesis, we have introduced a general particle filtering algorithm which uses the observations obtained before and at the current step for computing the best possible estimate of the current state (and possibly future states).
However, sometimes it is also of interest to estimate states for each time step conditional on all the measurements that we have obtained. This problem can be solved with Bayesian smoothing.

### 2.3.2 Particle Smoother

The purpose of Bayesian smoothing is to compute the marginal posterior distribution of the state $x_k$ at time $k$, given observations up to time step $T$, where $T > k$:

$$p(x_k | y_{1:T}).$$  \hfill (2.33)

As can be see from (2.33), the Bayesian smoother uses also the future observations for computing the estimates. The Bayesian smoothing equations give a general procedure to compute the state estimates given future observations in a backward recursive way. The smoothed distribution of $p(x_k | y_{1:T})$ for any $k < T$ can be computed according to Kitagawa (1994),

$$p(x_{k+1} | y_{1:k}) = \int p(x_{k+1} | x_k)p(x_k | y_{1:k}) dx_k, \hfill (2.34a)$$

$$p(x_k | y_{1:T}) = p(x_k | y_{1:k}) \int \left[ \frac{p(x_{k+1} | x_k)p(x_{k+1} | y_{1:T})}{p(x_{k+1} | y_{1:k})} \right] dx_{k+1}, \hfill (2.34b)$$

where $p(x_k | y_{1:k})$ is the filtering distribution at time $k$, and $p(x_{k+1} | y_{1:k})$ is the predicted distribution at time $k + 1$.

Similarly to the particle filtering introduced before, particle smoothing algorithm is aiming to solve the smoothing problems in non-linear/non-Gaussian state-space models. SIR particle smoother is corresponding to the SIR filtering algorithm in the previous subsection. It is based on direct use of the SIR filtering results for smoothing. In filtering, we approximate the posterior distribution for all states. However, only the current state $x_k^{(i)}$ at time $k$ is kept, while the history states $x_{0:k-1}^{(i)}$ have been discarded.

An approximation to the smoothing distribution can be obtained by keeping the full histories. To get the smoothing solution, we also need to resample the state histories, not only the current states, to prevent the resampling from breaking the state histories. The resulting algorithm is similar to the particle filtering algorithm, except that we store all the particle histories $\{x_{0:k}^{(i)}, w_{0:k}^{(i)}\}, i = 1, \ldots, N$. The approximation to the smoothed posterior distribution at time step $k$, given the observations up to the time step $T > k$, can be given as

$$\hat{x}_k | y_{1:T} = \sum_{i=1}^{N} w_T^{(i)} x_k^{(i)}, \hfill (2.35)$$

where $\hat{x}_k | y_{1:T}$ denotes the estimated states at time $k$ given measurements up to time $T$ and $x_k^{(i)}$ is the $k$th component in the particle histories $x_{0:T}^{(i)}$. This SIR
smoothing algorithm is straightforward and simple to understand. However, the estimation performance will be significantly degraded when $T \gg k$ Kitagawa (1996).

Instead of simply storing the particle histories in the SIR smoother, the forward filtering backward-simulation (FFBSi) particle smoother in Godsill et al. (2004) is based on the reuse of filtering results, and propagate individual trajectories backwards from the last time step $T$ to the start time. It can be summarized as

1. From particle filtering, store the set of weighted particles as
   \[ \{x_k^{(i)}, w_k^{(i)}, i = 1, \ldots, N; k = 1, \ldots, T\} \]

2. For time $T$, choose $\tilde{x}_T = x_T^{(i)}$ with probability $w_T^{(i)}$.

3. For time $k = T - 1, \ldots, 0$, do the following:
   
   (a) Update the weights according to
   \[ w_k^{(i)} \propto w_k^{(i)} p(\tilde{x}_{k+1} | x_k^{(i)}) \]  
   (2.36)

   (b) Choose backward state $\tilde{x}_k = x_k^{(i)}$ with probability $w_{k|k+1}^{(i)}$.

Repeat the above procedure for $M$ times, then we get $\tilde{x}_0:T$ for $m = 1, \ldots, M$. The smoothing estimation can be approximated as:

\[ \tilde{x}_k|y_{1:T} \approx \frac{1}{M} \sum_{m=1}^{M} \tilde{x}_k^m, k = 0, \ldots, T. \]  

(2.37)

This algorithm will be adopted to our specific applications in Paper B.
In this chapter, approaches to model a system will be introduced. The procedure to build a good model for the system is known as machine learning or system identification. In this thesis, we mainly focus on determining a system model which can be formulated as

\[ y = f(x, e), \]  

(3.1)

where \( x \) is the input state vector, \( y \) is the output observation, \( e \) is the noise and function \( f \) denotes the model. In a typical statistical modeling procedure, we are aiming to find an appropriate function \( f \) which can well represent the relationships between observations and state variables. Modeling problems are usually addressed in two different ways, namely, parametric and non-parametric. For parametric modeling, where the model is parametrized by a finite set of parameters \( \theta \), various model structures have been proposed in literature, see for instance, Ljung (1999), Bishop (2006) and Murphy (2012). In the remaining part of this chapter, one of the most commonly used model structure is described, namely, linear regression. For non-parametric modeling, the typical approach, namely, Gaussian process will be described.

### 3.1 Linear Regression for Parametric Modeling

Linear regression is a series of approaches where the relationships between input and output variables are represented in a linear way. To be more specific, in linear regression (for simplicity, we consider for a scalar observation first), given a data set in the form of \( \{y_i, x_{i,1}, \ldots, x_{i,p}\}_{i=1}^{n} \), the model structure can be given in the following general form

\[ y_i = w_0 + \sum_{j=1}^{p} w_j x_{i,j} + e_i, \]  

(3.2)
where \( y_i \) is the observation at output, \( x_{i,1}, \ldots, x_{i,p} \) are the input variables, \( w_0 \) and \( w_1, \ldots, w_p \) are linear weights which need to be determined.

In such a linear regression model, the noise factor is typically assumed to be independent and Gaussian distributed with zero mean, i.e., \( e_i \sim \mathcal{N}(e_i; 0, \sigma_e^2) \), which assumes that the noise variance is constant for all the observations. The parameters in this model need to be estimated can be defined as \( \Theta = \{ w_0; \sigma_e \} \). If we stack all the observations into one vector, then we have

\[
\mathbf{y} = \mathbf{Xw} + \mathbf{e},
\]

(3.3)

where \( \mathbf{y} = [y_1, \ldots, y_n]^T \) ((·)\(^T\) denotes transpose operation), \( \mathbf{w} = [w_0, \ldots, w_p]^T \) and

\[
\mathbf{X} = \begin{bmatrix}
1 & x_{1,1} & x_{1,2} & \cdots & x_{1,p} \\
1 & x_{2,1} & x_{2,2} & \cdots & x_{2,p} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & x_{n,1} & x_{n,2} & \cdots & x_{n,p}
\end{bmatrix}.
\]

(3.4)

To train a linear regression model, it is required to estimate \( \mathbf{w} \) based on different criteria. If, for instance, the least squares method introduced in Chapter 2 is applied, the parameter can be presented as

\[
\hat{\mathbf{w}}_{LS} \triangleq \arg\min_{\mathbf{w}} ||\mathbf{y} - \mathbf{Xw}||_2^2,
\]

(3.5)

where \( ||\cdot||_2 \) is the \( L_2 \)-norm. The solution to (3.5) can be obtained in closed-form by taking the derivative of the squared error function w.r.t parameter \( \mathbf{w} \), which gives Casella and Berger (2002)

\[
\hat{\mathbf{w}}_{LS} = (\mathbf{X}^T \mathbf{X})^{-1} (\mathbf{X}^T \mathbf{y}),
\]

(3.6)

and the noise variance is estimated by

\[
\hat{\sigma}_e^2 = \frac{1}{n - p - 1} \sum_{i=1}^{n} (y_i - X_i \hat{\mathbf{w}}_{LS})^2,
\]

(3.7)

where \( X_i \) denotes row \( i \) of the matrix \( X \).

The linear regression model is one of the most simple model structures. This model will be used later in our Paper A and B. However, in some practical systems, the relationship between the observations and states are highly nonlinear and linear regression model is no longer proper. Hence, more complex models are required. However, the complexity of the parametric models grows at the expense of increasing the number of parameters to be estimated. In such cases, Bayesian non-parametric modeling has been introduced to give more flexibility as the number of observations increase Hjort et al. (2010).
In Bayesian non-parametrics, the degree of freedom increase as the number of observations increases. It is a Bayesian model whose parameter space has infinite dimension. In Bayesian statistics, the parameter is modeled as a random variable; the value of the parameter is unknown, and all forms of such uncertainty in Bayesian statistics are expressed as randomness. In another way of interpreting Bayesian non-parametrics is to consider them as infinite stochastic processes. Roughly speaking, a stochastic process is a generalization of a probability distribution to functions Rasmussen and Williams (2006).

The modeling problem formulated above can be summarized as: given a finite set of training data $D$, we want to find function $f$ that make predictions for all possible input values. Then, we need to make assumptions about the characteristics of the underlying function. In Bayesian non-parametrics, a prior probability is given to every possible function (infinite numbers), where higher probabilities are given to functions that are considered to be more likely. Gaussian process as one of the Bayesian non-parametrics, provides a solution to this problem.

In what follows, Gaussian process as a typical non-parametric method, will be discussed and further used in Paper C, D, E and F.

### 3.2 Gaussian Process for Non-parametric Modeling

According to Bayes’ theorem, we have the following relationship between the posterior distribution $p(x_i|y_i)$, likelihood function $p(y_i|x_i)$ and prior distribution

$$p(x_i|y_i) = \frac{p(y_i|x_i)p(x_i)}{p(y_i)} = \frac{p(y_i|x_i)p(x_i)}{\int p(y_i|x_i)p(x_i)dx_i}, i = 1, \ldots, n, \quad (3.8)$$

where $p(y_i)$ is the marginal likelihood distribution. From (3.8) we can see that the posterior distribution combines all the information from the likelihood and the prior. Stacking all the observations as a vector $y$ and unknown variables as a matrix $X$, we can update the beliefs in the unknown variables through the posterior distribution. However, we are usually primarily interested in the prediction of a new observation $y^*$ at a new unknown variable $x^*$

$$y^*|x^*, X, y. \quad (3.9)$$

Gaussian process is a generalization of the Gaussian probability distribution. In a Gaussian process, every point in some continuous input space is associated with a normally distributed random variable. Moreover, every finite collection of those random variables has a multivariate normal distribution. The distribution of a Gaussian process is the joint distribution of all those (infinitely many) random variables.

Generally used as a machine learning method, Gaussian process measures the similarity between different points to predict the observation value for new input
state. Starting with a scalar case for simplicity, let’s denote the training data set as $D = \{(x_i, y_i)\}_{i=1}^{n}$. Then, the observation can be given by a Gaussian process which is written as

$$y_i = f(x_i) + e_i.$$ \hfill{(3.10)}

The noise term is assumed to be Gaussian distributed with zero mean and variance $\sigma^2$ in this work. The function $f(x_i)$ is a Gaussian process, which is characterized by its mean function and covariance function. The mean and covariance (kernal) function can be defined as

$$m(x_i) = \mathbb{E}[f(x_i)],$$ \hfill{(3.11a)}

$$k(x_i, x'_i) = \mathbb{E}[(f(x_i) - m(x_i))(f(x'_i) - m(x'_i))].$$ \hfill{(3.11b)}

The Gaussian process $f(x_i)$ can be written as

$$f(x_i) \sim GP(m(x_i), k(x_i, x'_i)).$$ \hfill{(3.12)}

There are many choices for the kernal function defined in (3.11b). One of the most commonly used one is called squared exponential (SE) kernal, which is formulated as

$$k(x_i, x'_i) = \sigma^2 \exp\left(-\frac{||x_i - x'_i||^2}{2l^2}\right),$$ \hfill{(3.13)}

where $\sigma^2$ is the function variance, which determines the variation of function values from their means. $l$ is the length scale, which describes the smoothness of a function. Small value means that function values can change quickly, large values characterize functions that change slowly. In order to distinguish between the free parameters in parametric modeling, here we call these hyperparameters.

In order to show how to update the prior distribution conditioned on observations coming in, illustrations of this process are shown in Figure 3.1. In these three subfigures, the posterior mean and 95% confidence interval of the function have been plotted. As we increase the number of observations, the information we get is also richer, which leads to less uncertainty in the model (e.g., for single observation, the model ambiguity is very large. As more observations become available, the ambiguity reduces and the model becomes more distinct).

Usually, we are primarily interested in incorporating the knowledge that the training data set provides about the function. Then we make predictions. It is natural to have the joint distribution of the training observations $y$, and the prediction $y^*$ at new test input value $x^*$. From previous statements about Gaussian process, we know that the joint distribution of a collection of Gaussian distributed variables are still following the Gaussian distribution. Hence, we have

$$\begin{bmatrix} y \\ y^* \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} m(X) \\ m(x^*) \end{bmatrix}, \begin{bmatrix} K(X, X) + \sigma_e^2 & k(X, x^*) \\ k(x^*, X) & k(x^*, x^*) \end{bmatrix} \right),$$ \hfill{(3.14)}
Figure 3.1: Gaussian process regression with one, two and five observations: observed points are shown by blue dots, red line shows the posterior mean and the shaded areas show the 95% confidence interval.
where $K(X, X)$ denotes the covariance matrix for the training input data $X$:

$$K(X, X) = \begin{bmatrix} k(x_1, x_1) & \cdots & k(x_1, x_n) \\ \vdots & \ddots & \vdots \\ k(x_n, x_1) & \cdots & k(x_n, x_n) \end{bmatrix}. \quad (3.15)$$

$k(X, x^*)$ is a symmetric matrix of covariances evaluated at all pairs of training and test data given by $k(X, x^*) = [k(x_1, x^*), k(x_2, x^*), \ldots, k(x_n, x^*)]$. Similarly, $k(x^*, x^*)$ is the covariance of $x^*$. Then, the prediction distribution given all the training data and the test point $x^*$ can be obtained by marginalizing the joint Gaussian distribution on the training data, which gives

$$y^* | x^*, X, y \sim N\left(\tilde{\mu}^*, \tilde{k}^*\right), \quad (3.16)$$

where

$$\tilde{\mu}^* = m(x^*) + k(x^*, X)[K(X, X) + \sigma_e^2 I]^{-1}(y - m(X)), \quad (3.17a)$$

$$\tilde{k}^* = k(x^*, x^*) - k(x^*, X)[K(X, X) + \sigma_e^2 I]^{-1}k(X, x^*) + \sigma_e^2. \quad (3.17b)$$

Detailed derivations can be found in Rasmussen and Williams (2006, Appendix 2). If we take a closer look at the predictive distribution given by (3.17), then the mean of the prediction is a linear combination of observations $y$. It is also noted that the variance in (3.17) does not depend on the observations, which only depends on the input variables. This is a property of the Gaussian distribution.

It is also useful to introduce the term marginal likelihood, which is $p(y | X)$ at this point. This can be obtained directly by observing that $y \sim N(m(X), K(X, X) + \sigma_e^2 I)$. Then the logarithm of the marginal likelihood is given by

$$\log p(y | X) =$$

$$-\frac{1}{2} (y - m(X))^T (K(X, X) + \sigma_e^2 I)^{-1} (y - m(X))$$

$$-\frac{1}{2} \log |K(X, X) + \sigma_e^2 I| - \frac{n}{2} \log 2\pi. \quad (3.18)$$

We see from the kernel definition that there are hyperparameters in the kernel function which are needed to be determined, namely $\sigma$ and $l$, which determine the variance and the smoothness of the function, respectively. The effects of varying the two hyperparameters can be significant. This leads to a model selection problem where in this case is to determine the proper hyperparameters for a specific kernel function. Usually, the optimal hyperparameters can be obtained by maximizing the marginal likelihood function given in (3.18). It is noted that the determined hyperparameters for the Gaussian process is closely related to the training data set.

So far we have introduced some general aspects regarding Gaussian process. From what has been stated, we can see that the model is fully determined by the training data set rather than the structure of the model, which can be quite useful
in the cases when we can hardly tell the model structure from the training data. However, if we examine again the prediction equations in (3.17), there the main computational complexity relies on the inverting of the matrix $K(X, X) + \sigma_e^2 I$, which size is proportional to the size of the training data. The computational complexity for inverting $n$ by $n$ matrix is then $O(n^3)$. In most modeling cases, the more training data, the better the model fit results. However, in this case of GP, the computational complexity has also been increased. The studies of reducing the complexity while still keeping the efficiency of GP have been arise in recent years. One way to avoid inverting the big covariance matrix is to use a grid based on-line Gaussian process, which is derived in Huber (2014). We also present a very practical use case with grid based on-line GP in our Paper E and A.

So far, we have discussed about the modeling aspects. As stated previously, the model can be either assumed to be known or can be trained using parametric/non-parametric modeling approaches. After the model has been selected and well trained, the estimation can be performed as introduced in Chapter 2.
The Cramér-Rao Bound

This chapter introduces the Cramér-Rao bound (CRB), which is often used to assess the best achievable performance for a specific estimation problem. The calculation of CRB is beneficial in many aspects. First of all, before we design any estimation algorithm, the CRB can be computed to provide insights into the performance of the targeting estimation problem. Furthermore, we can compare different estimators by looking into the closeness to the CRB. Then, we aim at improving the estimator if it is far away from the CRB.

Generally speaking, given an estimator of $\theta$, $\hat{\theta} = [\hat{\theta}_1, \hat{\theta}_2, ..., \hat{\theta}_p]^T$ of dimension $p$ from an observed vector $y$, the CRB provides a lower bound on the covariance of any estimator under certain regularity conditions. The following relationship can be given for the mean squared error (MSE) matrix of any estimator

$$\mathcal{M}(\hat{\theta}(y)) \triangleq \mathbb{E}\left\{[\hat{\theta}(y) - \theta][\hat{\theta}(y) - \theta]^T\right\} \succeq P^{CRB}, \quad (4.1)$$

where the operator $\succeq$ means that the difference $\mathcal{M}(\hat{\theta}(y)) - P^{CRB}$ is positive semidefinite.

As mentioned previously, the estimator can either be obtained in a static way (i.e., there is no dynamic change in the estimator) or a dynamic way (i.e., with filtering and smoothing, where the dynamic model of the estimator is also considered). Correspondingly, we have CRBs for both static estimator and dynamic estimator, which will be introduced in the following sections, respectively.
4.1 Cramér-Rao Bound for Static Estimator

For the static case, as mentioned in Chapter 2 the estimator \( \hat{\theta} \) and observation \( y \) is related by the probability density function \( p(y; \theta) \). If \( p(y; \theta) \) satisfies the condition that
\[
E_{p(y; \theta)} \left[ \frac{\partial \ln p(y; \theta)}{\partial \theta} \right] = 0, \tag{4.2}
\]
the covariance of any unbiased estimator satisfies the following according to Kay (1993)
\[
\text{cov}(\theta) \geq \left( -E_{p(y; \theta)} [\Delta_{\theta}^T \ln p(y; \theta)] \right)^{-1}, \tag{4.3}
\]
where \( J(\theta) = E_{p(y; \theta)} [-\Delta_{\theta}^T \ln p(y; \theta)] \) is called the Fisher information matrix (FIM).

The static CRB will be used as a comparison for the static position estimator in Paper A.

4.2 Cramér-Rao Bound for Dynamic Estimator

With an estimation problem formulated in a dynamic way (i.e., given by the state-space model), additional information contained in the state dynamics should also be included when computing the CRB. Hence, for dynamic estimators, we will introduce both the posterior and parametric CRB for Bayesian filtering in what follows.

Usually for the state-space model given in Chapter 2, we can generate random models for the state trajectories. The posterior CRB provide a lower bound that is averaged over all possible state trajectories. For a specific trajectory, we have the parametric CRB, which can be used as a lower bound conditioned on this specific state trajectory.

For a general dynamic estimation problem formulated in a state-space form as given in (2.12), the aim is to estimate the hidden states from time 0 to \( k \). Hence, the Bayesian information matrix for posterior CRB is defined as
\[
J_{\text{pos}}^{0:k} = E_{p(y_{0:k}, x_{0:k})} \left[ -\Delta_{x_{0:k}}^T \ln p(y_{0:k}, x_{0:k}) \right]. \tag{4.4}
\]
If additive Gaussian noises have been assumed in the state-space model, where
\[
x_k = f(x_{k-1}) + n_k, \tag{4.5a}
\]
\[
y_k = g(x_k) + e_k, \tag{4.5b}
\]
and both \( n_k \) and \( e_k \) are zero mean Gaussian distributed with covariance \( Q \) and \( R \), respectively, the Bayesian information submatrix at time \( k \) (the inverse of the \( p \times p \) lower-right partition of \( (J_{\text{pos}}^{0:k})^{-1} \)) can be iteratively computed from the Bayesian information submatrix at \( k-1 \) Bergman (1999); Tichavsky et al. (1998), given by
\[
J_k^{\text{pos}} = D_k^{22} - D_k^{21} (D_k^{11} + J_{k-1}^{\text{pos}})^{-1} D_k^{12}, \tag{4.6}
\]
where

\[ D_{k}^{11} = \mathbb{E}_{y_{0:t},x_{0:k}} \left\{ -\Delta_{k-1}^{x_k} \log p(x_k|x_{k-1}) \right\} \]

\[ = \mathbb{E}_{y_{0:t},x_{0:k}} \left\{ \nabla_{x_{k-1}} f^T(x_{k-1}) Q^{-1} \left[ \nabla_{x_{k-1}} f^T(x_{k-1}) \right]^T \right\}, \quad (4.7a) \]

\[ D_{k}^{12} = [D_{k}^{21}]^T = \mathbb{E}_{y_{0:t},x_{0:k}} \left\{ -\Delta_{k-1}^{x_k} \log p(x_k|x_{k-1}) \right\} \]

\[ = -\mathbb{E}_{y_{0:t},x_{0:k}} \left\{ \nabla_{x_{k-1}} f^T(x_{k-1}) \right\} Q^{-1}, \quad (4.7b) \]

\[ D_{k}^{22} = \mathbb{E}_{y_{0:t},x_{0:k}} \left\{ -\Delta_{k-1}^{x_k} \log p(x_k|x_{k-1}) \right\} \]

\[ + \mathbb{E}_{y_{0:t},x_{0:k}} \left\{ -\Delta_{k-1}^{x_k} \log p(y_k|x_{k}) \right\} \]

\[ = Q^{-1} + \mathbb{E}_{y_{0:t},x_{0:k}} \left\{ \nabla_{x_k} g^T(x_k) R^{-1} \left[ \nabla_{x_k} g^T(x_k) \right]^T \right\}. \quad (4.7c) \]

However, in certain scenarios, to compute the bound it is required to form Monte Carlo averages by simulating state trajectories from the state-space model (in the non-linear case as shown in Paper B). In such cases, the generated state trajectories may not be practical. Or sometimes it is impossible to generate state trajectories with certain constraints. Thus, we can resort to the parametric CRB, which is conditioned on a deterministic state trajectory \( \{x^*_{0:k}\} \), defined as

\[ J_{0:k}^{par}(x^*_{0:k}) = \mathbb{E}_{p(y_{0:k}|x_{0:k})} \left[ -\Delta_{0:k}^{x_k*} \log p(y_{0:k}|x_{0:k}) \right]|_{x^*_{0:k}}. \quad (4.8) \]

Correspondingly, the parametric CRB for filtering is derived in Fritsche et al. (2016). If assume \( n_k \) and \( e_k \) are additive zero mean Gaussian distributed noises with covariance \( Q \) and \( R \), respectively, the Fisher information submatrix at time \( k \) (computed as the inverse of the \( p \times p \) lower-right partition of \( (J_{0:k}^{par})^{-1}(x^*_{0:k}) \)) can be updated iteratively from \( k - 1 \):

\[ J_{k}^{par}(x^*_{0:k}) = \left( F_{k-1}(x^*_{k-1}) \left[ J_{k-1}^{par}(x^*_{0:k-1}) \right]^{-1} F_{k-1}(x^*_{k-1}) \right)^{-1} + [G_k(x^*_{k})]^T R^{-1} G_k(x^*_{k}), \quad (4.9) \]

where

\[ F_{k-1}(x^*_{k-1}) = \nabla_{x_{k-1}} f^T(x_{k-1})|_{x^*_{0:k-1}}, \quad (4.10a) \]

\[ G_k(x^*_k) = \nabla_{x_k} g^T(x_k)|_{x^*_{0:k}}, \quad (4.10b) \]

It should be noted that for linear Gaussian state-space models, the derivation of CRBs is straightforward and simple. However, for cases investigated in this thesis, the system models maybe highly non-linear and the expectations are required to be approximated by Monte Carlo simulations. For instance, in Paper B where proximity is obtained by quantizing RSS measurements, the noise term in the measurement model is no longer additive and the function \( g \) is highly non-linear. Hence, the computation of CRB becomes more complicated. In Paper D, the functions \( f \) and \( g \) may become random. As a consequence, the derivatives, for instance in (4.7), will become more complicated.
Concluding Remarks

In this thesis, we are aiming to solve estimation problems in different applications. To be more specific, estimation problems are studied with emphasis on inferring unknown parameters from either a static or dynamic system, and applying both parametric and non-parametric approaches to system modeling.

For static estimation problems, the most commonly used methods, such as best linear unbiased estimator, maximum likelihood estimator, and least squares estimator have been briefly introduced. For dynamic estimation problems, where a state-space model is formulated, the Bayesian inference framework is introduced. Sequential Monte Carlo methods, concretely particle filtering, are emphasized as numerical approximations to the integrals in Bayesian inference where there is no analytical solutions. Approaches for modeling different static and dynamic systems are further introduced, among which Gaussian process is considered as one powerful tool for non-parametric modeling. In addition, Cramér-Rao bounds are briefly introduced as the theoretical lower limits for the estimator.

5.1 Summary of Contribution

The main contribution of this thesis is to apply different estimation methods and modeling tools in a novel positioning framework. Gaussian process is combined with sequential Monte Carlo methods as well as static fingerprinting algorithms to improve position accuracy. Cramér-Rao bounds are derived as benchmarks for the estimation performance of the proposed positioning framework. In addition, we apply Gaussian processes for flow modeling and force analysis in sports, which may lead to new fashions in sport data analytics.

Paper A presents a generic received-signal-strength threshold optimization frame-
work for generating informative proximity reports. In particular, we focus on Gaussian process regression based RSS models and positioning metric computation. The optimal RSS threshold is found through minimizing the best achievable localization performance. The resulting optimal RSS threshold enables enhanced performance of new fashioned low-cost and low-complex proximity report based positioning algorithms.

Based on Paper A, in Paper B, we further consider positioning of devices based on a time series of proximity reports, which are generated using the optimized thresholds. Due to the nonlinearity of proximity measurements, sequential Monte Carlo methods, namely particle filtering and smoothing, are applied for position estimation. The positioning accuracy is concluded to be close to the parametric CRBs and 3 to 4 meter accuracy is achievable for most cases in this indoor scenario.

Paper C proposes an improved model for RSS measurements by applying Gaussian process. Then, the RSS measurements are further converted to proximity for positioning. Then, particle filter is combined with GP to infer the position of the device. Experimental results show that the positioning accuracy can be improved by using GP.

Since Gaussian process has been proved to improve the position estimation performance in Paper C, we derived the theoretical lower limits for a general estimation problem formulated into a state-space form where Gaussian process is used for modeling in Paper D. Parametric and posterior CRBs are derived for state-space models formulated by Gaussian processes. Evaluations are carried out under the positioning framework using RSS measurements. It is concluded that the derived CRBs based on Gaussian process state-space model are tight and can be used as benchmarks for evaluating the estimation performance under such scenarios.

Paper E considers a static position estimation, where a fingerprinting algorithm based on Gaussian process model is proposed. Both standard Gaussian process and Gaussian process with variogram are applied to reconstruct the full RSS map when the fingerprints are incomplete. With the proposed algorithms, the constructed RSS maps provide satisfactory positioning accuracy.

In Paper F, we apply Gaussian processes to flow modeling and force analysis of athletes in skiing races, in particular, the Men’s cross-country 4 × 10 km relay in Falun Nordic World Ski Championships 2015. The results show that the flow models vary spatially for different skiers and clusters. By doing force analysis, we conclude that skiers apply different strategies over multiple laps, and skiers having better performance are good at maintaining propulsive force at inclining area, while the declining performance is mainly determined by the friction on ice and air resistance.
5.2 Some Insights into Future Work

Gaussian processes are proved to be a powerful tool in modeling and prediction in various applications, and we have so far derived theoretical bounds for estimation problems formulated by Gaussian process state-space models. However, the bounds that have been derived are under the assumption that all hyperparameters in Gaussian process and parameters in the parametric model are known. It would be natural to investigate into the cases where the parameters/hyperparameters in the model are unknown, and will be estimated together with the unknown states. The corresponding theoretical lower bounds are known as hybrid bounds.

In addition, we consider the simplified state-space model, where the Markov properties between states are maintained, while the correlation between measurements over time are ignored. However, this leads to a loss of information, which is contained in the off-diagonal elements of the GP posterior covariance matrix. Hence, it would be natural to extend the special case studied in this thesis to a more general state-space formulation based on Gaussian process, where the correlation between states and measurements over time are also considered.
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