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Abstract—In this letter we consider resource allocation for OFDMA-based secure cooperative communication by employing a trusted Decode and Forward (DF) relay among the untrusted users. We formulate two optimization problems, namely, (i) sum rate maximization subject to individual power constraints on source and relay, and (ii) sum power minimization subject to a fairness constraint in terms of per-user minimum support secure rate requirement. The optimization problems are solved utilizing the optimality of KKT conditions for pseudolinear functions.

Index Terms—DF cooperative communication, pseudolinear optimization, secure OFDMA, resource allocation

I. INTRODUCTION

Relaying along with OFDMA is being considered as a promising technology for providing high data rate connectivity anywhere, anytime [1]. Physical layer security aspects in relay-assisted communication have recently gathered considerable attention in the research community [2]. Based on the relaying strategy, e.g., amplify-and-forward (AF) or decode-and-forward (DF), resource allocation problems are formulated differently and are thus investigated separately. Broadly, there exist two kinds of wire tapping scenarios: single eavesdropper with trusted users [1], [2], [7] and untrusted users [2]. The study in [2] considered subcarrier and power allocation problems in an AF relay-assisted OFDM system with single eavesdropper. Assuming availability of direct path, [2] considered sum rate maximization problem under total system power constraint in DF relay-assisted secure cooperative communication (DFSCC) for a single source-destination pair with a single eavesdropper. Multiuser resource allocation problem in OFDMA-based DFSCC with single eavesdropper was solved in [2]. Recently, resource allocation problems for improving secure capacity and system fairness in OFDMA system with untrusted users and single friendly jammer have been considered in [2]. To the best of our knowledge, OFDMA-based DFSCC with multiple untrusted users has not yet been considered in the literature.

We consider two resource allocation problems. First, sum secure rate maximization is studied subject to individual power constraints on source and relay, due to their geographically apart locations. Second, sum power minimization is solved subject to the fairness constraint in terms of per-user minimum support secure rate. The key contributions are as follows. (i) We derive secure rate positivity constraints for each subcarrier, which includes the optimal subcarrier allocation policy. (ii) We prove that the two problems described above belong to the class of generalized convex problems which can be solved optimally. (iii) We show that the optimal secure rate for a user is achieved when rates of source-relay and relay-user links over a subcarrier are equal. (iv) We also present analytical and graphical interpretation of the derived optimal solutions.

II. SYSTEM MODEL

We consider the downlink of an OFDMA-based cooperative communication system with a trusted DF relay controlled by a base station (hereafter referred as source $S$). The users have mutual distrust and request secure communication from $S$. The subcarriers on $S$-to-$R$ and $R$-to-$m$th user ($U_m$) links are assumed to follow quasi-static Rayleigh fading. Availability of perfect CSI for each link is assumed. All nodes are equipped with single antenna, and $R$ operates in half-duplex mode [2], [7]. There is no direct connectivity between $S$ and $U_m$ [7]. DFSCC with trusted $R$ and $M$ untrusted users is a multiple eavesdropper scenario, where for each user there exist $M-1$ eavesdroppers, and the strongest of them is considered as the equivalent eavesdropper. Over a subcarrier $n$, the secure rate $R_n^m$ of $U_m$ is defined as the non-negative difference of the rate $R_n^e$ of the equivalent eavesdropper. The subcarrier $n$, the secure rate $R_n^m$ of $U_m$ is defined as the non-negative difference of the rate $R_n^e$ of the equivalent eavesdropper $U_e$ [7]. Mathematically, the secure rate is expressed as:

$$R_n^m = \left\{ R_n^m - \max_{o \in \{1,2,\ldots,M\} \setminus m} R_o^e \right\}^+ = \{ R_n^m - R_n^e \}^+ \quad (1)$$

where $x^+ = \max\{0,x\}$. In half-duplex DF cooperative communication, $R_n^m = \frac{1}{2} \min\{ R_n^e, R_n^m \}$, where $R_n^e$ and $R_n^m$ respectively denote the rates of $S$-to-$R$ and $R$-to-$U_m$ links over subcarrier $n$. Using this, (2) can be simplified as [7]:

$$R_n^m = (1/2) \left( \min\{ R_n^e, R_n^m \} - R_n^e \right)^+ \quad (2)$$

Next, we discuss the sum secure rate maximization problem.

III. SUM SECURE RATE MAXIMIZATION IN DFSCC

Denoting $P_n^s$ and $P_n^r$ respectively as powers of $S$ and $R$ over subcarrier $n$, the optimization problem can be stated as:

$$\mathcal{P}_0 : \text{maximize} \quad \sum_{n=1}^{N} \sum_{m=1}^{M} R_n^m P_n^m$$

subject to:

- Individual power constraints on source and relay:
  $$P_n^s \leq P_n^s_{\text{max}}$$
  $$P_n^r \leq P_n^r_{\text{max}}$$

- Fairness constraint in terms of per-user minimum support secure rate:
  $$\frac{R_n^m}{P_n^m} \geq \frac{R_n^e}{P_n^e}$$

- Constraints on source and relay, due to their geographically apart locations.
s.t. $C_1 : \sum_{m=1}^{M} \pi_m^m \leq 1 \forall n, \quad C_2 : \pi_m^m \in \{0,1\} \forall m,n,$

$C_3 : \sum_{n=1}^{N} P_n^s \leq P_S,$

$C_4 : \sum_{n=1}^{N} P_n^r \leq P_R,$

$C_5 : P_n^s \geq 0, P_n^r \geq 0 \forall n$  \hspace{1cm} (3)

where $\pi_m^m$ is a subcarrier allocation variable, indicating whether subcarrier $n$ is allocated to $U_m$ or not. Constraints $C1$ and $C2$ ensure that a subcarrier is allocated to only one user. Power budgets $P_S$ and $P_R$ at $S$ and $R$ are respectively incorporated in $C3$ and $C4$. $C5$ includes positivity constraints. For each subcarrier, there are two real variables $P_n^s, P_n^r,$ and one binary variable $\pi_m^m$. Because of log and max functions in objective, $P_0$ is a mixed integer non-linear programming problem, which is NP hard. To solve $P_0$, first we determine subcarrier allocation and then we complete power allocation.

A. Subcarrier Allocation

The feasibility of achieving positive secure rate by $U_m$ over a subcarrier $n$ is described by the following proposition.

**Proposition 1.** In DFSCC with untrusted users, positive secure rate over a subcarrier $n$ can be obtained if and only if (i) the subcarrier is allocated to the best gain user, and (ii) $R$-to-$U_m$ link of the eavesdropper $E_n$ is the bottle neck link compared to the $S$-to-$R$ link over that subcarrier.

**Proof:** $R^m_{sn}$ in (??) can be restated as:

$$ R^m_{sn} = \begin{cases} 
    R^s_{nm} - R^r_{nm} & \text{if } R_n^r < R_n^s < R^m_{sn} \\
    R^r_{nm} - R_{nm} \quad & \text{if } R_n^s < R_n^r < R^m_{sn} \\
    0 & \text{otherwise,} 
\end{cases} \hspace{1cm} (4) $$

From (??) we note that, conditions for positive secure rate are: (a) $R^r_n < R^m_{sn}$ and (b) $R^s_n < R^r_n$. Let $\gamma^s_{nm}, \gamma^r_{nm},$ and $\gamma^e_{nm}$ respectively denote the channel gains of $S$-to-$R$, $R$-to-$U_m$, and $R$-to-$U_e$ links over subcarrier $n$. The rates $R^s_n, R^r_n,$ and $R^e_n$ are given by $\log_2 \left( 1 + \frac{P^s_n \gamma^s_{nm}}{\sigma^2} \right), \log_2 \left( 1 + \frac{P^r_n \gamma^r_{nm}}{\sigma^2} \right),$ and $\log_2 \left( 1 + \frac{P^e_n \gamma^e_{nm}}{\sigma^2} \right),$ respectively. Here $\sigma^2$ is the additive white Gaussian noise (AWGN) variance. Condition (a) $R^r_n < R^m_{sn}$, simplified as $\gamma^r_{nm} < \gamma^e_{nm}$, indicates the optimal subcarrier allocation policy which can be stated as:

$$ \pi_m^m = \begin{cases} 
    1 \quad \text{if } \gamma^r_{nm} > \gamma^e_{nm} = \max_{\{1,2,\ldots,M\}} \gamma^e_{nm} \\
    0 & \text{otherwise,} 
\end{cases} \hspace{1cm} (5) $$

Condition (b) $R^e_n < R^s_n$ is simplified as $P^r_n \gamma^e_{nm} < P^s_n \gamma^e_{nm}$, should be incorporated as a power optimization constraint. □

Following the observations $R^m_{sn} < R^m_{sn}$ and $R^r_{nm} < R^m_{sn}$ in Proposition ??, $R^m_{sn}$ can be rewritten without max operator as:

$$ R^m_{sn} = \frac{1}{2} \left[ \log_2 \left( 1 + \frac{\min \left( \frac{P^s_n \gamma^s_{nm}}{\sigma^2}, \frac{P^r_n \gamma^r_{nm}}{\sigma^2} \right)}{1 + P^e_n \gamma^e_{nm}/\sigma^2} \right) \right]. \hspace{1cm} (6) $$

B. Power Allocation

Ensuring $R^m_{sn} < R^m_{sn}$ through optimal subcarrier allocation (??) and enforcing $R^e_n < R^m_{sn}$ as a constraint, equivalent power allocation problem for $P_0$ using (??) can be formulated as:

$$ P_1 : \text{maximize} \quad \sum_{n=1}^{N} \frac{\hat{R}_n(t_n, P_n^r) \delta_n}{1 + \frac{P^r_n \gamma^e_{nm}}{\sigma^2}} \left\{ \log_2 \left( \frac{1 + t_n}{1 + P^r_n \gamma^e_{nm}/\sigma^2} \right) \right\} $$

s.t. $C_1 : t_n \leq \frac{P^s_n \gamma^s_{nm}}{\sigma^2} \forall n, \quad C_2 : t_n \leq \frac{P^r_n \gamma^r_{nm}}{\sigma^2} \forall n,$

$C_3, C_4, C_5,$ as in (??), $C_6 : P_n^r \gamma^e_{nm} < P^s_n \gamma^s_{nm} \forall n$.  \hspace{1cm} (7)

Constraints $C_1 - C_2$ come from the definition of $\min \{ \cdot \}$, $C_6$ comes from secure rate positivity requirements given by Proposition ??, Due to non-concave objective function $R_n^e, P_1$ is non-convex. However, via the following lemma, we show that $P_1$ belongs to the class of generalized convex problems.

**Lemma 1.** The objective function of $P_1$ is pseudolinear on the feasible region defined by the constraints, and the solution obtained from the KKT conditions is the global optimal.

**Proof:** The objective function $\hat{R}_n(t_n, P_n^r)$ of $P_1$ is a pseudolinear function (??) of $t_n$ and $P_n^r$, with $\frac{\partial \hat{R}_n}{\partial t_n} = \frac{-\gamma^e_{nm}}{(\sigma^2 + P^r_n \gamma^e_{nm})} \leq \gamma^e_{nm},$ because $\frac{\partial \hat{R}_n}{\partial P_n^r}, \frac{\partial \hat{R}_n}{\partial t_n} \neq 0$ in the entire feasible region defined by the linear constraints $C_1 - C_6$. Moreover, the bordered Hessian is given as $B_H = \begin{bmatrix} 0 & 0 & a_1 & a_2 & 0 \\ 0 & 0 & b_1 & b_2 & 0 \\ a_1 & b_1 & 0 & 0 & 0 \\ a_2 & b_2 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} = 0.$ Following this and [?, Theorem 4.3.8], along with the knowledge that constraints are linear and differentiable, it can be inferred that the KKT point is the global optimal solution. □

The optimal power allocation $(P^*_n, P^r_n)$ obtained after solving KKT conditions is characterized by following Theorem.

**Theorem 1.** In DFSCC, maximum secure rate over a subcarrier is achieved when the following relationship holds

$$ P^s_n \gamma^s_{nm} = P^r_n \gamma^e_{nm}. $$

**Proof:** Lagrangian $L_1$ of the problem $P_1$ can be stated as:

$$ L_1 = \frac{1}{2} \sum_{n=1}^{N} \left\{ \log_2 \left( \frac{1 + t_n}{1 + \frac{P^r_n \gamma^e_{nm}}{\sigma^2}} \right) \right\} - \sum_{n=1}^{N} x_n \left( t_n - \frac{P^s_n \gamma^s_{nm}}{\sigma^2} \right) - \sum_{n=1}^{N} y_n \left( t_n - \frac{P^r_n \gamma^e_{nm}}{\sigma^2} \right) - \sum_{n=1}^{N} z_n \left( t_n - \frac{P^s_n \gamma^s_{nm}}{\sigma^2} \right) - \lambda \left( \sum_{n=1}^{N} P_n^s - P_S \right) - \mu \left( \sum_{n=1}^{N} P_n^r - P_R \right). \hspace{1cm} (9) $$

Here, $x_n, y_n, z_n, \lambda, \mu$ are Lagrange multipliers. Using (??) and (??), the KKT conditions for $P_1$ are given by

$$ \frac{\partial L_1}{\partial P_n^s} = x_n \gamma^s_{nm} + \gamma^e_{nm} \frac{\gamma^r_{nm}}{\sigma^2} - \lambda = 0 \hspace{1cm} (10a) $$

$$ \frac{\partial L_1}{\partial P_n^r} = \frac{-x_n \gamma^r_{nm}}{2(\sigma^2 + P^r_n \gamma^e_{nm})} + y_n \frac{\gamma^r_{nm}}{\sigma^2} - z_n \frac{\gamma^e_{nm}}{\sigma^2} - \mu = 0 \hspace{1cm} (10b) $$

$$ \frac{\partial L_1}{\partial \gamma^e_{nm}} = \frac{1}{2 (1 + t_n)} - x_n - y_n = 0 \hspace{1cm} (10c) $$
Next we consider the following three cases.

\begin{align}
t_n &= \begin{cases} 
P_n^{\gamma_{sr}}/\sigma^2 & \text{if } P_n^{\gamma_{sr}} < P_n^{\gamma_{rm}} \\
P_n^{\gamma_{rm}}/\sigma^2 & \text{if } P_n^{\gamma_{sr}} > P_n^{\gamma_{rm}} \\
P_n^{\gamma_{sr}}/\sigma^2 = P_n^{\gamma_{rm}}/\sigma^2 & \text{otherwise.} \end{cases} \\
\lambda \left( \sum_{n=1}^{N} P_n^\sigma - P_S \right) &= 0; \quad \mu \left( \sum_{n=1}^{N} P_n^\sigma - P_R \right) = 0. \quad (10f)
\end{align}

From (??) and (??), it appears intuitive that \( P_n^r \) should be allocated according to the relative gain (\( \gamma_{rm} - \gamma_{re} \)). However on closely observing (??), we note that \( P_n^r \) depends not only on relative gain, but also on absolute gains \( \gamma_{sr}, \gamma_{rm}, \) and \( \gamma_{re}. \)

Utilizing the secure rate definition (??), the result (??) obtained from Theorem ?? can be explained graphically using Fig. ?? When S-to-R link is the bottleneck as compared to R-to-Um link i.e., \( P_n^{\gamma_{sr}} < P_n^{\gamma_{rm}} \) (case 1 in (??), and case (a) in Fig. ??), the secure rate is given as \( R_n^{sn} = \log_2 \left( \frac{\gamma_{sr}}{\gamma_{sr} + P_n^s/\sigma^2} \right). \) This case is infeasible because \( R_n^{sn} \) can be improved by either increasing \( P_n^s \) or reducing \( P_n^r. \) If there is enough \( P_S \) budget, then \( P_n^s \) could be increased till (??) gets satisfied, beyond which the R-to-Um link becomes the bottleneck (considered separately as case (b) in Fig. ??). However, if \( P_S \) is limited, then \( P_n^s \) should be reduced till (??) gets satisfied. With further lowered \( P_n^r, \) R-to-Um link becomes the bottleneck. Thus, at KKT point \( P_n^{\gamma_{sr}} \) cannot be less than \( P_n^{\gamma_{rm}}, \) and hence case 1 is infeasible.

When R-to-Um link is bottleneck as compared to S-to-R link i.e., \( P_n^{\gamma_{rm}} < P_n^{\gamma_{sr}} \) (case 2 in (??), and case (b) in Fig. ??), \( R_n^{sn} = \log_2 \left( \frac{\sigma^2 + P_n^s/\gamma_{sr} \gamma_{rm}}{\sigma^2 + \gamma_{sr} \gamma_{rm}} \right), \) which is an increasing function of \( P_n^s. \) In order to improve \( R_n^{sn}, \) \( P_n^s \) can be increased till (??) gets satisfied, beyond which the S-to-R link becomes bottleneck. If \( P_R \) is limited then just enough \( P_n^r \) should be utilized so as to satisfy (??). Higher \( P_n^r, \) though feasible, does not improve secure rate, as \( R_n^{sn} \) is independent of \( P_n^s. \) Thus, case 2 can have multiple solutions but with the same optimal value.

**Remark 1.** Using (??) in (??), at KKT point \( P_n^{\gamma_{rm}} \) is concave increasing in \( P_n^r, \) and is bounded by \((1/2) \log_2 \left( \frac{\gamma_{rm} - \gamma_{re}}{\gamma_{sr} - \gamma_{re}} \right)). \)
s.t. C1: \[ \sum_{k \in N_{m}} P_{s}^{m} \geq R_{s,rr}, \forall U_{m} \in U^{a}, \quad C2: P_{k}^{c}, P_{k}^{r} \geq 0. \] (17)

Since all subcarriers are independent, per-user rate constraints can be handled in parallel. Thus, the optimization problem can be decomposed at user level and solved in parallel. The individual user level problem for each \( U_{m} \in U^{a} \) is stated as:

\[ \text{Q1:} \quad \text{minimize} \quad P_{k}^{c}, P_{k}^{r} \quad \text{s.t.} \quad \sum_{k \in N_{m}} \frac{1}{2} \log_{2} \left( 1 + \frac{t_{k} P_{s}^{m}}{1 + \frac{P_{k}^{c} \gamma_{k}^{s}}{\sigma^{2}}} \right) \geq R_{s,rr}, \]

\[ C2: t_{k} \leq \frac{P_{s}^{a} \gamma_{k}^{s} \gamma_{k}^{r}}{\sigma^{2}} \forall k, \quad C3: t_{k} \leq \frac{P_{k}^{c} \gamma_{k}^{s} \gamma_{k}^{r}}{\sigma^{2}} \forall k, \]

\[ C4: P_{k}^{r} \gamma_{k}^{r} \leq P_{k}^{s} \gamma_{k}^{s} \gamma_{k}^{r} \forall k, \quad C5: P_{k}^{c} \geq 0, P_{k}^{r} \geq 0 \forall k. \] (18)

The objective function of Q1 is linear, C1 is pseudolinear (Lemma ?), and C2 - C5 are linear. So, the KKT point gives the optimal solution [?]. The Lagrangian \( L_{2} \) of Q1 with \( x_{k}, y_{k}, z_{k} \), and \( \lambda \) as the Lagrange multipliers is given by:

\[ L_{2} = \sum_{k \in N_{m}} (P_{s}^{k} + P_{r}^{k}) + \sum_{k \in N_{m}} x_{k} \left( t_{k} - \frac{P_{s}^{k} \gamma_{k}^{r}}{\sigma^{2}} \right) \]

\[ + \sum_{k \in N_{m}} y_{k} \left( t_{k} - \frac{P_{c}^{k} \gamma_{k}^{r}}{\sigma^{2}} \right) + \sum_{k \in N_{m}} z_{k} \left( \frac{P_{r}^{k} \gamma_{k}^{r}}{\sigma^{2}} - \frac{P_{s}^{k} \gamma_{k}^{r}}{\sigma^{2}} \right) - \lambda \left[ \sum_{k \in N_{m}} \left\{ \frac{1}{2} \log_{2} \left( 1 + \frac{t_{k} P_{s}^{k}}{1 + \frac{P_{k}^{c} \gamma_{k}^{s}}{\sigma^{2}}} \right) \right\} - R_{s,rr} \right]. \] (19)

The stationarity KKT conditions for Q1 are given by:

\[ \frac{\partial L_{2}}{\partial P_{k}^{c}} = 1 - x_{k} \frac{\gamma_{k}^{r}}{\sigma^{2}} - y_{k} \frac{r_{k} \gamma_{k}^{r}}{\sigma^{2}} = 0 \] (20a)

\[ \frac{\partial L_{2}}{\partial P_{k}^{r}} = 1 + \frac{\lambda {\gamma_{k}^{c}}}{2(\sigma^{2} + P_{s}^{k} \gamma_{k}^{r})} - y_{k} \frac{r_{k} \gamma_{k}^{r}}{\sigma^{2}} + z_{k} \frac{r_{k} \gamma_{k}^{r}}{\sigma^{2}} = 0 \] (20b)

\[ \frac{\partial L_{2}}{\partial t_{k}} = x_{k} + y_{k} - \frac{\lambda}{2(1 + t_{k})} = 0. \] (20c)

Additionally, there are four complimentary slackness conditions, three are similar to (??)-(??), and fourth is given as:

\[ \lambda \left[ \sum_{k \in N_{m}} \left\{ \frac{1}{2} \log_{2} \left( 1 + \frac{t_{k} P_{s}^{k}}{1 + \frac{P_{k}^{c} \gamma_{k}^{s}}{\sigma^{2}}} \right) \right\} - R_{s,rr} \right] = 0. \] (21)

Here also there exist three cases similar to (??). Considering the cases one by one, in case 1, \( x_{k} > 0 \) but \( y_{k} = 0 \). This case is infeasible because, if \( y_{k} = 0 \), then (??) cannot be satisfied. Considering case 2, \( x_{k} = 0, y_{k} > 0, \) and \( z_{k} = 0 \) (by the same argument as explained in the proof of Theorem ??); thus (??) cannot be satisfied, and hence this case is also infeasible. The only feasible case is case 3, in which, using \( z_{k} = 0 \) and on simplifying (??)-(??), we obtain a quadratic equation in \( P_{k}^{r} \) similar to (??) where \( \Delta_{k} \) is replaced with \( \Delta_{k} = \frac{\sin^{2} \gamma_{k}^{s} (\sin^{2} \gamma_{k}^{r} - \sin^{2} \gamma_{k}^{r})}{2(\gamma_{k}^{s} + \gamma_{k}^{r})} \). The optimal \( P_{k}^{r} \) is given by (??) for a fixed value of \( \lambda \), and the optimal \( \lambda \) is found using subgradient method [?].

V. Numerical Results

Here we present numerical results of OFDMA-based DF-SCC with \( M = 8 \) users and \( N = 64 \) subcarriers. \( S \) and \( R \) are assumed to be respectively located at \((0, 0)\) and \((1, 0)\). The users are uniformly distributed inside a unit square, centered at \((2, 0)\). With \( \sigma^{2} = 1 \), we consider quasi-static Rayleigh fading. Large scale fading is modeled using path loss exponent \( \eta = 3 \).

Fig. ??(a) presents the variation of optimal sum secure rate \( R^{r}_{S} \) (or \( R^{r}_{R} \)) with source power budget \( P_{S} \), for different relay power budgets \( P_{R} \). At low \( P_{R} \), \( R^{r}_{S} \) is limited by \( P_{R} \) itself and increasing \( P_{S} \) does not improve \( R^{r}_{S} \) significantly. Interestingly, at high enough \( P_{R} \), \( R^{r}_{S} \) increases with diminishing returns before saturating at high \( P_{S} \). This indicates the existence of an upper bound on \( R^{r}_{S} \). The monotonicity of \( R^{r}_{S} \) corroborates pseudolinearity with respect to \( P_{n}^{r} \) and \( P_{n}^{r} \). Fig. ??(b) shows that sum power required per-user increases exponentially with \( R_{S} \). Sum power required for a fixed \( R_{S} \) increases with number of users, due to effectively lesser number of subcarriers per-user. The performance improvement achieved by the proposed solutions over a benchmark scheme, namely, uniform power allocation, is also demonstrated in Figs. ??(a) and ??(b).

VI. Concluding Remarks

To summarize, we have investigated resource allocation in OFDMA-based DF-SCC with multiple untrusted users. Global optimal solutions for secure rate maximization and sum power minimization problems have been obtained by exploiting the concepts of generalized convexity and pseudolinearity. Numerical results have offered insight into the optimal power required for realizing an energy-efficient DF-SCC system.
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