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A fight against brain tumor
Nitrides are used as coatings and thin films for a wide range of applications. The study and use of nitrides in the recent decades have shifted towards ternary, quaternary or even higher order (complex) nitrides. There is an interest to use ternary and quaternary nitrides for machining and thermoelectric materials, because it gives the possibility to choose composition and thereby design the materials properties. This thesis presents research results on TiAlN and and TiAlN-based coatings that are used as hard coatings for machining and on ternary scandium nitrides that are of interest for thin films for thermoelectric applications.

The high-pressure high-temperature behavior of cubic TiAlN deposited on cubic boron nitride has been experimentally studied. It has been shown that the spinodal decomposition, which means decomposition into cubic domains enriched in TiN and AlN, is delayed as a result of high pressure compared to ambient pressure. No chemical interaction between coating and substrate occurs. TiZrAlN has been theoretically and experimentally studied at high temperature. The results show that the when Zr-content is decreased and the Al-content is increased the decomposition route changes from nucleation and growth to spinodal decomposition. The microstructure evolution with temperature depends on the initial composition. In the case where the decomposition starts with only spinodal decomposition the microstructure at 1100 °C consists of domains that are larger than in the case where the decomposition occurs by nucleation and growth.

ScM_{N_2} (M=V, Nb, Ta) phases have been experimentally demonstrated for M=Nb and Ta in a few studies, but have not been much investigated. In this thesis, their crystal structure, stability, elastic properties, electronic structure and thermoelectric properties have been studied. At 0 K and 0 GPa it has been shown that these three phases are thermodynamically and elastically stable. Additionally, these are narrow-bandgap semiconductors and their thermoelectric properties can be tuned by doping. Pressure has a stabilizing effect on these structures. When pressure increases from 0-150 GPa the elastic constants and moduli increases in the range 53-317 %.
Populärvetenskaplig sammanfattning

Det postindustriella samhället som nu upplevs kännetecknas bland annat av utveckling av alltmer högteknologiska produkter. En förutsättning för framtagandet av exemplarvis datorer, smartmobiler, bränsleceller, solceller och kommunikationssatelliter är utveckling och design av material med lämpliga egenskaper. Idag utgör design och framställandet av nya material till mångt och mycket en del av nanoteknologin genom att materialdesignen i många fall görs på nano- eller rentav atomnivå. Beläggningar och skikt får alltmer betydelse inom materialutvecklingen, vilket innebär att ett strukturmaterial med för en tillämpning viktiga egenskaper beläggs med ett tunnt lager av ett annat material. Genom att göra det går det att modifiera och anpassa materialegenskaperna hos den färdiga produkten. Då dessa skikt är tunnare än en mikrometer benämns de tunna filer och det är vidare faktiskt möjligt att syntetisera tunna filer som enbart består av ett atomlager.


Fortsättningsvis används nitriders som tunna filer för att omvandla skillnader i temperatur mellan olika delar av ett material till elektrisk ström, vilket är att utnyttja en effekt som benämns den termoelektriska effekten. För att dessa beläggningar ska utnyttjas effektivt är det viktigt att så lite värme som möjligt genereras samtidigt som den elektriska effekten maximalas. Inom materialdesign har det blivit alltmer vanligare att datorsimulera ett material innan det framställs, för att kunna förutsäga dess egenskaper. Dessa simuleringar utgår ofta från kvantmekanik. En kvantmekanisk teori som används till detta syfte benämns tä-
thetsfunktionalteori. I den här avhandlingen presenteras forskningsresultat baserade på täthetsfunktionalteori, vilka berör stabilitet samt elastiska, mekaniska och elektroniska egenskaper hos en klass av nitrider. Dessa nitrider har en speciell och inte hittills särskilt utforskad atomstruktur. I den här avhandlingen består materialet alltid av kväve och skandium samt ett tredje grundämne, vilket utgörs av tantal, niob eller vanadin.

This thesis is the result of my work as a Ph.D. student at the Department of Physics, Chemistry and Biology (IFM) of Linköping University in Sweden. During my studies it was unfortunately discovered that I since childhood or even birth suffered from a brain tumor (Gangliocytoma). Because of this sick leave the studies are divided into two periods. From January 2011 to November 2014, I worked in the Nanostructured Materials Division and from October 2017 to April 2019 I worked in the Thin Film Physics Division. On 5th June 2015 I woke up after brain surgery and my tumor had been successfully removed. This made me more motivated to focus on finalizing this thesis after the break in the studies.

Furthermore, this thesis is based on and extended from my Licentiate thesis TiAlN-based Coatings at High Pressures and Temperatures (Licentiate thesis No. 1690, Linköping Studies in Science and Technology), that was presented 17th December 2014. My experimental research has been conducted in collaboration with Sandvik, SECO Tools, Element Six, Uddeholms, SKF and Dalarna University in Sweden and has also been performed at Petra III, DESY in Hamburg in Germany. The theoretical calculations were carried out using supercomputer resources provided by the Swedish National Infrastructure for Computing (SNIC) performed at the National Supercomputer Centre (NSC).

The work has been funded by the Swedish Knowledge Foundation (KK-stiftelsen) and by the Swedish Foundation for strategic Research (SSF) both through the program Designed Multicomponent Coatings (Multifilms) and through Per Eklund’s Future Research Leaders 5 Grant and finally by the Department of Physics, Chemistry and Biology (IFM) at Linköping University.
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CHAPTER 1

Introduction

1.1 Background

Ever since man started to use and design tools, the choice of materials has been a factor to consider. In this sense it can be viewed that materials science or rather materials technology is one of the oldest disciplines, but of course there has been a development in the understanding and design of materials since man once early in history started to make tools out of wood and stone [1]. In our time, a distinction between thin films and bulk materials has been made. Materials science of coatings and thin films has become a well-established line of research. In fact, people encounter coatings and thin films daily in life sometimes without knowing their importance.

The use of thin films has the purpose of tuning or adding properties to an item often consisting of another material that has useful or beneficial properties for a specific application [2]. Thin films and coatings are furthermore used in a variety of applications and the properties that are modified could for instance be decorative, optical, resistive, mechanical or thermal [3]. The science of thin films and coatings is interdisciplinary [4] and involves solid state physics, physical metallurgy, quantum mechanics and thermodynamics. Both theoretical and experimental considerations are needed to understand their electronic structure together with their microstructural evolution and how this in turn relates to the properties of the thin film.

1.2 Thin Films and Coatings

Thin films have a thickness in the range nanometers to micrometers, while the term "coatings" is conventionally used for layers of several micrometers or more.

5
Thin films are deposited on bulk materials (substrates), which implies that the properties of bulk materials can be combined with the properties of a specific thin film. In order to produce a thin film or a coating chemical vapor deposition (CVD) or physical vapor deposition (PVD) are widely used [5].

The CVD technique takes advantage of chemical reactions between molecules, referred to as precursors that contain the atoms that finally are to compose the structure of the thin film. The gaseous precursors are carried into a reactor with a carrier gas where the chemical reactions take place [6]. One way of controlling the process is by increasing the temperature to facilitate chemical reactions [5]. One advantage of CVD is that complex geometries can be deposited [7].

PVD, on the other hand, is based on physical processes with many different kinds of PVD techniques available. All coatings in this thesis are deposited by the PVD technique cathodic arc deposition [8, 9]. Also, the related technique magnetron sputtering is important.

For magnetron sputtering, an ionized sputtering gas is used in order to bombard the solid target material in a way controlled by the magnetrons. [10, 11]. That results in a controlled removal of target-atoms (ions and electrons). When these sputtered species reach the substrate a film may form. In the case of nitrides the film growth most often takes place in the presence of N$_2$.

### 1.3 Epistemological Approach and Method

Even though materials science is interdisciplinary, it comprises its own paradigm, a concept originally described by the philosopher Thomas Kuhn in his work *The Structure of Scientific Revolutions* [12]. The current paradigm is illustrated in Figure 1.1. There are four bases in this way of representing the paradigm: structure and composition, properties, synthesis and modeling. The bases are all interconnected with each other.

During the scientific processes of this thesis, deductive reasoning [13] was used to reach logical conclusions. In physics Popper’s concept of falsifiability is a fundamental notion, when new theories are developed [14, 15]. This means that there is a capacity for some proposition, statement, theory or hypothesis to be proven wrong. In this thesis, theoretical predictions on material properties deduced from fundamental theories and even new hypothetical materials are proposed, but even though these predictions are deduced from theories that are falsifiable, the material properties also needs to be verified by measurements. It can also be noted that the experimental methods are based on applications of theories that are falsifiable. For instance, if a distance between atoms in a crystal are theoretically predicted and if an experimental method confirms this prediction, this distance is regarded as scientifically correct.

### 1.4 Research Goals

The aim of this thesis is to increase the fundamental understanding of ternary and quaternary nitrides for coatings and thin films from a materials scientific point of
This includes material properties and structure during different temperature and pressure conditions. From thermodynamics it is important to study the phase stability and possible decomposition of all nitrides, but also by alloying choosing appropriate candidates to applications. The coatings are in interest to applications especially for machining and thermoelectric applications and thereby there is an aspect of development of coatings or thin films included as well.
2.1 Phases and Phase Transformations

This work is basically about crystalline solids, i.e., the studied materials have an ordered repeated structure even though it can consist of many millions of atoms. The repeated structure is referred to as a lattice. Because lattices are ordered, a unit cell that builds up the lattice can be distinguished [16]. The positions of the atoms in the unit cell is in the 3-dimensional case linear combinations of three basis vectors. For this thesis the most important unit cells are faced centered cubic (fcc) and hexagonal close packed (hcp). The term phase is defined as a homogenous portion of a system that has uniform physical and chemical properties. For instance in the case of water ice (solid), liquid and vapor are three different phases. For a solid material, the term “phase” refers to a homogeneous portion of a system with the same composition and crystal structure. [17].

However, the phase of a material is not static. Phase transformations can occur due to changes in for instance temperature and pressure. Additionally, the phase of a material often depends on its composition. In doing experiments, one or more factors are often set constant and one or others are varied [18]. For this work, temperature usually is the controlling factor and for Paper I also time is considered. A phase transformation is governed by the thermodynamics and kinetics of the situation. A phase transformation can occur through different processes, that are described in the following two sections.

Stability of a phase is an important concept. In phase diagrams, the phase of each condition always refers to a stable phase. Material systems in nature tend to be stable and if an unstable phase would appear, nature would aim to transform it to the corresponding stable phase. Thermodynamically, this is described with the help of the free energy of the material system and the striving for stability is
then expressed as minimization of the free energy.

The Gibbs free energy, $G$, is used for a material system and with the enthalpy, $H$, the temperature, $T$, and the entropy, $S$, of the system it is expressed [19]:

$$G = H - TS$$  \hspace{1cm} (2.1)

The minimization of energy gives then the condition for equilibrium as:

$$dG = 0$$  \hspace{1cm} (2.2)

The equilibrium condition is also fulfilled for local minima and in this case the phase is referred as a metastable phase.

### 2.2 Nucleation and Growth

Another phase can be formed by the formation and growth of nuclei, because the increase of size of a nucleus decreases the free energy. However, the formation itself of the nucleus increases the free energy. Only when the nucleus has reached the critical radius, further growth leads to decrease in free energy [20]. Thus, there is an activation energy barrier that has to be overcome first. When the nucleation starts at a grain boundary or an impurity, it is considered as heterogeneous nucleation [21]. The growth needs addition of atoms from the surroundings and thus diffusion must take place which occurs downhill of a concentration gradient [22].

### 2.3 Spinodal Decomposition

It is sometimes possible to obtain alloys i.e. solid solutions consisting of two or more constituents that are immiscible [23]. In a phase diagram the region where these are immiscible is referred to a miscibility gap. A material system is then characterized by not being resistant to infinitesimal changes that for instance could be a fluctuation of composition [24]. This means that there is no barrier to nucleation except barriers for diffusion. In contrast to nucleation and growth uphill diffusion takes place, i.e. diffusion of an element A occurs towards regions with higher A-concentration [25]. Subsequently, if there is a region enriched of one element this region will become even more enriched of the same element due to the spinodal decomposition [26].

The condition of spinodal decomposition can be described thermodynamically with the Gibbs free energy of mixing. For illustration purposes, an alloy between two constituents is used here. In order to compare the solid solution between these and the two separate phases, the Gibbs free energy of mixing, $\Delta G_{mix}$, is taken into consideration. $\Delta G_{mix}$ is the difference between Gibbs free energy of the multicomponent alloy and the free energy of the state, where the constituents coexist. These phases are not necessarily stable, but could be metastable. Often this is expressed as a function of a composition variable i.e. the mole or atomic fraction of one of the constituents [26]. In this case this is denoted $x_A$. The $\Delta G_{mix}$ is in general a measure of the stability of a system or the tendency for
decomposition and in this context it is a measure of the driving force for spinodal decomposition.

Figure 2.1 shows the Gibbs free energy of mixing as a function of composition. At point B, there is a maximum and a fluctuation of composition will always lead to a decrease in the total free energy and thus this point is unstable. However, the system is not only unstable at B, but also at all points between A and C, and this is the spinodal region. The reason is that the second derivative with respect to composition is smaller than zero, \( \frac{\partial^2 \Delta G_{\text{mix}}}{\partial x_A^2} < 0 \), that has the implication that any small fluctuation will lead to a decrease in the overall energy. The opposite condition, \( \frac{\partial^2 \Delta G_{\text{mix}}}{\partial x_A^2} > 0 \), will lead to separation by the nucleation and growth mechanism. [27]

At an early stage, the precipitates are coherent, with no lattice mismatch between them, even though there would have been a lattice mismatch if these were compared in their pure states. The maintenance of the coherency implies lattice strains that in fact affects the movement of dislocations. This in turn affects the hardness of the material [28]. If relaxation occurs after the spinodal decomposition, it implies increased lattice mismatch that also affects the hardness and thus there is an evolution of the hardness when transforming from initial solid solution to the precipitatives.
2.4 Hardness and Age Hardening

The most important mechanical property of thin films deposited on materials for machining is hardness. Machining processes using cutting inserts coated with TiAlN can reach temperatures in excess of 1000 °C [29, 30]. Thus, not only hardness in the as-deposited state is of interest, but also changes of hardness with temperature and time. Hardness in this context means the ability to resist plastic deformation. One factor causing drop of hardness is movement of dislocations and one of the effects of such movements could be slipping, which in turn is a deformation. Consequently, design of hard composite materials aims to hinder this kind of motion. One way of achieving that is to introduce coherency strains in the thin film materials. That implies an increase in energy needed for a dislocation moving between two material domains [31].

\[
c - TiZrAlN \rightarrow \frac{1}{4} c - TiZrN + \frac{1}{2} c - TiZrN + h - AlN
\]  

Age hardening is a phenomenon that implies a higher hardness as precipitates of a solid solution cause obstacles for dislocation motion [32, 33]. If the formation is associated with an increase of temperature, this could be beneficial for machining. In studies preceding Paper II and III age hardening was observed for cubic \( Ti_{0.44}Zr_{0.17}Al_{0.40}N \) that was correlated with the decomposition in Equation 2.3. Figure 2.2 shows the evolution of hardness with temperature of this specific composition and it also illustrates age hardening. The increase of hardness after annealing at 1000 °C is related to spinodal decomposition in step 1 of the
2.5 Elastic Properties

In this thesis, the standard Voigt notation is used to describe elastic properties. Linear elasticity of a crystal is described as a relationship between the stress tensor component, $\sigma_i$, the elastic constant tensor components, $C_{ij}$, and the strain tensor components, $\epsilon_j$, which is a generalization of Hooke’s law. [34] It is expressed:

$$\sigma_i = \sum_j C_{ij} \epsilon_j$$

(2.4)

The $C_{ij}$ tensor have depending on its crystal structure zero values of some of its components. In this thesis, the study on elastic properties have focused on hexagonal crystal systems. Then, the $C_{ij}$ tensor takes the form [35]:

$$C_{ij} = \begin{pmatrix}
C_{11} & C_{12} & C_{13} & 0 & 0 & 0 \\
C_{12} & C_{11} & C_{13} & 0 & 0 & 0 \\
C_{13} & C_{13} & C_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{44} & 0 \\
0 & 0 & 0 & 0 & 0 & C_{66}
\end{pmatrix}$$

(2.5)

In addition, $C_{66}$ is related to $C_{11}$ and $C_{12}$ through [35]:

$$C_{66} = \frac{(C_{11} - C_{12})}{2}$$

(2.6)

Thus, for a hexagonal lattice it is enough to determine only five elastic constants to obtain a full description of its elastic behaviour. In order to determine the $C_{ij}$:s these can be done both experimentally by measurement and by performing calculations on the crystal. Concerning calculating them, there are two different main approaches, of which the first one is to introduce distortions in the lattice and to see how these change the energy of the system, that in turn depends on the lattice constants. The other approach is to introduce distortions and then to determine the stresses. By doing that stress-strain curves that are described with Equation 2.4 can be obtained, from which the elastic constants can be extracted. [36].

2.6 Thermoelectrics

Materials that are referred as thermoelectric materials have the ability to generate an electric current, when there is a temperature gradient across the material. The difference in temperature causes a net diffusion of of charge carriers from the hot
part of the material to the cold part. [37, 38] To describe this phenomenon the Seebeck coefficient, $S$ is used. It is defined:

$$S = \frac{\Delta V}{\Delta T} \quad (2.7)$$

$\Delta V$ is the difference in voltage between two points in the material and $\Delta T$ is the difference in temperature between the same points. In order to evaluate the efficiency of a thermoelectric material the dimensionless figure of merit, $ZT$, is used. At a temperature, $T$, $Z$ is defined:

$$Z = S^2 \frac{\sigma}{\kappa} \quad (2.8)$$

$\sigma$ is the electrical conductivity and $\kappa$ is the thermal conductivity, which has one contribution from electrons and another one from phonons. A good thermoelectric material has $ZT \approx 1$. For efficient materials, the electrical conductivity is high while the thermal conductivity is low. The figure of merit can be changed by doping, but because $S$, $\sigma$ and $\kappa$ are correlated it is not always easy to improve the figure of merit. The effect of doping is an increase in the number of charge carriers in a material. [38, 39]

### 2.7 Thin Film Growth

Thin film growth includes many different processes, mechanisms and phenomena. Some of the most important for polycrystalline film growth are nucleation, crystal growth and coalescence [40]. Film growth is a complex process and the mentioned phenomena do not only occur sequentially, but are part of many of the film growth stages. The outcome is finally a continuous film. [41]

Primary nucleation means that adatoms, i.e., atoms that have stuck to the substrate surface, form clusters (nuclei) [20]. For a nucleus to form, it needs to reach a critical nucleus size. If this size is not reached, the cluster is not stable and does not survive [42]. Nucleation occurs not only in the first stage of film growth and therefore there also are concepts as repeated and secondary nucleation [43].

Crystal growth or island growth is when individual dispersed crystals grow from many nuclei, but when this occurs the final orientation is not always determined. This can later be changed, when it grows as part of a polycrystalline structure and there is for the collective behavior of the polycrystalline film a dependence of for instance grain size and surface conditions [41, 44].

Coalescence is when larger islands grow at the expense of smaller ones, which happens when two islands come in contact with each other. The interdiffusion of the islands lead to a reorganization and the new island will become one single crystal. There are different mechanisms for coalescence, but the driving force is always to reduce overall surface energy or interface energy. [43, 45]
3.1 Reactive Cathodic Arc Deposition

![Schematic of a deposition chamber](image)

**Figure 3.1.** Schematic of a deposition chamber
Cathodic arc deposition is based on the formation of an arc discharge between a cathode and an anode. The cathode consists of the elements of the thin film or the coating that is to be synthesized. For the deposition systems used for synthesis of the coatings of this thesis, a mechanical trigger acting as an anode is in contact with the cathode a short time. When these are separated, a discharge is formed [46, 47]. The effect of the arc is that electrons, atoms and ions are ejected from a locally heated spot. Due to the electric field in the arc the emitted electrons are accelerated. When they collide with the ejected atoms, ionization occurs. The net result is plasma with a high degree of ionization [47, 48]. Generally, the substrates are negatively biased in order to attract positive ions to the surface of the substrates. When ions reach the substrate, condensation occurs and this leads to nucleation and growth of a film [47, 49]. It is also possible to lead a reactive gas into the deposition chamber, causing reaction with the ions [50]. In the context of this thesis, this gas was N$_2$, which was the source of nitrogen to the studied nitride films.

For this work, two different commercial deposition systems were used, but the principles behind the processes are the same. For Paper I, a system that is illustrated in Figure 3.1 was used. Here, a TiAl cathode was used. The specially designed c-BN substrates were mounted in rows with clamps on a rotating drum at the same height as the center of the used cathode with the consequence of giving the coatings the same compositions. During deposition the drum was rotating with
3.2 High-pressure High-temperature Experiments

3 rpm. For Paper II, a system with two cathodes mounted on the same height was used, where one cathode consisted of pure Zr and the other was a TiAl cathode. In this case, WC-Co substrates were mounted in columns on a fixture with each column having different distances from both cathodes as illustrated in Figure 3.2. The idea was to get a composition gradient with different composition in every row. In this case the drum was stationary (no rotation) to ensure homogenous coatings.

3.2 High-pressure High-temperature Experiments

The high-pressure high-temperature (HPHT) experiments were performed with a Hall belt apparatus at Element Six in Robertsfors, Sweden. The belt press was first invented to produce synthetic diamond [51] and was also the first system making that commercially possible. Pressure is created mechanically and temperature is controlled by resistive heating. The system has the capability to create and maintain pressures up to 10 GPa and temperatures up to 2000 °C during the time of several hours [52, 53]. Figure 3.3 shows, in a simplified way how one part of the system is constructed and with the arms this part is moved into another part of the press, where loads are created hydraulically, [53]. The pressure in the tube is created mechanically by applying forces on the dies. From the anvils the forces are transmitted to the tube that contains the samples and the material of the tube acts as the resistance of the heating.

![Figure 3.3. A simple illustration of the main part of the Hall belt apparatus](image)

However, the HPHT conditions of the experiments had to be adapted to the attainable conditions. In the experiments, the pressure was set constant to 5.35 ± 0.15 GPa, while the holding temperature was either 1050 °C or 1300 °C and with a holding time of either 6 minutes or 66 minutes. The tube was mounted in the belt press at room temperature and atmospheric pressure. The heating power was during a first step of 2 minutes ramped to half of the full power and during a second step of 10 minutes ramped to full power followed by a holding step of either 6 or 66
minutes. The cooling was during a first step of 6 minutes to half of the full power followed by a second step of 11 minutes to zero power. Each material piece was contained in a specially designed capsule illustrated in Figure 3.4. Four capsules were put in the pressure medium that finally was contained in a tube that was specially designed for this experiment. The capsule is first designed to create and maintain pressure and second to give a support in order not to destroy the sample. The separation discs were put in the capsule to make the recovery of the samples after the experiments easier. The inner surface of the capsule that during the experiments was in contact with the coated side of the polycrystalline cubic boron nitride (PCBN) piece was deposited by spraying with a coating consisted of $\text{Al}_2\text{O}_3$ and $\text{TiO}_2$. This was to avoid chemical reactions between the thin film and the Nb-cup that otherwise would have been in contact with the sample. Temperature determination was based on previous measurements on a similar tube with the same design and the same pressure medium and the pressures were determined with the used load and by the dimensions of the parts of the capsule. In order to recover the samples after each experiment the capsule and pressure medium were crushed with a hammer, the ceramic mechanical support by turning and the Nb-cup first by a blasting step followed by the use of pliers and scalpel. For some samples the $\text{Al}_2\text{O}_3$ and $\text{TiO}_2$ coating had sintered on the film surface and this cladding was not possible to remove.

Figure 3.4. Schematic of the construction of the capsule. The white space between parts is only there to make a distinction between the parts.
4.1 X-ray Diffraction

X-ray diffraction (XRD) is an analytical technique based on constructive interference between x-rays. The phenomenon of constructive interference was first observed and explained for visible light. However, other kinds of waves can be used and also electrons or neutrons, because they possess wave properties. In the case of a crystal or a lattice, atoms are formed repeatedly and regularly. Atoms are then aligned equidistantly in different planes and furthermore such planes in different directions can be distinguished. [54, 55] In order to get diffraction, the wavelength of the incident beam has to be in the same order as the distance between parallel planes, which are in the order of a few Å. A wavelength of that order belongs precisely to the x-ray spectrum of electromagnetic radiation. If two different beams scatter from two parallel planes and the both scattered beams are still coherent, superposition of the beams will lead to constructive interference or diffraction. This condition can be expressed with Bragg’s law [56]:

\[ 2d \sin(\theta) = n\lambda \]  

Here, \(d\) is the distance or spacing between two neighbouring parallel planes, \(\theta\) the incident angle of the beam and \(\lambda\) is the wavelength of the used wave. In Figure 4.1 XRD is schematically illustrated. One advantage of XRD is that it is a nondestructive technique [57].

In ex situ measurements for this thesis, a wavelength of \(\lambda=1.540598\) Å was used. Furthermore, the Bragg-Brentano technique [55] or \(\theta-2\theta\) geometry was used for XRD measurements. The idea is to vary the incident angle and for each angle measure the intensity. As can be seen in Figure 4.1 the incident angle and the
diffracted angle are the same. In the diffractogram the intensity is plotted as a function of the $2\theta$ angle. With this setup only grains that have an orientation so that some of their (hkl) planes are parallel to the surface of the sample can be identified in the corresponding diffractogram [58].

4.2 In Situ Wide-angle X-ray Scattering

Wide angle x-ray scattering (WAXS) is a technique where scattering between x-ray waves are used [59–61]. The analysis for this work is based on scattering that fulfills Bragg’s law in Equation 4.1 and where the x-rays were generated with a synchrotron x-ray source [62]. Electrons are accelerated to a speed close to the speed of light. During the acceleration x-ray radiation will be generated [63]. The x-rays have high energy ($\sim 80$ keV) or in other words small wavelength and the flux of x-ray photons is high. The advantages are high brilliance, high brightness, that the x-rays are tightly collimated, that samples can be penetrated and that rapid diffraction scans can be performed.

Furthermore, the properties of synchrotron generated x-rays imply that in situ measurements can be performed during high temperature annealing. The setup of this work is schematically illustrated in Figure 4.2. The incoming x-rays stem from one of the beamlines of the used particle accelerator [64] and penetrate the sample that is mounted into a furnace with a graphite heater tube. The tubes on the sides, where x-rays and diffracted x-rays enter and exit the furnace, have glass windows at their outer ends. During annealing the furnace is at vacuum conditions. The distance between sample and detector is relatively small resulting in wide angles, which distinguishes WAXS from small angle x-ray scattering (SAXS) [61]. The
Figure 4.2. The setup for in situ WAXS illustrating the radiation from the beamline, the furnace and the photoelectric detector

diffracted x-ray photons are finally detected by a photoelectric detector.

There is a major difference between the diffractograms obtained with the Bragg-Brentano geometry in Figure 4.1 and the diffraction patterns obtained from the setup in Figure 4.2, which is that the diffraction patterns are 2-dimensional (2D), which means that these consist of rings rather than peaks as in the case of the first setup. It is possible to extract line scans as a function of planar distance, $d$, from the 2D data. Because the data are 2D it is possible to obtain line scans in the growth direction and the in-plane direction.

### 4.3 Transmission Electron Microscopy

Before the discovery of the electron Rayleigh’s criterion of the resolution of a light-optical microscope (LOM) was formulated according to [65]:

$$ r = 0.61 \frac{\lambda}{n \sin(\theta)} $$

(4.2)

Here, $r$ is the resolution limit, $\lambda$ the wavelength of light, $n$ the refractive index of the medium between the object and the lens. Visible light has approximately a wavelength between 400 and 700 nm. Thus, there is a lower limit of what can be resolved with light. Electrons have de Broglie wavelengths and it is possible to obtain wavelengths smaller than the wavelengths of optical light. Subsequently,
with the use of beams of electrons instead of photons it is possible to build microscopes with higher resolution than a LOM and it has been shown that Rayleigh’s criterion is valid in this context too. In the studies of this thesis an acceleration voltage of 200 keV was used corresponding to a relativistic de Broglie wavelength of 0.025 Å [66].

TEM samples have a thickness less than 100 nm [67] and the electrons interact with the sample in different ways. These can be transmitted, absorbed, scattered or backscattered, but for TEM the advantage is mainly taken of transmission and scattering. Contrast is caused by differences in diffraction, phase, thickness and mass. By blocking diffracted beams with an aperture in the back focal plane a bright field (BF) image is obtained and this increases the diffraction contrast, because diffracted areas then appear darker [68]. A BF micrograph is shown in Figure 4.3.

![BF micrograph of PCBN deposited with TiAlN. The brightest areas in the bottom are from c-BN grains that do not cause much diffraction due to the lower masses of B and N.](image)

**Figure 4.3.** A BF micrograph of PCBN deposited with TiAlN. The brightest areas in the bottom are from c-BN grains that do not cause much diffraction due to the lower masses of B and N.
Bragg’s law in Equation 4.1 is always satisfied for diffracted beams in a TEM and in the back focal plane, the diffraction pattern is formed. For this thesis electron diffraction (ED) and in particular selected area electron diffraction (SAED) were used to determine crystal structure.

Figure 4.4. An SAED pattern of c-TiAlN. In this figure the diffracted planes represented with the rings are indexed.

For SAED, only beams from a specific area for instance from a single grain is selected by blocking beams from all other areas with an aperture and therefore only beams from this selected area are collected in the back focal plane. The diffraction pattern consists either of dots or rings. In Figure 4.4 there is an SAED pattern from an area of c-TiAlN coating.

Furthermore, also scanning TEM (STEM) was used for which a nanoprobe is used for scanning all over the specimen [69, 70] and when a high angle annular dark field (HAADF) detector [70] is used, mass contrast is significant. When the HAADF detector combined with a high energy dispersive x-ray spectroscopy (EDX) detector are used, an elemental map can be obtained from the detected data. This is because the x-rays emitted when electrons interact with matter are characteristic for each element.

Another used analytical technique related to TEM is electron energy-loss spectroscopy (EELS). For EELS, inelastic scattering between incident electrons and
atoms are used, which leads to excitation of the atoms with the effect of loss of energy of the incident electrons. The energy-loss is dependent on from which sub-shell of the element the excitation occurs and the energy-loss is shown in an EELS spectrum [71].

4.4 TEM Sample Preparation

A sample used in TEM needs to be electron transparent, that is thinner than 100 nm. For this study two different methods to prepare samples were used and the choice of method depended on the used substrate. For Paper II, conventional sample preparation was used due to the tungsten carbide substrate (WC-Co) while for the harder PCBN substrate in Paper I that was not possible and instead focused ion beam (FIB) was used. The drawback of a FIB sample is that it is in general thicker than a conventionally prepared one.

The FIB instrument uses an ion beam of Ga ions with energies of 5-50 keV in order to do milling of a material piece on microscopic level. This gives the user the possibility to cut in the material and thereby by controlling the beam a cross-section for TEM can be shaped. FIB uses a very fine focusing and the accuracy on nanoscale level is very high, but for this high vacuum is needed [72].

Furthermore, the instrument used here is a combination of a FIB and a SEM. FIB is used to bombard the ions of the thin film and the substrate while SEM is used for imaging. When the ions hit the surface, the material will be sputtered. The user can choose where to bombard the surface with ions and thereby the user works with a controlled machining or milling process.

For the sample preparation a variant of the liftout technique was used [73]. Briefly, this means that an area of interest is first deposited with platinum. The area around is milled or dug to an appropriate depth. After that, a needle is attached to the sample and the sample is lifted out and moved to a copper grid, where sample gets welded followed by thinning with the use of an ion beam until the sample becomes electron transparent. The grid can afterwards easily be mounted in the sample holder of the TEM.

Conventional TEM preparation consists of the steps mechanical polishing and ion milling. First, the sample needs to be cut and fixed in the grid. This was achieved by cutting smaller pieces of the sample so that two pieces with their film sides facing each other together could fit to the grid followed by baking with graphite and araldite. Thereafter, diamond abrasive cloths with different grain sizes were used with 1 µm grain size in the final step while the thickness of the sample was around 50 µm.

The ion milling is achieved by bombardment of Ar-ions with energies in steps typically from 5 keV to less than 1 keV. The single sample that is contained in a vacuum chamber is hit with an angle of 5°. The milling ought to be stopped when electron transparency is reached, i.e., a thin region less than 100 nm thick.
4.5 Nanoindentation

In order to measure hardness nanoindentation was used and the main idea is to continuously load the sample with a tip and at the same time register the changes of indentation depth [74]. When the load for causing plastic deformation, $F_{max}$, is known and the contact area is given, the hardness, $H^1$, is given by [75]:

$$H = \frac{F_{max}}{A}$$ (4.3)

The indents are too small to have their sizes accurately estimated by an optical microscope. Instead, the contact area is calculated with the knowledge of the shape of the tip together with the recorded contact depth [75]. For this thesis a diamond Berkovich tip with a pyramidal shape was used. The contact area of the particular used tip as a function of indentation depth was obtained with indentations in fused silica for which the material properties was already known. Figure 4.5 shows a typical load-displacement curve, that is obtained during the nanoindentation, when the tip is loaded and unloaded. From the curve the contact depth can be extracted.

![Figure 4.5. A typical load-displacement curve obtained during nanoindentation.](image)

The sample was baked into a cylinder of bakelite and the sample was tilted so that polishing would give a tapered cross-section and before measurement the surface was cleaned with acetone and mounted in the instrument. The points for nanoindentation were selected carefully with the help of an optical microscope.

---

$^1$Not to be intermixed with enthalpy in Section 2.1
Macro-particles from the deposition process could be avoided for selection. In order to minimize the effect of the substrate, the indentation depth was less than 10% of the film thickness. For statistical purposes, 40 points were selected for each sample.
CHAPTER 5

Theoretical Modeling

5.1 Density Functional Theory

5.1.1 Theoretical Background

A material system can be seen as a very large number of atomic nuclei that interact with each other and with electrons. In materials science the total energy of a material system is of interest, which in the non-relativistic case is obtained if the Schrödinger equation is solved [76]. The Schrödinger equation, that was first published 1926 [77] by the Austrian Physicist Erwin Schrödinger, initiated a paradigm shift in physics. For this equation a wave-function of the material system is needed and a specific Hamiltonian needs to be expressed. Erwin Schrödinger is buried in Alpbach of Tyrolia and on his headstone the Schrödinger equation is expressed as can be seen in Figure 5.1. As the number of nuclei and electrons are large the problem of exactly solving the Schrödinger equation of a material system becomes too complex. Instead of solving the Schrödinger equation exactly with a many-body wave function [78] of the system density functional theory (DFT) can be used [79]. The starting point in DFT is still the Hamiltonian and if no external potential is present this is written as:

$$\hat{H} = -\frac{\hbar^2}{2m_e} \sum_i \nabla_i^2 - \frac{\hbar^2}{2M_I} \sum_I \nabla_I^2 + \frac{1}{2} \sum_{i \neq j} \frac{e^2}{|\vec{r}_i - \vec{r}_j|} + \frac{1}{2} \sum_{I \neq J} \frac{e^2 Z_I Z_J}{|\vec{R}_I - \vec{R}_J|} - \sum_{i,I} \frac{e^2 Z_I}{|\vec{r}_i - \vec{R}_I|}$$

(5.1)

$M$ is the mass of each ion, $m_e$ is the mass of an electron, $\hbar$ is the reduced Planck constant, $\vec{r}$ and $\vec{R}$ are the positions of the electrons and ions, $e$ is the elementary charge and $Z$ is the atomic number of each ion. In the expression the first term is the total kinetic energy operator of all the electrons and the second term is the...
the total kinetic energy operator of all the positively charged nuclei. The third term is the potential energy due the electrical interaction between the electrons and the fourth term is the potential energy due the electrical interaction between the nuclei. Finally, there is a fifth term that is the potential energy due to the electron interaction with each nuclei.

DFT is based on the Born-Oppenheimer approximation [80, 81] that uses the fact that an electron has a relatively small mass compared to the nuclei. This implies that the wave-function can be considered as a product of one electronic part and one nuclei part, respectively. The nuclei part is fixed when solving the electronic part and furthermore the nuclei part can be solved classically. The following discussion is about how to solve the electronic subproblem. When the electronic part is considered the electronic interaction with all the nuclei is treated as if an external potential, $V_{ext}$, is acting on them. The Hamiltonian that is needed
for the electronic subproblem is expressed as [79]
\[
\hat{H} = -\frac{\hbar^2}{2m_e} \sum_i \nabla_i^2 + \frac{1}{2} \sum_{i \neq j} \frac{e^2}{|\vec{r}_i - \vec{r}_j|} + \sum_i V_{\text{ext}}(\vec{r}_i)
\] (5.2)

Instead of constructing a wave function representing all the electrons DFT uses the total electron density to calculate the energy. What is here referred as the electron density is for a single electron the probability distribution in space. One advantage of using the electron density instead of using a many-body wave function is that the electron density is a function of three spatial coordinates while the many-body wave function is a function of the number of electrons times three.

5.1.2 The Hohenberg-Kohn Theorems

DFT relies on two theorems by Hohenberg and Kohn [79]. The first theorem states that for a system of interacting electrons in an external potential, the potential is uniquely determined by the ground state electron density, \( n_0(\vec{r}) \), up to an additive constant. The second theorem states that the energy of the system for any given external potential can be expressed as a functional of the electron density, \( n(\vec{r}) \) [82]. A functional is in general a scalar function of a vector-valued function, but in this context the energy functional is a function of a scalar function of three spatial variables. The energy functional, \( E \), according to this theorem is expressed
\[
E[n(\vec{r})] = T[n(\vec{r})] + E_{\text{int}}[n(\vec{r})] + \int d^3 r V_{\text{ext}}(\vec{r}) n(\vec{r})
\] (5.3)

\( T \) denotes the total kinetic energy of the electrons, \( E_{\text{int}} \) is the energy due to interaction between the electrons and the last term is the energy contribution due the interaction between the electrons and the external potential. If the ground state density is known, the first theorem implies that the external potential can be determined and if this is known all the properties of the system can be calculated. The ground state density, \( n_0(\vec{r}) \), is the density that minimizes the energy functional. Subsequently, if \( E[n(\vec{r})] \) would be known, then all electronic structure problems can be solved. Additionally, it should be noted that the external potential is determined by the ground state density, but at the same time it follows from Equation 5.2 that the ground state density depends on the external potential.

5.1.3 The Kohn-Sham Equations

In order to obtain the ground state density and the ground state energy Kohn and Sham proposed that the system with interacting electrons should be replaced with a system of non-interacting electrons. The key assumption is that both systems should have their energies minimized by the same ground state density [81, 83]. The advantage of this assumption is that a single density and energy can be calculated independently for each electron. So, the method is to find the
electron density that minimizes the energy of the non-interacting system and when that is done, the energy of the real system is calculated. The energy functional of the real system in Equation 5.3 is rewritten and is denoted $E_{KS}$ according to

$$E_{KS}[n(\vec{r})] = T[n(\vec{r})] + E_{\text{Hartree}}[n(\vec{r})] + E_{xc}[n(\vec{r})] + \int d^3r V_{\text{ext}}(\vec{r}) n(\vec{r})$$  \hspace{1cm} (5.4)

The interaction between the electrons have been divided into two parts, where $E_{\text{Hartree}}$ is the energy as a result of classical Coulomb interaction while $E_{xc}$ is the exchange-correlation energy. For the non-interacting system a potential acting on a single electron is needed and this is denoted effective potential, $V_{\text{eff}}$. With this potential the energy functional, $E_s$, of the non-interacting system is expressed

$$E_s[n(\vec{r})] = T_s[n(\vec{r})] + \int d^3r V_{\text{eff}}(\vec{r}) n(\vec{r})$$  \hspace{1cm} (5.5)

It can be shown that the Equation 5.4 and 5.5 are minimized if the choice of the effective potential is

$$V_{\text{eff}}(\vec{r}) = V_{\text{ext}} + \int n(\vec{r}') |\vec{r} - \vec{r}'| d\vec{r}' + \frac{\delta E_{xc}[n(\vec{r})]}{\delta n(\vec{r})}$$  \hspace{1cm} (5.6)

With this choice of effective potential one Schrödinger-like equation of each electron can be solved and because the wave function of each electron is time-independent it can be formulated as an eigenvalue problem, where each wave function is an electron orbital $\psi_i$ with a corresponding eigenenergy, $\epsilon_i$. The equations are referred as the Kohn-Sham equations and for each electron or orbital the equation is expressed [83]:

$$\left(-\frac{\hbar^2}{2m_e} \sum \nabla^2 + v_{\text{eff}}(\vec{r})\right) \psi_i(\vec{r}) = \epsilon_i \psi_i(\vec{r})$$  \hspace{1cm} (5.7)

The electron density of the system is the sum over all occupied states and can thus be written [79]:

$$n(\vec{r}) = \sum_{i}^{N} |\psi_i(\vec{r})|^2$$  \hspace{1cm} (5.8)

The approach of Kohn and Sham is first to make a guess of the electron density and with that construct the effective potential. Then Equation 5.7 for each electron is solved followed by a calculation of the total electron density. If this calculation gives the same density as the guessed, then it can be concluded that this is the density that minimizes the energy functional of both systems. If the latter density does not match the guessed, the procedure is repeated with this new density as guessed until they match. When they match, the energy in Equation 5.4 can be calculated for the real system.

Finally, to calculate the total energy the energy of the nuclei-nuclei interaction, $E_{II}$, as mentioned usually calculated, is added. An expression of the total energy is given by

$$E_{\text{tot}}[n(\vec{r})] = T[n(\vec{r})] + E_{\text{Hartree}}[n(\vec{r})] + E_{xc}[n(\vec{r})] + \int d^3r V_{\text{ext}}(\vec{r}) n(\vec{r}) + E_{II}$$  \hspace{1cm} (5.9)
5.1 Density Functional Theory

5.1.4 Exchange-correlation Effects

The effective potential in Equation 5.6 depends on the exchange-correlation energy, but the functional, $E_{xc}$ cannot be calculated exactly and thus it needs to be approximated. There are many methods of doing this and here two common methods are mentioned.

The local density approximation (LDA) [83] calculates the exchange-correlation energy of a homogeneous electron gas with the same electron density as the system that is approximated and it assumes that this energy is the same as for the system. With this purpose the exchange-correlation energy of a single electron, $\epsilon_{xc}$, in the homogeneous gas depending on the density is calculated and the exchange-correlation energy is then expressed

$$E_{xc}[n(\vec{r})] = \int d^3r \epsilon_{xc}[n(\vec{r})] n(\vec{r}) \quad (5.10)$$

Another method to approximate the exchange-correlation energy is the generalized gradient approximation (GGA) [84] and in this method $\epsilon_{xc}$ is not only a functional of the electron density, but also of the absolute value of the gradient of the electron density of each point.

There are different variations of GGA and for this thesis the method developed by Perdew, Burke and Ernzerhof is used (PBE) [84]. The method is non-empirical. It has been proven to be fast and give accurate lattice parameters for MAX phases and it is therefore an appropriate choice for this work.

5.1.5 Plane Waves

Each Kohn-Sham equation, i.e., Equation 5.7 is solved numerically and in order to do that each orbital is represented as an expansion of linearly independent plane waves. In order to construct that representation the Bloch theorem [85] is applied, which is valid when a crystal structure is periodic and thus has a periodic potential:

$$\psi_{i,\vec{k}}(\vec{r}) = e^{i\vec{k} \cdot \vec{r}} u_{i,\vec{k}}(\vec{r}) \quad (5.11)$$

The function $u_{i,\vec{k}}(\vec{r})$ is also periodic, which implies that it can be Fourier expanded, where the periodicity is the same as the the periodicity of the potential and the underlying structure. The $k$-vectors are the reciprocal lattice vectors, where each vector is denoted $\vec{G}$ and the Fourier expansion is then:

$$u_{i,\vec{k}}(\vec{r}) = \sum_{\vec{G}} c_{i,\vec{k},\vec{G}} e^{i\vec{G} \cdot \vec{r}} \quad (5.12)$$

If the expression in Equation 5.11 and the expansion in Equation 5.12 are plugged in to Equation 5.8, an expression for the electron density is obtained:

$$n(\vec{r}) = \sum_i \int_{BZ} |\psi_{i,\vec{k}}(\vec{r})|^2 d^3k$$  

(5.13)
The sum is over all occupied bands and the integral is taken over the first Brillouin zone of the reciprocal lattice, but in reality the integral is usually replaced by a sum over a finite number of k-points [86].

5.1.6 Pseudopotentials and Projector Augmented Waves

The valence electrons of the atoms of a lattice are affected by potentials originating from the nuclei as well as from the core electrons. Because changes in the chemical environment do not affect the core states to a greater extent, the potential that the valence electrons experience from the core electrons can be regarded as fixed, which in turn implies that the potential of the nuclei and the core electrons can be combined to an effective potential that in this context is referred as a pseudopotential. The pseudopotential is weaker in the core regions than the real acting potential, but outside a cutoff radius the two different potentials are identical. The corresponding wave functions of the valence electrons are referred as pseudo wave functions, which are smooth in the core regions instead of rapidly oscillating [87].

For the calculations of this work the projector augmented wave method (PAW) [88, 89] has been used. It is a way of avoiding the problem of rapidly oscillating wave functions in the core regions by using smooth auxiliary wave functions. The auxiliary wave functions are not norm conserving, but through a transformation they still contain all information of the all-electron wave functions.

5.2 Mean Field Approximation

In order to calculate the entropy, $S^1$, in Equation 2.1 the mean field approximation was used. In this context only configurational entropy is considered, which means no vibrational contributions. This is valid, when the difference in lattice parameter is small. The configuration entropy depends on the number of the configurations of the atoms in the lattice. For the calculations in Paper II the mean field approximation was used and this states that the number of configurations depend on the average composition of the alloy containing elements. The mole fractions of each element are denoted $x$, $y$, and $z$ and the Boltzmann constant, $k_B$ and is expressed [90]:

$$S = k_B(x \ln x + y \ln y + z \ln z)$$  \hspace{1cm} (5.14)
6.1 TiAlN

During the 1980’s TiN was the most used nitride hard coating for wear resistance until TiAlN was introduced later in the same decade [91]. Cutting inserts coated with TiN improved cutting performance [92], but adding Al led to better wear resistance and oxidation resistance [38]. One of the reasons to improved wear resistance was the age hardening effect, that later was observed and explained [93]. The improved oxidation resistance was due to an $\text{Al}_2\text{O}_3$ layer formed at elevated temperatures and this layer acts as a protection against oxygen diffusion into the film [94].

The miscibility of AlN and TiN is not high, but with PVD it is possible to form metastable TiAlN solid solutions with fcc structure in the miscibility gap [95–97]. The two different compositions of Ti$_{x-1}$Al$_x$N in this thesis was of a metastable fcc structure. Because the solution is thermodynamically metastable, an elevation of temperature leads to spinodal decomposition, i.e., to a state with a lower free energy with the products $c$-TiN and $c$-AlN, see step one in Equation 6.1. However, the total free energy can be even more lowered by the phase transformation of $c$-AlN into its stable $h$-AlN phase, see step 2 in Equation 6.1. [98–100] This second transformation occurs by nucleation and growth [42]. Step 1 in the decomposition has been shown to start at around 800 °C during isothermal annealing for 2 hours [98]. Age hardening is an effect of the spinodal decomposition and a drop of hardness is associated with the second phase transformation [93].

$$c - \text{TiAlN} \Rightarrow \frac{1}{1} c - \text{TiN} + c - \text{AlN} \Rightarrow \frac{2}{2} c - \text{TiN} + h - \text{AlN} \quad (6.1)$$

A recent trend is to study how the thermodynamic stability and the spinodal decomposition are affected by vacancies in TiAlN [101–103]. The contribution
from this thesis is however on HPHT behavior of TiAlN. In this context, it has been shown theoretically that a pressure of 4 GPa at 0 K increases the solubility of Al in Ti$_{x-1}$Al$_x$N and thus increases the stability of the system [104]. Earlier, it was also theoretically shown that the mixing enthalpy increases as a consequence of applied pressure, which promotes spinodal decomposition. The mixing enthalpy was calculated for 0, 10, 15 and 20 GPa [105]. Furthermore, calculations have shown that the $c$-AlN phase is stabilized by increased pressure or increasing temperature and pressure [90, 106].

It was later observed in accordance with calculations that a pressure of 2 GPa and a temperature of 900 °C promote spinodal decomposition. This was concluded by comparing an annealed deposited cutting insert at ambient pressure with one used in a cutting test [106]. The stabilization of $c$-AlN has also been observed. This was done with a powder sample of TiAlN and under different temperature and pressure conditions. The temperatures were in the range 900 to 1700 °C and the pressure 8 to 14 GPa [106]. In Paper I, the contribution from this work to the studies about HPHT behavior of TiAlN is presented.

6.2 TiZrAlN

ZrN has high hardness [107] and good oxidation resistance [108]. When Ti was added, it was shown that the driving force for phase separation in $c$-TiZrN is low. Even after annealing at 1200 °C for 2 hours, the system remains in its multicomponent cubic phase. As a consequence, the hardness remains high also after annealing above 1000 °C [109].

Another studied system is where Al instead of Ti is added, i.e., ZrAlN, for which it has been shown that the miscibility gap is large [94]. Because of the lattice mismatch between Al and Zr spinodal decomposition does not occur and instead $h$-AlN is formed by nucleation and growth, while the cubic lattice approaches $c$-ZrN [110]. For $c$-ZrAlN age hardening has been observed [111].

After the first synthesis and experimental characterization of TiAlZrN and ab initio calculations on the system [112], a theoretical study on thermodynamic stability showed that the system is not thermodynamically stable at 0 K and that it does tend to decompose through spinodal decomposition [113]. For sputtered films, it was after shown that stoichiometric films with low Al content exhibit the best thermal stability [114]. In Paper II, the first contribution from this work to the study of TiZrAlN is presented, which is about the high temperature phase decomposition of TiZrAlN. The Gibbs free energy a 0 K is shown in Figure 6.1. It is noted that a mixture with low Ti content and a Zr:Ti ratio of 1:1 is not stable. By increasing the Ti content, the composition becomes less unstable. The TiZrN mixture has a very low tendency for decomposition. It seems that $c$-AlN is the most stable phase, but the calculations do not take the hexagonal phase into account and the transformation into $h$-AlN is expected. The calculations show that Al does not tend to be mixed with Ti and especially not Zr.

Extended studies on the material system have been performed. Based on experimental data and first-principles calculations, phase diagrams for the temperatures
850-1500 °C have been constructed. In all cases there are regions, where TiZrAlN spinodally decomposes into triple binaries. [115] Furthermore, thermal expansion coefficients depending on temperature have been calculated. Thermal stability of thin films grown by reactive magnetron sputtering have been studied [116, 117]. Paper III is an in-depth study of the different decomposition routes and strain evolution in TiZrAlN.

6.3 Tungsten Carbide

Tungsten carbide is a kind of cemented carbide produced by sintering of powder of the composites together with a binder material [118]. In Paper II and III, WC-Co is used as substrate of the deposited films, where Co acts as the binder metal. Tungsten carbide is widely used for machining of for instance carbon steel and stainless steel [119, 120]. The used substrates were commercial cutting inserts with hexagonal WC phase and cubic Co phase. The advantages of tungsten carbide are its high hardness and good wear resistance [118]. In comparison with diamond and PCBN it is cheaper to produce.
6.4 PCBN

PCBN inserts mainly consisting of c-BN are used for machining of hardened steel because it has advantages compared with cemented carbide and diamond. It is harder than cemented carbide and though it is softer than diamond it has the advantage of not being reactive with iron based alloys. The c-BN is the hardest material known next to diamond and has hardness around 50 GPa while diamond has around 90 GPa. Other benefits are high thermal conductivity and low chemical reactivity [121]. The use of PCBN in hard machining is increasing due to its performance [122].

At room temperature the hexagonal phase of BN is stable and c-BN is synthesized by a HPHT process [123]. During HPHT conditions it is stable and therefore the tendency for revert phase transformation during machining is very low. In order to produce the PCBN another HPHT process is used i.e. sintering of c-BN powder and the other components of the composite. The used PCBN substrate in Paper I consists of c-BN 90 % and the rest is the binding material consisting of stable h-AlN, AlB₂ and traces of AlB₁₂. The composite is commercial, but for this work specially designed substrates instead of inserts were used.

6.5 MAX phases

MAX phases are a class of ternary carbides and nitrides. In general they are denoted Mn⁺1AXn, where M is a transition metal from group 3(Sc, Lu), 4(Ti, Zr, Hf), 5(V, Nb, Ta), 6(Cr, Mo) or 7(Mn). A is an element from the groups 12 (Cd), 13 (Al, Ga, In, Tl), 14 (Si, Ge, Sn, Pb), 15 (P, As) or 16 (S). X denotes either C or N and furthermore n = 1, 2 or 3 [124]. The interest of MAX phases from a material scientific point of view is because of their unique combination of metallic and ceramic properties. They possess high electrical and thermal conductivity like metals, but are also resistant to oxidation and thermal shock like ceramics. These properties are partly explained by the layered structure of the MAX-phases. Furthermore the M-X bonds are stronger than the M-A bonds [125, 126].

<table>
<thead>
<tr>
<th>Element</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Wyckoff position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti</td>
<td>1/3</td>
<td>2/3</td>
<td>0.084</td>
<td>4f</td>
</tr>
<tr>
<td>Al</td>
<td>1/3</td>
<td>2/3</td>
<td>3/4</td>
<td>2d</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2a</td>
</tr>
</tbody>
</table>

The most common MAX phases are M₂AX-phases (n = 1). This stoichiometry is referred as 211. These phases consist of M₆X octahedra with X in the center interleaved with layers of A. Neighboring octahedra share their edges. The MX layers are twinned with respect to each other where the A-layers act as mirror planes. Because of the twinning, the unit cell has to include three MX layers and two A-layers and it is hexagonal, where the A-elements are hexagonal in plane.
The $M_6X$ octahedral building block is the same as for the binary MX [126]. The lattice $a$-parameter is around 3 Å and the $c$-parameter is around 13 Å. The space group of the unit cell is $P6_3/mmc$. Ti$_2$AlC serves here as archetypical 211 MAX phase. In Table 6.1, structural data of this phase are shown. It shows the coordinates of each element in the unit cell together with their Wyckoff positions.

![Figure 6.2. The $M_2AX$ structure viewed along the [110] zone axis.](image)

6.6 ScTaN$_2$, ScNbN$_2$ and ScVN$_2$

ScTaN$_2$ is not a MAX-phase, but it shares some similar structural properties with the 211 MAX phase in the sense that the unit cell is hexagonal, the structure is layered and the space group is $P6_3/mmc$. The building blocks of the structure consist of TaN$_3$ prisms and ScN$_3$ octahedra. One way of viewing the layered structure is to view the layers as layers of the building blocks, where the building blocks are repeating themselves. In each layer of TaN$_3$ prisms the prisms are edge-sharing. The ScN$_3$ octahedra building blocks are also edge-sharing. Figure 6.3 shows the hexagonal structure, where balls represent the Sc atoms, Ta atoms and N
atoms, respectively. It can be seen that in the center of each projected octrahedra, there is one Sc atom and that in the center of each projected prism there is one Ta atom. Furthermore, it can be seen that two layers of the same building block are twisted with respect to each other as in the case of the $M_6X$ octrahedral building block of a MAX phase. It can also be seen that N is shared between TaN$_3$ prisms and ScN$_3$ octrahedra. The structure in Figure 6.3 has approximately the a-lattice parameter 3 Å and the c-lattice parameter 11 Å [127].

![Figure 6.3. The ScTaN$_2$ structure viewed along the [110] zone axis.](image)

Table 6.2 presents structural data of this phase. It shows the coordinates of each element in the unit cell together with their Wyckoff positions. The data can be compared with the data in table 6.1 and it can be seen that the atomic coordinates are inverted. Thus, the ScTaN$_2$-type structure can be referred as an inverse MAX phase. This is a term that never has been used before for this kind of structure. The inverted relationship between the two phases can also be seen if Figure 6.2 and 6.3 are compared. Sc in the inverted MAX phase is positioned where the element X is positioned in the lattice in Figure 6.2 and N is positioned where element M is positioned in the same lattice.

So far, only two experimental studies [127, 128] and calculations [127, 129] have been performed. This motivates the study in this work on inverse MAX phases. It has been shown that this phase can be synthesized through high temperature treat-
Table 6.2. Structural parameters of ScTaN$_2$ [127].

<table>
<thead>
<tr>
<th>Element</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Wyckoff position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2a</td>
</tr>
<tr>
<td>Ta</td>
<td>1/3</td>
<td>2/3</td>
<td>3/4</td>
<td>2d</td>
</tr>
<tr>
<td>N</td>
<td>1/3</td>
<td>2/3</td>
<td>0.1231</td>
<td>4f</td>
</tr>
</tbody>
</table>

Table 6.3. Structural parameters of ScNbN$_2$ [130].

<table>
<thead>
<tr>
<th>Element</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Wyckoff position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2a</td>
</tr>
<tr>
<td>Nb</td>
<td>1/3</td>
<td>2/3</td>
<td>3/4</td>
<td>2d</td>
</tr>
<tr>
<td>N</td>
<td>1/3</td>
<td>2/3</td>
<td>1/8</td>
<td>4f</td>
</tr>
</tbody>
</table>

ScNbN$_2$ is expected to have similar properties to ScTaN$_2$, due the fact that Ta and Nb behave in a similar way. Up to this date only one experimental study has been performed and it has been shown that this phase can be synthesized from powder compacts of ScN and Nb at high temperature under nitrogen pressure as well as by nitridation of Sc-Nb alloys prepared by arc-melting in nitrogen atmosphere. In this study the nitrogen occupancy was 50 % and the crystallographic structure was experimentally verified [130]. Similar to ScTaN$_2$ the ScNbN$_2$ phase is predicted to be thermodynamically stable [129]. Paper IV-VI contain the contribution from this work to the study on this material system.
Summary and Contribution to the Field

The aim of this thesis is to increase the fundamental understanding of nitride coatings and thin films. The contribution from this thesis is first to the study of TiAlN and TiAlN-based coatings and second to the study of inverse MAX phases. This chapter is a summary of the papers included in this thesis and a discussion on how the papers may contribute to the research field.

7.1 TiAlN and TiAlN-based Coatings

The preceding studies on high temperature and the HPHT behavior of TiAlN are described in Section 6.1. Paper I continues the HPHT studies on TiAlN and PCBN is used as substrate. Consequently, the aim was not only to study TiAlN, but also to investigate if there is any chemical interaction between coating and substrate under these conditions. The HPHT conditions were created and maintained with a Hall belt apparatus. The pressure was set constant to 5.35 GPa, duration was either 6 or 66 minutes while the temperature was 1050 °C or 1300 °C. TiAlN films were also annealed at ambient pressure for comparison. It is shown that the decomposition is slower at higher pressure compared to ambient and that no chemical interaction takes place between TiAlN and PCBN during the HPHT experiments. It is concluded that this film has the potential to protect a PCBN substrate during machining due to a high chemical integrity. Compared to earlier studies it can be noted that the pressure and temperatures are set to other values and that the pressure and temperatures created with the belt apparatus are closer to actual machining conditions. The trend of studying HPHT behavior of TiAlN has in recent years ebbed out, but still the contribution from Paper I is important in verifying theoretical studies and explaining spinodal decomposition in TiAlN under HPHT conditions.
Another research trend related to TiAlN is alloying with a fourth element with the purpose of tuning the thermodynamic stability. As fourth element Cr, Ta, Y, Hf, B and Nb have been studied [116, 131–134] and Paper II and Paper III are about Zr as fourth element. Paper II is a theoretical and experimental study on the high temperature phase decomposition behavior of TiZrAlN. The calculations on the mixing free energy and the second directional derivatives showed that for Zr-poor compositions the tendency for phase separation between ZrN and AlN is strong while the driving force for spinodal decomposition of Zr-rich compositions is low. During spinodal decomposition TiZrN is formed and the calculations predict that this phase is stable at higher temperatures. The experiments took advantage of XRD and STEM to confirm that a low Zr-content thin film after annealing had decomposed in accordance with the calculations while in comparison a high Zr-content film had shown a significantly reduced decomposition rate.

Paper III is an experimental study on phase, microstructure and strain evolution during annealing of TiZrAlN. It uses in situ WAXS and ex situ TEM. It is shown that when the Zr-content decreases and the Al-content increases the decomposition route changes from nucleation and growth to spinodal decomposition. The microstructure is dependent on the composition and in the cases of spinodal decomposition it will consist of cubic domains, where the dislocation-dense structure and nucleation of h-AlN result in compressive strain. In the case where spinodal decomposition co-occurs with nucleation and growth of h-AlN there is a loss of coherency and a decrease of strain. Paper II and III have contributed to the understanding of thermodynamic stability and decomposition in TiZrAlN. Especially Paper II have strengthen the motivation of further studying this material system. The studies following Paper II are briefly summarized in the end of Section 6.2.

7.2 Inverse MAX phases

The results from the studies on inverse MAX phases before this work are described in Section 6.6. Paper IV-VI are theoretical studies. The emphasis is that these phases in the future should be synthesized and experimentally characterized. Paper IV is a theoretical study on ScTaN$_2$, ScNbN$_2$ and ScVN$_2$ that based on DFT calculates the enthalpy of formation, elastic properties, density of states (DOS) and thermoelectric properties. It is shown that these nitrides are thermodynamically and elastically stable. Elastic constants and moduli are also presented. The DOS calculations indicate that all three materials systems are narrow-bandgap semiconductors and that quasimetallic behavior can be expected. Their thermoelectric properties are anisotropic and can be tuned by doping. Paper V is a theoretical study on ScTaN$_2$, ScNbN$_2$ and ScVN$_2$, that based on DFT calculates the formation enthalpy relative to the competing binary phases, elastic properties and (DOS), when pressure is varied from 0 GPa to 150 GPa. It is shown that increased pressure has a stabilizing effect on the thermodynamics. Elastic constants and moduli increase in the range 53-216 % for ScTaN$_2$, 72-286 % for ScNbN$_2$, and 61-317 % for ScVN$_2$ as an effect of pressure increasing from 0 to 150 GPa.

While paper IV and V are more general investigations of ScTaN$_2$, ScNbN$_2$ and
ScVN$_2$, Paper VI is specifically studying the energy of formation and DOS of these three phases, when one of the N sites in a supercell is replaced by one vacancy or C, O or F. The study is based on DFT calculations. It is shown that asymmetric peak in the DOS close to the Fermi level is the result of having one vacancy in all three phases, which is expected to increase $ZT$. Furthermore, p-doping with one C dopant in ScTaN$_2$, ScNbN$_2$ and ScVN$_2$ implies a shift of the Fermi level into the valence band, while n-doping with one O or F dopant implies a shift of the Fermi level into the conduction band. The study suggests that the doped phases should be be grown and that especially the figures of merit needs to be evaluated. However, the study implies that these phases doped are interesting candidates for thermoelectrics.
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