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Abstract

Portable smart speakers with wireless connections have in recent years become
more popular. These speakers are often moved to new locations and placed in
different positions in different rooms, which affects the sound a listener is hearing
from the speaker. These speakers usually have microphones on them, typically
used for voice recording. This thesis aims to provide a way to compensate for
the speaker position’s effect on the sound (so called room correction) using the
microphones on the speaker and the speaker itself.

Firstly, the room frequency response is estimated for several different speaker
positions in a room. The room frequency response is the frequency response
between the speaker and the listener. From these estimates, the relationship be-
tween the speaker’s position and the room frequency response is modeled. Sec-
ondly, an algorithm that estimates the speaker’s position is developed. The algo-
rithm estimates the position by detecting reflections from nearby walls using the
microphones on the speaker. The acquired position estimates are used as input
for the room frequency response model, which makes it possible to automatically
apply room correction when placing the speaker in new positions.

The room correction is shown to correct the room frequency response so that
the bass has the same power as the mid- and high frequency sounds from the
speaker, which is according to the research aim. Also, the room correction is
shown to make the room frequency response vary less with respect to the speaker’s
position.
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1
Introduction

1.1 Motivation

Portable smart speakers are often put in different places in a room and moved
to new placements by the users. The placement of the speaker affects the sound
perceived by the listener, since the acoustical characteristics change depending
on the speaker’s placement. Especially, the lower hearable frequencies (i.e. the
bass) are dependant on the speaker position in the room [12]. E.g., the low fre-
quency components from the speaker increase in power if the speaker is placed
close to a corner [12] [16]. This variation in the room frequency response magni-
tude (RFRM, which is the magnitude of the frequency response for the room and
the speaker) makes it difficult to predict how the sound from the speaker will be
perceived once in use.

1.2 Purpose

The purpose of this thesis is to investigate methods to make the speaker able to
automatically apply correction filters depending on its position. The RFRM be-
tween the input of the speaker and what the listener is hearing (hereby called
only RFRM) should be corrected to being the same, no matter where the speaker
is positioned. This thesis will focus on doing this in a conference room at Linköping
University, in the area Visionen, for which the plan can be seen in Figure 1.1.

1.3 Research questions

Three research questions have been formulated to properly define the approach
and the aim of the thesis. The research questions which this thesis aims to answer

1



2 1 Introduction

Figure 1.1: Plan of the measurement room. The area A is where the supposed
listener is placed.

are

• Can we make a model of how the positioning of a speaker in the room in
Figure 1.1 affects the RFRM heard by the listener, who is standing on a
position within the area A (Figure 1.1)?

• Can we determine what the RFRM within area A is, by doing measurements
with a microphone or a microphone array which is placed on the speaker?

• Can we use simple digital filters so that the RFRM to the listener is identical
within area A, no matter which position the speaker is at?

1.4 Delimitations

Some delimitations have been set for this thesis, since otherwise the project would
be too complex for a master’s thesis.

The properties of the acoustics in a room can be hard to predict for high-
frequency sound. Hence, only the room acoustics of the lower hearable freqencies
(the bass) will be considered.

For the correction filter, a simple filter design was desired to limit the number
of filter parameter estimates needed. A suitable filter for this is a Shelving filter
and therefore the thesis is limited to only using Shelving filters [18].

Some speaker positions make it troublesome to identify which reflections
come from walls and which come from the ceiling or the roof. Therefore, a limita-
tion is that the distance between the speaker and the ceiling is known beforehand
and explicitly put in the developed algorithms. Also, for the same reason, the two
closest walls are closer to the speaker than the ceiling and the speaker is not closer
than 0.4 meters to the closest wall.
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Figure 1.2: The RFRM which is the target in this thesis. Defined between
frequencies 50 to 22050 Hz and is compared to other RFRMs normalized to
0 dB.

1.5 Report structure

The thesis consists of five chapters. Chapter 2 discusses related work, presents
relevant theory, which is about physical properties of sound, suitable models for
acoustical problems, system identification, regression methods and Shelving fil-
ters. Chapter 3 presents how the discussed theory is applied to answer the re-
search questions. Chapter 4 presents how measurements have been made and
the results with a discussion around it. In Chapter 5, some conclusions about
the work are drawn and future work that could be done to improve the results
is discussed. Lastly, in the appendices, additional work that could be of use for
future work is presented. Also, some plots of room frequency responses and mi-
crophone behavior that did not fit in the main parts of the report are put in the
appendices.





2
Background and motivation

In this chapter, background and motivation for the thesis are presented. Firstly,
some related work is discussed and then some main theory is presented.

2.1 Related work

The authors in [12] provide a room correction method for subwoofers, which
includes a movable microphone that does several measurements in different po-
sitions. From these measurements, it is then possible to estimate the sound prop-
agation in the room and according to this correct the outputted sound.

For room geometry estimation, the authors of [2] provide a method for which
the room geometry can be inferred by a co-located speaker and microphone array.
The method builds upon identifying reflections, their direction and the distance
to the walls from which the reflection came from. However, to use this method,
reference measurements done in an anechoic room are needed. The Lasso linear
regression method used in this thesis is largely inspired by this paper.

Another method for room geometry estimation is provided by the authors of
[15], who present a method for localizing walls by looking at reflections in room
impulse responses (RIR) for several distributed microphones. They use a time-of-
arrival (TOA) approach for the wall localization, but do not present a method for
automatically identifying reflections in the RIR.

2.2 Psychoacoustics

Psychoacoustics is a term used to describe the study of the physical structure
of the ear, the sound pathways, the human perception of sound and their in-
terrelationships. One main area in psychoacoustics is the relationship between

5



6 2 Background and motivation

audibility, the frequency and the pressure level of a sound [3]. For applications
where the perceived sound is important, psychoacoustic models could be used to
evaluate performance of the application.

One notable characteristic of psychoacoustics is how loudness (perceived strength
of a sound) differs from the actual sound pressure levels. When studying loud-
ness, Benjamin and Fielder show that a change of ±1 dB is just audible for low
frequencies [5].

2.3 Room acoustics

Room acoustics is what defines the system between outputted sound from the
speaker to what will be received by the microphone or a human listener. In this
section, some theory about how a room affects the sound in it is presented. Cen-
tral properties are reflections of the walls, how the sound is spreading in the room
and how the sound source position changes the acoustical properties in the room.

2.3.1 Reflections and sound paths

In a room, the sound can take many different paths between the speaker and the
microphone, due to the reflections of the walls. Different paths result in different
time delays and attenuations. The total attenuation for path i depends on the
absorption coefficients of the walls and the total traveled distance of the sound
wave, due to the propagation resistance from the air in the room.

Figure 2.1 illustrates three different paths - the direct path between the speaker
and the microphone, a first order reflection affected by the absorption coefficient
ρ(1) (path 1) and a second order reflection affected by the absorption coefficients
ρ(2) and ρ(3). In Figure 2.2, similar examples can be seen, but in this case the
speaker and the microphone are co-located. In this case, the distance of the di-
rect path is very small and the first order reflections will be perpendicular to the
walls [2].
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Figure 2.1: Examples of paths the sound can propagate in the room, from
the source speaker to the receiver microphone. Path 1 is a first order re-
flection and path 2 is a second order reflection. ρ(j), j = 1, 2, 3 are different
attenuation coefficients for the walls.

Figure 2.2: Examples of paths the sound can propagate via the room, with
the speaker and microphone co-located. Path 1 is a first order reflection and
path 2 is a second order reflection. The direct path is not visible, since the
speaker and microphone are co-located, and the first order reflections are
perpendicular to the walls. ρ(j), j = 4, 5, 6 are different attenuation coeffi-
cients for the walls.

For a path i, the total attenuation is represented by an attenuation constant,
denoted α(i), which includes the absorption from walls and the energy loss due
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to air resistance. Since wall reflections do not change the phase of the sound and
do not increase the power, α(i) should be positive and below one, i.e. 0 < α(i) < 1.
For some situations, α(i) can vary depending on the frequency of the sound [2].

2.3.2 Schroeder frequency

The Schroeder frequency fSchroeder is a frequency which approximately separates
low frequencies from high- and mid frequencies in a room. The low frequency
in this case is defined as frequencies for which standing waves occur and room
reverberation dominates. The Schroeder frequency fSchroeder is defined by

fSchroeder = 2000 ·

√
T60

V
, (2.1)

where T60 is the reverberation time of a room (for when the room impulse re-
sponse’s power has decreased by 60 dB) and V is the volume of the room. [1]

2.3.3 Output changes due to speaker position

In a room, the closer the speaker is placed to a corner, the more power there
will be in the output for the lower frequencies (compared to higher frequencies)
[12] [16]. As an example, for a specific room and corner, when the authors of [16]
moved the speaker away from the corner, they noticed a drop of 20.5 dB in power
output for a single frequency with a certain wave length λ.

A common defined transition between low and mid frequencies for a room is
the Schroeder frequency.

2.4 Speaker dynamics

Speakers’ can sometimes distort the sound in a non-linear way. Hence, an appro-
priate model for the speaker is a Volterra model of N :th order. The speaker will
be modeled as

Hspeaker{x(t)} = x(t) ∗ k1(t) + x2(t) ∗ k2(t) + ... + xN (t) ∗ kN (t), (2.2)

where x(t) is the input, ki(t), i = 1, 2, ..., N , is a kernel and the operator ∗ denotes
a convolution [4] [13] [9].

Note that in Equation 2.2 the first term x(t)∗k1(t) is linear. If k2(t), k3(t), ..., kN (t)
are all close to being all zero-valued, the speaker can be approximated as a lin-
ear system. When estimating the impulse response of a total system including
a speaker, a room and a microphone, it is often wanted to not let the speaker’s
non-linear terms ki(t) ∗ xi(t), i = 2, 3, ..., N affect the estimation of the linear part
of the total system. When using the method Farina Sweeps, introduced in [4] and
expanded by [9], those problems are manageable.

For the linear part with the kernel k1(t), important characteristics are the
bandwidth, the frequency response’s magnitude within the bandwidth and the di-
rectionality of the speaker. The characteristics differ depending on which speaker
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type is used. Often, speakers for all-around entertainment purposes have a band-
width within or slightly above the hearing interval, which is 20 Hz to 20 kHz
[3]. The bandwidth, together with the speakers frequency response’s magnitude,
colors the speakers output. The output’s directionality of the speaker is mostly
to the front, where the speaker elements are pointing at.

2.5 Microphone dynamics

Microphones can generally be modeled as linear systems, since they usually are
at least approximately linear systems [9]. Important properties for measurement
microphones are that they have a flat frequency response for the magnitude, and
preferably a linear phase response. Microphones generally have a polar pattern,
which defines how they pick up sound from different directions. Some micro-
phones are (nearly) omni-directional, meaning they pick up sound from every
direction with the same strength. As for speakers, the bandwidth of the micro-
phone is also an important property. The bandwidth defines for which frequen-
cies the microphone is suitable for.

In many cases, the microphone dynamics are not of interest in measurements,
but only a mean to capture sound with. If a microphone is linear (i.e. can be
described with a linear system), it might be possible to find the inverse system
for the microphone. The inverse system can be used to inverse filter the recorded
output and exclude the effect of the microphone dynamics. Microphones are
usually the last part of cascade system such as

y(t) = HMicrophone {HWanted {x(t)}} =

= HMicrophone {yWanted(t)} ,
(2.3)

where y(t) is the total output, x(t) is the input, HMicrophone is the system of the
microphone, HWanted and yWanted(t) are the wanted system and wanted output,
respectively. With the inverse linear system, it is possible to find yWanted(t) (if the
signal is within the systems bandwidth) by

H−1
Microphone

{
HMicrophone {yWanted(t)}

}
= yWanted(t), (2.4)

which is due to the linearity of the microphone.

2.6 System identification

System identification can be done in many ways and is often specific to which
type of system that is to be estimated. In this section, an identification method
for a type of Hammerstein models is presented.

2.6.1 Hammerstein models

Hammerstein models belong to a class of models which are block-based and con-
sist of a non-linear memory-less block followed by a linear block, where each
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block represents a system [11] [17]. In Figure 2.3, a Hammerstein model is shown,
where the non-linear block is a Volterra system (which can be read about in Sec-
tion 2.4).

Figure 2.3: System with a non-linear subsystem (a Volterra system) and lin-
ear subsystem chained together.

2.6.2 Identification with log-sine-sweeps

When identifying a Hammerstein model with a Volterra system as the non-linear
part (as in Figure 2.3) for identyfing room acoustis, the linear parts (of both the
speaker and room acoustics) are often the interesting parts. Farina has presented
a method of doing so [4], which Rébillat et al. has expanded [9]. Advantages of
these methods are that

• they do not require tight synchronization between the input and the ouput,
which otherwise can be hard to obtain in digital sound systems including
PCs, and that

• the non-linear parts of the system can be easily removed by truncating away
the first half of the estimated impulse response

For identification purposes, the input signal x(t) of length T seconds is used
by both Farina and Rébillat, defined as

x(t) = sin

 ω1T

ln
(
ω2
ω1

) ·
(
e
t
T ln

(ω2
ω1

)
− 1

) =

= sin

2πf1T

ln
(
f2
f1

) ·

e tT ln
(
f2
f1

)
− 1


 ,

(2.5)

where f1 and ω1 are the instantaneous frequencies at t = 0 in Hertz and radians
per second, respectively and f2 and ω2 are the instantaneous frequencies at t = T
in Hertz and radians per second, respectively.

The difference between Farina’s and Rébillat’s input signals is the length T
seconds, where Rébillat modifies the length T specified from the user to TReb,
which satisfies TReb > T , defined as
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TReb =
(
2mπ − π

2

)
·

ln
(
f2
f1

)
2πf1fs

, (2.6)

where

m = d
2πT fs

ln
(
ω2
ω1

)
ω1 + π

2

e, (2.7)

and fs is the sampling frequency. Using the length TReb seconds instead of T
seconds gives x(t) mathematically the correct phase properties [9].

The inverse signal to x(t) is xinv(t) is the signal that gives a Dirac’s delta func-
tion when convoluted with x(t). Although, since x(t) is not infinite in time, a
Dirac’s delta function is not possible to obtain by convoluting the signal with an-
other signal. In Figure 2.4, 2.5 and 2.6 examples of an input signal, its inverse and
the convolution between them is shown. The inverse signal is calculated using
the Hammerstein toolbox in Matlab [9].

0 0.2 0.4 0.6 0.8 1
Time [s]

-1

-0.5

0

0.5

1

Figure 2.4: Log-sine-sweep (Rébillat’s method), with f1 = 10 Hz, f2 = 200
Hz and a T = 1 second.
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0 0.2 0.4 0.6 0.8 1
Time [s]

-1.5
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-0.5

0

0.5

1

1.5
10-6

Figure 2.5: Inverse filter for the log-sine-sweep shown in Figure 2.4, with
f1 = 10 Hz, f2 = 200 Hz and a T = 1 second.

-1 -0.5 0 0.5 1
Time [s]
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Figure 2.6: Convolution of Log sine sweep and its inverse filter from Figures
2.4 and 2.5, with f1 = 10 Hz, f2 = 200 Hz and a T = 1 second. Result is a
sinc-alike function which is approximately a Dirac’s delta function.
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2.7 Spectral analysis

2.7.1 Normalization

Normalization of measurements might be of interest when comparing different
measurements to eachother, where to absolute gain is not of interest. If signal y(t)
is received, it can be normalized to 0 dB for the frequency interval [flower, fupper]
by

yNorm =
1

1
fupper−flower

·
∑fupper

f =flower
Φ(f )

y(t), (2.8)

where yNorm is the normalized signal and Φ(f ) is the power spectral density (PSD)
of y(t), where Φ(f ) can be replaced with an estimate of the PSD Φ̂(f ).

2.7.2 Octave smoothing

Octave smoothing is a smoothing method where the size of the smoothing win-
dow increases for larger frequencies. When smoothing with 1/N -octave smooth-
ing, the window size is 1/N octave large. E.g., for the frequency interval 50-100
Hz, the window size is 50 Hz, and for the frequency interval 1000-2000 Hz, the
window size is 1000 Hz.

This method lets important details be left in the lower frequencies (the bass,
for acoustical problems), and make a smooth spectra for high frequencies.

2.8 Regression methods

In this section, different regression methods and their properties are presented.

2.8.1 Linear regression

For prediction or estimation problems, linear regression can be used to create
models which maps a set of features X ∈ RMxN to a set of target variables y ∈ RN .
This is done by finding coefficients a ∈ RM and creating a model

y = aTX + ε, (2.9)

where N is the amount of data points gathered, M the dimension of each data
point and ε ∈ RN is the error of each prediction. A common way to find a suitable
coefficient vector a is to minimize the MSE ‖ε‖22. The optimization problem is
then given by

min
a∈RN

1
N

∥∥∥y − aTX∥∥∥2
2
, (2.10)

for which
a = (X tX)−1X ty (2.11)

is the optimal solution. [7]
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2.8.2 L1 regularized linear regression - Lasso

Lasso optimization is an regression analysis method aimed to only let important
features get non-zero coefficients. The optimization setup is

min
a∈RN

1
N

∥∥∥y − aTX∥∥∥2
2

+ λ ‖a‖1 , (2.12)

where λ ∈ R+ is design parameter which regulates size of the coefficients a. Equa-
tion 2.12 is the Lagrangian form of

min
a∈RN

1
N

∥∥∥y − aTX∥∥∥2
2

s.t. ‖a‖1 < t,
(2.13)

where the t is a constant dependent on λ and the relationship between t and λ
that makes the forms equivalent is data dependent. In this form, it is clear that
the choice of the design parameter t restricts the size of the coefficients a. [14]

If λ is increased in size, less coefficients in a will have non-zero values. There-
fore, to find a solution which gives a given amount of non-zero coefficients Dmax,
a grid search of lambdas can be made to find a satisfying solution.

2.9 Shelving filter

A Shelving filter is a filter that increases the magnitude either above or below
a certain cut-off frequency, while keeping all the other frequencies magnitudes
the same [18]. If the cut-off frequency is low enough and the Shelving filter is
constructed so that it increases the gain below the cut-off frequency, the filter is a
suitable filter for increasing the bass in audio applications.

A second order filter as

y(t) = −a1y(t − 1) − a2y(t − 2) + b0x(t) + b1x(t − 1) + b2x(t − 2) (2.14)

is a bass boosting Shelving filter with cut-off frequency fc, sample frequency fs
and gain G (in dB) if the coefficients are defined as

b0 =
1 +
√

2V0K + V0K
2

1 +
√

2K + K2
, a1 =

2(K2 − 1)

1 +
√

2K + K2

b1 =
2(V0K

2 − 1)

1 +
√

2K + K2
, a2 =

1 −
√

2K + K2

1 +
√

2K + K2

b2 =
1 −
√

2V0K + V0K
2

1 +
√

2K + K2

(2.15)

as described in [18]. The parameters K and V0 are defined by

K = tan
(
πfc
fs

)
V0 = 10

G
20 .

(2.16)
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If the cut-off frequency is set to fc = 3000 Hz and the gain to G = 5 dB the
magnitude response will be as in Figure 2.7
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Figure 2.7: Magnitude response for a Shelving filter with boost for low fre-
quencies, where fc = 3000 Hz and G = 5 dB.
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Method

3.1 Signal and system model

In this section, models for systems and subsystems are discussed, such as for the
speaker, the microphones and the room acoustics.

3.1.1 Model of whole system

In Figure 3.1 the whole system, from input x(t) to final output ytot,s(t), is pre-
sented. The system that generates output ytot,s(t) is specific for a set of variables
s, called the setup s. The setup s defines the system and is defined as

s = (pspeaker,pmic, m), (3.1)

where
pspeaker = (p(x)

speaker, p
(y)
speaker) (3.2)

defines the x- and y-coordinates of the speaker,

pmic = (p(x)
mic, p

(y)
mic) (3.3)

defines the x- and y-coordinates of the microphone and m defines what micro-
phone is used.

Subsystem 1, representing the properties for the speaker, is denoted Hspeaker.
Subsystem 2, representing the room’s acoustical properties, is denoted Hroom,s
and is parameterized by s, as described above. Subsystem 3, representing a mi-
crophone’s properties, is denoted Hmic,s and is also parameterized by s. Each
subsystem is explained in detail in the Sections 3.1.2, 3.1.3 and 3.1.4. The total
system is defined as Htot,s. The total system, with input x(t), then becomes

ytot,s(t) = Htot,s{x(t)} = Hmic,s

{
Hroom,s

{
Hspeaker {x(t)}

}}
, (3.4)

17
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Figure 3.1: Flow chart of the whole system, from the input x(t) generated
from the computer to the DAC, to output ytot,s(t) that is what microphone
m outputs. Note that the system characteristics differ depending on which
microphone m is observed and on the location of the speaker and the micro-
phone. The different subsystem are numbered 1-3, seen in the red cirle for
each subsystem box.

for some setup s.
The whole system is built out of blocks, where (as later described) the first

block have some non-linear properties and the second and third block can be
considered linear. In following sections, the blocks will be described in more
detail. Although, this makes the whole system a type of Hammerstein model,
which are described in Section 2.6.1.

3.1.2 Model of speaker

The model used for modeling the speaker is a Volterra model of degree N , that is

Hspeaker{x(t)} = x(t) ∗ k1(t) + x2(t) ∗ k2(t) + ... + xN (t) ∗ kN (t). (3.5)

The method for estimating the impulse response for the whole systemHtot,s{x(t)},
which is described in Section 2.6.2, have the properties of being able to extract
only the linear parts of the system. Therefore, it is possible to only consider the
linear part of the system and do the approximation

Hspeaker{x(t)} ≈ x(t) ∗ k1(t), (3.6)

where the non-linear parts of the speaker are ignored.
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3.1.3 Model of room acoustics

The RIR of the rectangular room associated with subsystem Hroom,s, for sound
outputted from a speaker and received at a microphone m, for a setup s, can be
viewed as a sum of the all paths the sound impulse can take. Since the RIR only
depends on reflections, the acoustics of the room form a linear system, i.e. Hroom,s
is linear. The RIR for setup s can be modeled with the finite impulse response
(FIR) model

hroom,s(t) = α
(dp)
s δ(t − τ (dp)

s ) +
R∑
i=1

α
(i)
s δ(t − τ (i)

s ) + vs(t), (3.7)

where α(dp)
s and α

(i)
s are attenuation coefficients, τ (dp)

s and τ
(i)
s are the lags of

a path (in samples). The term α
(dp)
s δ(t − τ (dp)

s ) corresponds to the direct path

between the speaker and the microphone. The term α
(i)
s δ(i)(t − τ (i)

s ) resembles a
path i, for which the path includes at least one reflection on a wall, the ceiling

or the floor (as [1] mentions in Section 4.3). Attenuation constant α(dp)
s do not

include any energy absorption of reflections and the energy loss comes only from
the distance traveled by the sound wave. R is the number of paths of interest
(excluding the direct path) and vs(t) holds all information about paths not of

interest. The paths not of interest are path with very small |α(i)
s |. This is similar

to how [2] have modeled a similar system.

For this thesis, the attenuation coefficients α(i)
s for all possible i will be as-

sumed frequency independent, as the authors in [2] have done. With this as-
sumption, the system can be interpreted as

Hroom,s{w(t)} = hroom,s ∗ w(t) =

= α
(DP)
s w(t − τ (DP)

s ) +
R∑
i=1

α
(i)
s w(t − τ (i)

s ) + v′s(t)
(3.8)

for an input w(t) and output yroom,s, where v′s(t) includes all paths not of interest.

3.1.4 Model of microphones

The system for the microphones,Hmic,s, is assumed to be linear. Hence, if wanted
and if the system of the microphone is known, the system frequency response’s
magnitude can be inverted to find the input (within the systems bandwidth). The
microphone frequency response magnitude is also nearly flat within its band-
width and all microphones are omni-directional [8] [10]. Therefore, the micro-
phones are not considered affecting the signal in a significant way.

The bandwidth of the Umik-1 microphone is 20 - 20000 Hz [10] and for UMA-
8:s microphones it is 100-10000 Hz [8].
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3.2 Measurements

In this section the approach and methodology for the measurements are described.
There are two types of measurements made, which are:

1. Room frequency response measurements

2. Measurements for speaker position estimation

where the first type, room frequency response measurements, have the aim to
identify how the speaker position affects what the listener (within area A, as de-
scribed in Chapter 1) hears and then make a model of how to correct for the
room acoustics according to the speaker position. The second type of measure-
ments, measurements for speaker position estimation, have the aim to identify
the speaker position as well as possible. This could either be estimating the room
coordinates of the speaker or the distance to the two closest walls to the speaker.

For the room frequency response measurements, a reference microphone with
nearly flat frequency response magnitude is used and is placed in 12 different
positions within area A. The average frequency response over the 12 positions is
calculated. In this case, the speaker and microphones are not co-located.

For the measurements for speaker position estimation, a circular microphone
array is used and is placed on top of the speaker. In this case, the microphone
array and the speaker are co-located, i.e. the microphone array and the speaker
are approximately in the same position.

For the main part of the thesis, 16 speaker positions are used for measure-
ments (labeled 1-16). These positions form a 4x4-grid and are chosen due to
being suitable for algorithm development. In the later part of the thesis, 4 new
measurements with new speaker positions will be done (labeled 17-20), in order
to evaluate the results. These 4 new speaker positions are randomly chosen.

3.3 Finding correct filter parameters

To be able to correct the room frequency response, the speaker position’s effect
on the room frequency response is studied. Specifically, the goal is to model
how the Shelving filter parameters G and fc should be set in order to correct
the bass for the listener. As stated in Section 2.3.3, the bass increases in power
(compared to the other frequencies) when the speaker is placed near a corner.
From this statement, the interesting frequencies to study are frequencies where
the power of the output decreases if the speaker is placed further away from a
corner. From this it is possible to find a suitable cut-off frequency fc. Then, to
find a suitable gain parameter G, a model is made of how the speaker position
affects the output’s bass power.

Several models are tested and evaluated for predicting the desired magnitude
correction G. The most suitable set of features will then be chosen to predict G.
Features that have been used in these models are:

• Position: x, y
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• Distance to the two closest walls: dmin = min{x, y} and dmax = max{x, y}.

• Distance to closest corner: dcorner

• Distance to listener: dlistener

• Position squared: x2, y2

• Distance to closest corner, squared: d2
corner

• Distance to listener, squared: d2
listener

Note that using the features dmin and dmax is basically the same as using the
position x and y, with the difference that it is not pssible to tell which distance to
the wall belongs to which axis.

In following Table 3.1, features used for each model tested are shown, where
the bass gain G is predicted with a linear regression model (for which the coeffi-
cients minimize the MSE):

Model label Features used
1 x, y
2 dmin
3 dmin, dmax
4 dcorner
5 dlistener
6 x, y, dlistener
7 x
8 x, y, x2, y2

9 dlistener, d
2
listener

10 x, y, dlistener, d
2
listener

11 x2, y2

12 dmin, dmax, dcorner

Table 3.1: Features that have been used for different models.

E.g., for Model 1 the model will be

G = β0 + β1x + β2y, (3.9)

where G is the magnitude for the correction filter (in dB), x and y are the features
and βi , i = 1, 2, 3, are the model coefficients which minimize the MSE.

3.4 Localization from RIR

Estimates of the speaker position are of interest, so that a correction filter can be
calculated using the model from Section 3.3. To do this, the goal is to search for
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reflections from the walls, the floor and the ceiling that hold information about
the room and the speaker position.

In order to estimate the speaker position with the microphone array co-located
with the speaker, Rébillats method (described in Section 2.6.2) is used to find the
impulse response htot,s(t) for each microphone m on the microphone array. The
log-sine-sweep is played through the speaker and recorded with the microphone
array, for which the microphones are synchronized with each other.

3.4.1 Correcting impulse responses

The deconvolution using Rébillat’s method gives a raw impulse response htot,s(t)
and in order to use this impulse response it has to be corrected in several ways.
First, the beginning of the DP (direct path) reflection, tstart, is gotten by finding
the lowest time that satisfies∣∣∣htot,s(tstart)

∣∣∣ > 0.05 · max
τ

{∣∣∣htot,s(τ)
∣∣∣} , (3.10)

which should be the same for all microphones on the array. Removing the part
of the impulse response before tstart removes the non-linear properties in the
impulse response [4] [9].

For example, the impulse responses for a certain position of the measure-
ments explained in Chapter 4 can be seen in Figure 3.2, which shows the impulse
response after removing the first unnecessary part. Henceforth, the clipped im-
pulse response (without the first part) is called only ’impulse response’.

In the first milliseconds of the impulse response for each microphone, the
direct path impact of the sound from the speaker can be seen. This part has
significantly more energy than the rest of the impulse response, which is due to
that the sound has traveled only a very small distance and have also not lost any
energy from absorption of wall reflections.

From the measurements in a certain speaker position for which the distance to
the walls is large, the part in the time interval 0-tref ms can been extracted to use
as an estimate of the direct path part of each microphone (from now on denotated

h
(DP,ref)
m (t)), for which tref is a (preferably large) time t where no wall or ceiling

reflections are included in the impulse response for time interval 0-tref. Hence,
this part has no wall or ceiling reflections in it, although the reflections from the
floor are included. Then, this direct path estimation has been subtracted from the
other measurements, so that only the impulse response without the direct path is
left. The corrected impulse response is defined as

h
(corr)
tot,s (t) =

htot,s(t) − h(DP,ref)
m (t − τlag), 0 < t < tref

htot,s(t), t ≥ tref
(3.11)

for each measurement setup s, where h(corr)
tot,s (t) is the corrected impulse response

of htot,s(t) and τlag is a lag constant due to not being able to synchronize the
speaker and the microphone array. To synchronize the speaker and the micro-
phone array’s synchronization differences, the lag τlag between them has been
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Figure 3.2: Example of relevant impulse response for setup s, for a certain
microphone on the microphone array.

found by using cross-correlations maximum point for htot,s(t) and h(DP,ref)
m . An ex-

ample of the result of subtracting the direct path can be seen in Figure 3.3. There
are still some artifacts from the direct path left, but has considerably less energy
than before.

In the corrected impulse response h(corr)
tot,s (t) in Figure 3.3, it is possible to see

the ceiling reflection (at about 11 ms) and a wall reflection at about 7 ms. Around
4 ms after the ceiling reflection, there is a lot of energy in the impulse response,
which supposedly mostly comes from second order reflection from the ceiling
and the walls.

3.4.2 Lasso for finding reflections

To find out where the reflections are in the corrected impulse response h(corr)
tot,s (t)

for a setup s, a Lasso linear regression is used to estimate the attenuation con-

stants α(i)
s , notated α̂

(i)
s . Since the microphone has some gain, it is not the true

α
(i)
s that are estimated, but a scaled attenuation constant. Although, α(i)

s for all i
are scaled the same for each microphone, and the relevant information is the pro-

portion between α(i)
s for different i. Hence, the scaling factor is simply ignored.
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Figure 3.3: Impulse response for the same setup s as in Figure 3.2, but with
the direct path removed. Time constant tref is set to 9.1 ms.

For the estimation, a matrix Hm consisting of delayed and zero-padded direct
path is made for each microphone m. Let τmax be the maximum delay considered
(in seconds), which corresponds to the kmax:th sample in the impulse responses.

Then let h(DP,short)
m (t) = h

(DP,ref)
m (t), t=[0 1.1] ms, i.e. truncate h(DP,ref)

m (t) to the first
1.1 ms. With this, the matrix Hm is constructed as

Hm =



fdelay

{
h

(DP,short)
m (t), 0

}
fdelay

{
h

(DP,short)
m (t), 1

}
...

fdelay

{
h

(DP,short)
m (t), kmax

}


, (3.12)

where the dimension of the matrix is Hm ∈ R
Nxkmax , N is the amount of samples

in h(corr)
tot,s (t) and the function fdelay is defined as

fdelay {x(t), k} =

= [0 . . . 0︸      ︷︷      ︸
k elements

x(0 · Ts) x(1 · Ts) . . . x(kmax · Ts) 0 . . . 0] (3.13)
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for a vector x(t) ∈ Rkmax and gives fdelay {x(t), k} ∈ RN , for which Ts = 1/fs is the
sampling period time. Using the Lasso, the optimization problem is defined as

min
α̂s∈RN

1
N

∥∥∥∥h(corr)
tot,s − α̂Ts HT

m

∥∥∥∥2

2
+ λ ‖α̂s‖1 . (3.14)

where

h
(corr)
tot,s = [h(corr)

tot,s (0) h
(corr)
tot,s (1 · Ts) . . . h

(corr)
tot,s ((N − 1) · Ts)]. (3.15)

When solving (3.14), λ is set such that the maximum number of non-zero values
in α̂s is as close to design parameter Dmax as possible.

From this, the vector α̂s non-zero values represent reflections, and the time
delay can be found by finding the index for each non-zero value. For each esti-

mation, a maximum delay τmax is set to limit the amount of non-zero α̂(i)
s and to

exclude reflections coming from the ceiling. Also, all reflections that come from
objects and walls closer than 0.3 meters are ignored, since there are no walls at

this distance. This is done by setting h(corr)
tot,s (t) = 0 for t = 0, ..., t0.3m, where time

t0.3m corresponds to distance 0.3 meters (see Equation 3.18).
Each microphone’s α̂s are then summed up, for each time sample and creates

α̂
(sum)
s as

α̂
(sum)
s =

∑
m∈M

α̂s, (3.16)

where M is the set of microphones on the microphone array. Then, the summed

vector α̂(sum)
s is smoothed by convoluting a Hanning window

wHanning(k) = 0.5
(
1 − cos

(
2π

k
20

))
, 0 < k < 20 (3.17)

for which the result can be seen in the blue solid line Figure 3.5. All negative

values are set to 0 for the convoluted α̂
(sum)
s , since negative values do not affect

the reflection estimation and are of no interest. From this, the two maximum
points’ indices are used for the estimated wall distances d̂min and d̂max (after
recalculating index numbers to distances, see Equation 3.18).

Although, some clutter is present (e.g. at 0.4m in the top plot). The distance
dmeter in the x-axis is calculated with the function

dmeter =
tms

1000
·
c
2
, (3.18)

where dmeter is the distance to the speaker (in meters), tms is the time as in the
x-axis for Figure 3.3 (in milliseconds) and c = 343 m/s is the speed of sound.
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Figure 3.4: Example of estimated attenuation constants α̂s for the corrected
impulse response in 3.3, with optimization parameter Dmax = 10. Only parts
of impulse response corresponding to 0.3-1.85m have been considered.
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Figure 3.5: Example of estimated attenuation constants α̂s, with optimiza-
tion parameter Dmax = 10. Only parts of impulse response corresponding to
0.3-1.85m have been considered for the top plot, and 0.3-2.3m for the bottom
plot. Sum of the attenuation constant estimation over all the microphones,
for each time sample, has been smoothed with a Hanning window of size 20
samples, represented by the blue line.





4
Results and Discussion

4.1 Setup

In this section, the hardware, software and measurement room used in the thesis
are described.

4.1.1 Hardware and software

The software used in this thesis is

• Dirac’s HDSound - for measuring the room frequency response for differ-
ent speaker positions.

• Matlab 2018a - for analyzing measurement data and implementing algo-
rithms that outputs a correction filter from the speaker position estimates.
Matlab packages used includes:

– Hammerstein toolbox, based on [9], available at Matlab’s File Exchange.

• Dirac Studio - for real-time implementation of correction filters (with func-
tionality to turn on/off in real time).

The hardware used is

• Behringer’s 1C-BK as a speaker

• t.amp’s TA50 as an amplifier to the speaker

• miniDSP’s Umik-1 as reference microphone (representing the listener in
the room) for which the magnitude of the frequency response can be seen
in Figure C.2, Appendix C.

29
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Figure 4.1: Layout of UMA-8 microphone array, seen from above.

• miniDSP’s UMA-8 Microphone array as the on-board microphone array on
the speaker with a microphone setup seen in Figure 4.1 and the magnitude
of the frequency response in Figure C.2, Appendix C. The distance between
Mic 1 and the other microphones is about 4.6 cm.

• Focusrite’s Scarlett 2i4 2nd Generation as an audio interface for the PC

• ASUS UX305CA Zenbook with Windows 10 as a PC that everything is
connected to and where the software runs

The setup for the speaker with the UMA-8 mounted can be seen in Figure
4.2. The speaker was placed on a stool to get some height above the floor. All
hardware and software are set to sample frequency fs = 44100 Hz.

4.1.2 Room description

The room used for measurements is a conference room in the area Visionen at
Linköping University. The plan for the room can be seen in Figure 4.3. The room
is rectangular with the sides being 5.85 and 3.40 meters long, and the ceiling
height is about 2.40 meters. One of the walls mainly consists of a glass wall,
which starts 5 cm into the wall. For the wall to the right in Figure 4.3, there
hangs a white board of a size which is common in conference rooms. In the left
bottom corner in Figure 4.3, there were a table and some chairs pushed into the
corner when the measurements were done.
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Figure 4.2: Speaker setup for doing measurements. The setup shows a
speaker placed on a stool, with the microphone array UMA-8 (the black box)
on top of the speaker.

Figure 4.3: Drawing of the measurement room. The area A is where the
supposed listener is placed.

4.2 Estimating filter gain from speaker position

In this section, results for finding a model that predicts filter gain G from a
speaker position searched for. To find this model, the room frequency response
measurements are studied in order to find reliable features. Then, linear regres-
sion is used to find model the coefficients that will be used.
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4.2.1 Room frequency response measurements

Measurements were done to estimate the room frequency response, i.e. the fre-
quency response derived from Htot,s{x(t)}. For these measurements, the refer-
ence microphone Umik-1 is used (denoted m = 0), and therefore the setup is
s = (pspeaker,pmic, 0) for each speaker and microphone position pspeaker and pmic.

Since Umik-1’s magnitude of frequency response do not differ more than ±1
dB for different frequencies in the interval 20-20000 Hz, the approximation and
assumption that the Umik-1 does not colorize the sound is used. Therefore, for
some s = (pspeaker,pmic, 0), the approximation

Htot,s{x(t)} = Hmic,s

{
Hroom,s

{
Hspeaker {x(t)}

}}
≈

≈ Hroom,s

{
Hspeaker {x(t)}

} (4.1)

is done, as mentioned in Section 3.1.4 about microphone modeling.
For each speaker position pspeaker which was considered (seen in Table 4.2),

twelve estimates of the frequency response were made. Each of those twelve mea-
surements were done for a different reference microphone position pmic (seen in
Table 4.1), all within the area A in the room. In Figure 4.4 the reference micro-
phone positions are labeled with the letters a-i. Nine measurements, one for each
reference microphone position a-i, were done for when the microphone was 158
cm. In addition to those nine measurements, three measurements for position
d-f were made with the microphone being on the height 120 cm above the floor.
The microphone was always pointing upwards, towards the ceiling.

In Table 4.1 the position of the microphone can be seen, if the coordinate sys-
tem is set as described in Figure 4.4.

Position Position Position Height
label x-direction [m] y-direction [m] above floor [m]

a 3.0 1.0 1.58
b 3.0 1.5 1.58
c 3.0 2.0 1.58

d-high 3.5 1.0 1.58
e-high 3.5 1.5 1.58
f-high 3.5 2.0 1.58

g 4.0 1.0 1.58
h 4.0 1.5 1.58
i 4.0 2.0 1.58

d-low 3.5 1.0 1.20
e-low 3.5 1.5 1.20
f-low 3.5 2.0 1.20

Table 4.1: Reference microphone positions. Postfix −low and −high is to
separate measurements where the microphone was 120 cm or 158 cm above
the ground.
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The settings for volume where set so that the volume knobs on both the audio
interface and the amp where set to the middle position. The PC:s internal volume
was set to a value of 80, out of a 100.

In Table 4.2 the position of the speaker for the 16 different speaker positions
on which measurement were made. The position makes up a 4x4 grid of positions,
where the aim was to identify how the distance to walls and corners affected the
frequency response for the lower frequencies. For all positions the speaker’s front
was pointing upwards.

For position 16, an additional measurement was done with the exact same
speaker position, to see if the frequency response estimates were stationary within
a time interval of a minute.

Then, for each for each speaker and microphone position pspeaker and pmic,
Dirac’s software HDSound was used to estimate the frequency response magni-
tude. For each speaker position pspeaker, the estimated frequency response mag-
nitudes were averaged over the twelve microphone positions pmic. After that, the
frequency response magnitude was smoothed using an 1/8-octave filter and nor-
malized. For the normalization, the lower frequency bound flower was set to 120
Hz and the higher bound fupper to 3000 Hz. The resulting frequency response
magnitude estimate is used as the RFRM estimate.

For each speaker position pspeaker 12 measurements for different reference
microphone positions (position a-f) were made. This was done to so that the
correction filter do not overfit to just one position, but will make a satysfying cor-
rection for the listener for an area. Otherwise, if only one or a very few reference

Figure 4.4: Positions for reference microphone (crosses) and speaker
(squares). The point (x, y) = (0, 0) is in the upper right corner of the room.
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Speaker position Position Position
label x-direction [m] y-direction [m]

1 0.4 0.4
2 0.8 0.4
3 1.2 0.4
4 1.6 0.4
5 0.4 0.8
6 0.8 0.8
7 1.2 0.8
8 1.6 0.8
9 0.4 1.2

10 0.8 1.2
11 1.2 1.2
12 1.6 1.2
13 0.4 1.6
14 0.8 1.6
15 1.2 1.6
16 1.6 1.6

Table 4.2: Speaker positions for measurements.

microphone positions had been used, the risk of making a correction for a specific
frequency peak is higher. In Figure 4.5 the standard deviation for the 12 measure-
ments can be seen, for speaker position 14. The standard deviation is quite high.
Although, in Figure 4.6 it is possible to see that if the speaker is in the same posi-
tion, the RFRM estimate does not change much between different measurements.
Therefore, it is reasonable to assume that the noise in these measurements is low,
that the signal-to-noise ratio (SNR) is high and that the measurements of the RIR
are valid.

4.2.2 Position’s impact on bass

To find for which frequency interval this bass-position-relation holds, nine pat-
terns are looked at, where their frequency gains for the interval 40-250 Hz can
be seen in Appendix B. The interval 40-250 Hz is suitable since the speaker’s out-
put power is very low below 40 Hz and 250 Hz is approximately the Schroeder
frequency. In every legend in the figures, the positions at the top should have the
highest bass gain and then the bass gain should decrease when going down in the
list.

In all spectra, a peak at about 60 Hz can be seen. The height of the peak seems
to decrease when placing the speaker further away from a corner or a wall, espe-
cially when placing the speaker further away from the wall with a whiteboard
on it. This can partly be due to the whiteboards reflective properties, since a
whiteboard does absorb very little of the sound in comparison to most walls [2],
or could also partly be due to that the speaker is closer to the corner, it is also
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Figure 4.5: The estimated RFRM for the measured RIR (yellow solid line) for
the speaker, with ±one standard deviation added (blue area). All for speaker
position 14.

further away from the listener (area A).
The tendency that bass has a higher gain if the speaker is closer to a wall

can also be seen if looking at an average of frequency gain in the interval 50-
80 Hz. For the frequency interval right above 80 Hz (about 80-110 Hz) there
are attenuations for position 6 and 7, which do not follow the above mentioned
pattern looked for. Therefore, the interval 50-80 Hz seems to be a reasonable
interval to look at for room correction in this thesis and for this room.

Hence, a suitable value for the cut-off frequency is fc = 80 Hz, since this is the
highest frequency for which a good prediction can be made with the methodology
in this thesis.

4.2.3 Model for correction gain from speaker position

To be able to make correction filters for the speaker, a model for the speaker
position’s effect on the RFRM has to be made. The aim is to make the average
frequency gain in the interval 50-80 Hz having an average magnitude of 0 dB.
For each position, that would need a filter that increases the magnitude by the
amount seen in Table 4.3 and Figure 4.7.

In this section, the linear regression models presented in Section 3.3 are eval-
uated and the most suitable model is then used for predicting bass gain correc-
tion (in dB) from the speaker position. In Tables 4.3a and 4.3b (distinguished
by feature types in the models) the RMSE and the maxima of absolute errors are
shown. The RMSE and the maxima of absolute errors were calculated on the same
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Figure 4.6: Two seperate estimates of RFRM for speaker position 16. Both
are very similar to eachother, which shows that there seems to be consistency
between different room measurements.

measurements as was used for finding model coefficients, i.e. measurements for
speaker position 1-16. From these tables, it is possible to see that the best predic-
tions are gained when the features x and y are given to the model. Adding more
features do not result in an significantly lower RMSE, so to avoid using unneces-
sarily many features, Model 1 (with only x and y as features) seems to be the best
model.

Features that do not need the information of coordinates, but only the dis-
tances to the walls, are dmin, dmax and dcorner, are shown in Table 4.4b. There
seems to be a benefit in being able to identify from which wall the distance to
the wall corresponds to, since the models in Table 4.4a seem to perform better
than the models in Table 4.4b. This is reasonable, since the bass gain has a higher
derivate along the x-axis than the y-axis, as seen in Tables 4.5 and 4.6. Therefore,
a model with information about the coordinates, so that the model can differenti-
ate between x- and y-values, should in general result in a better RMSE.

In the current stage of the speaker positions estimation algorithm, it is not
possible to acquire estimates of the coordinates, but only of the distances to the
walls. Therefore, a model using only the features dmin, dmax, dcorner is needed.

If the coordinates are known in the estimates from the speaker position esti-
mation part, the best model that is not overfitted seems to be Model 1. It uses few
features, has one of the best RMSEs and the max error is in the magnitude of 1
dB (which is within acceptable limits, as stated in Section 2.2). Adding features
to model 1 does not improve the RMSE significantly.

If only information about distance to the two closest walls is given (Model 2,
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Speaker position Magnitude correction
label for interval 50-80 Hz, G [dB]

1 8.44
2 7.16
3 4.17
4 1.98
5 9.15
6 7.85
7 4.89
8 2.43
9 10.42

10 8.77
11 5.51
12 3.23
13 11.57
14 10.55
15 6.29
16 3.98

Table 4.3: The correction needed for the frequency response within interval
50-80 Hz, for each speaker position.

3, 4, 12) in the room modeling part, Model 3 seems to perform the best. Adding
features to this model, as in Model 12, does not improve it in any noticeable sense.
Since only estimates of wall distances can be gotten, Model 3 is the model that
will be used.

The model, with its coefficients, is then

G = −1.39 + 4.67dmin + 3.63dmax, (4.2)

where G is the predicted bass gain for the correction filter (in dB).

4.3 Estimation of speaker position

In this section, the results for speaker position estimation is presented and evalu-
ated.

4.3.1 Measurements for speaker position estimation

Measurements with an onboard microphone array (the UMA-8) was done to esti-
mate the impulse response of the whole system for each speaker position. With
this impulse response, the speaker’s position can than be estimated, which is de-
scribed in Section 3.4. The microphone array UMA-8 has 7 microphones on it,
denoted m = 1, ..., 7.



38 4 Results and Discussion

0.5 1 1.5
x [m]

0.4

0.6

0.8

1

1.2

1.4

1.6
y 

[m
]

2

4

6

8

10

M
ag

ni
tu

de
 [d

B
]

Figure 4.7: Colormap of magnitude correction for interval 50-80 Hz with x
and y coordinates of the room on the horizontal and vertical axis. Values
on the speaker positions 1-16 are the same as in Table 4.3. Values between
speaker position 1-16 are calculated through linear interpolation between
the data points.

In order to do this, the speaker was placed on the speaker positions 1-16 (as in
Table 4.2). For each position a log-sine-sweep (using to Rébillat’s method, as de-
scribed in Equation 2.5), starting at 50 Hz (f1 = 50) and up to 20 kHz (f2 = 20000)
and slightly longer than 2 seconds (T = 2), was played trough the speaker. The
volume was set to 70 out of 100 on the computer, and the knobs set to their
middle position at the sound card and the amplifier. The log-sine-sweep was
recorded simultaneously by each of the seven microphones on the microphone ar-
ray. The microphones on the array are synced with each other, but the speaker is
not synced with the microphone array (except that the speaker plays only approx-
imately at the same time as the microphone start recording). The log-sine-sweep
recorded by the microphones was than deconvoluted (using Rébillat’s method
described in Section 2.6.2) to find the impulse response of each system from the
speaker to each microphone. The received impulse responses are denoted htot,s(t),
and there are 7 for each speaker position, since s = (pspeaker,pmic, m), m = 1, ..., 7
for some speaker position pspeaker. Note that a speaker position pspeaker also de-
fines pmic, since the speaker and microphone array are approximately co-located
and with known geometry. In Figure 4.8 a recorded signal for a single micro-
phone on the UMA-8 can be seen. After 1.5 seconds, the signal is considerably
lower in amplitude, which is due to that the microphones on the UMA-8 have a
bandwidth of 100 to 10000 Hz.
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(a)

Model label Features used RMSE [dB] max{absolute error} [dB]
1 x, y 0.51 1.36
5 dlistener 0.71 2.05
6 x, y, dlistener 0.51 1.35
7 x 1.12 2.69
8 x, y, x2, y2 0.43 0.99
9 dlistener, d

2
listener 0.69 1.95

10 x, y, dlistener, d
2
listener 0.49 1.26

11 x2, y2 0.84 1.71

(b)

Model label Features used RMSE [dB] max{absolute error} [dB]
2 dmin 1.77 4.00
3 dmin, dmax 1.31 2.33
4 dcorner 1.46 3.61

12 dmin, dmax, dcorner 1.31 2.33

Table 4.4: The result for different models and which features each model in-
cludes. The RMSE and maximum absolute error of these models is shown to
the right. In Table 4.4a the models with features that need information about
the coordinates x and y are shown. In Table 4.4b the models with features
that do not need information about the coordinates x and y are shown, but
only about the wall distances to the closest walls.

4.3.2 Finding reflections in impulse responses

Estimation with the help of the Lasso linear regression has been made as de-
scribed in Section 3.4.2. The resulting peaks after the summing of coefficients and
smoothing with Hanning window can be seen in Figure 4.9, with maximum dis-
tance from speaker set to τmax = 1.85 meter, optimization parameter Dmax = 10
and impulse response correction parameters tstart = 1.1 ms and tref = 9.1 ms. The

speaker position used for extracting h(DP,ref)
m , m = 1, ..., 7, was speaker position 13.

Parameter τmax is set to 1.85 meter since that is the distance between the speaker
and the ceiling.

In Table 4.8 the estimates for speaker position 1-16 are shown. The error is
usually within ±10 cm, if disregarding very big errors such as for speaker position
1, 2, 5, 9, 10 and 15. For those speaker positions, it seems that the highest peaks
do not correspond to the correct wall reflection, resulting in errors which are very
large.

The error tends to be positive for most speaker positions (as seen in Figure

4.10), which is supposedly due to the fact that τ (DP )
s > 0 seconds. The UMA-8

microphone array is approximately 8 cm away from the closest speaker element
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H
HHHHy

x
0.4 0.8 1.2 1.6

0.4 -2.0 -4.2 -7.2 -8.4
0.8 -2.4 -4.9 -7.9 -9.2
1.2 -3.2 -5.5 -8.8 -10.4
1.6 -4.0 -6.3 -10.5 -11.6

Table 4.5: Coordinates (bold), in meters, and which mean gain they yield
(not bold), in dB.

PPPPPPPPdmax

dmin 0.4 0.8 1.2 1.6

0.4 -2.0 //////// //////// /////
0.8 -2.4 and -4.2 -4.9 //////// /////
1.2 -3.2 and -7.2 -5.5 and -7.9 -8.8 /////
1.6 -4.0 and -8.4 -6.3 and -9.2 -10.5 and -10.4 -11.6

Table 4.6: Distances to two closest walls (bold), in meters, and which mean
gain they yield (not bold), in dB.

(the bass element), which means that the true value of τ (DP )
s should be τ (DP )

s ≈
0.23 ms. The resulting wall distances with bias correction can be seen in Table
4.9. The bias correction is calculated as the mean of errors that are not larger
than ±20 cm, which results in a bias correction of +5.5 cm.

4.4 Filter design and implementation

The Shelving filter is set to have a cut-off frequency fc = 80 Hz, as discussed
in Section 4.2.2, and the sampling frequency is set to fs = 44100 Hz. The filter
parameters are set to

K = tan
( 80π

44100

)
V0 = 10

G
20

(4.3)

for which G is estimated with model in Equation 4.2. The filter coefficients can
than be calculated as in Equation 2.15. The filter is implemented using Dirac’s
software Dirac Studio.

4.5 Tests of room correction

The algorithms in Sections 4.2 and 4.3 were combined and the result of is eval-
uated in this section. In Section 4.5.1, tests are done on the measurement data
which was used to create the room correction algorithm and find suitable param-
eter values. In Section 4.5.2, the room correction is evaluated using new mea-
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Figure 4.8: Recorded signal for microphone 1 for speaker position 14.

surement data, which was created after the room correction algorithm had been
created and the parameter values set.

Parameter values were set to Dmax = 10, τmax = 1.85 meter, tstart = 1.1 ms
and tref = 9.1 ms. The measurements for RIR correction were taken from the
measurements made at speaker position 13.

4.5.1 Tests on positions 1-16

To calculate which correction filter to use, model in Equation 4.2 is used for the
part where the filter magnitude (parameter G) is estimated from the position.
When estimating the wall distances d̂min and d̂max, a bias correction of +5.5 cm
has been done done.

For the frequency interval 50-80 Hz, the correction seem to be satisfying. Al-
though, due to the filter slope for frequencies right above 100 Hz being not being
steep enough, some peaks gets an extra unnecessary boost. E.g., for position 14
in Figure 4.11, the spectrum has very high peaks at 100 Hz, 118 Hz and 147 Hz,
which gets boosted even more.

To evaluate the performance of the correction algorithm, the power mean and
standard deviation over speaker positions are studied. The metrics are calculated
for each frequency, as seen in Figure 4.12. The first moment and second moment
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Figure 4.9: Estimates α̂(sum)
s (convoluted with a Hanning window) for the

different speaker positions 1-16. The plots are divided into four parts for
clarity and readability. Only parts of impulse response corresponding to
0.3-1.85m have been considered. Color encoding for the lines can be seen in
Table 4.7

are calculated in dB, as

µdB(f ) =
1

#N

∑
n∈N

20 log(|Hn(f )|)

σ2
dB(f ) =

1
#N

∑
n∈N

(20 log(|Hn(f )|) − µdB(f ))2,
(4.4)

where µdB is the mean in dB, σdB(f ) the standard deviation in dB, Hn(f ) the room
frequency response for speaker position n and N the set of speaker positions
included.

As seen in Table 4.9, some position estimates for speaker positions 1-16 have
an absolute error above 20 cm for the wall distance estimations. These posi-
tions are disregarded when evaluating the performance in Figure 4.12. To im-
prove the results further, the main focus should be on lowering the occurrence
of these large error estimates. Because of this, only positions that have less
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PPPPPPPPPlot
Color

Blue Orange Yellow Purple

Top left Pos. 1 Pos. 5 Pos. 9 Pos. 13
Top right Pos. 2 Pos. 6 Pos. 10 Pos. 14

Bottom left Pos. 4 Pos. 8 Pos. 12 Pos. 16
Bottom right Pos. 3 Pos. 7 Pos. 11 Pos. 15

Table 4.7: Description of color encoding for lines in the plots in Figure 4.9

Speaker True (dmin; dmax) Est. (d̂min; d̂max) Error
position [m] [m] (dmin − d̂min; dmax − d̂max)

1 (0.45; 1.6) (0.32; 0.40) (0.14; 1.2)
2 (0.45; 1.2) (0.39; 0.57) (0.06; 0.63)
3 (0.45; 0.8) (0.38; 0.79) (0.07; 0.01)
4 (0.4; 0.4) (0.32; 0.50) (0.08; -0.10)
5 (0.85; 1.6) (0.33; 0.79) (0.52; 0.81)
6 (0.85; 1.2) (0.80; 1.10) (0.05; 0.10)
7 (0.8; 0.85) (0.71; 1.05) (0.09; -0.20)
8 (0.4; 0.8) (0.32; 0.77) (0.08; 0.03)
9 (1.25; 1.6) (1.19; 1.38) (0.06; 0.22)

10 (1.2; 1.25) (0.32; 1.18) (0.87; 0.07)
11 (0.8; 1.25) (0.71; 1.35) (0.09; -0.10)
12 (0.4; 1.2) (0.32; 1.16) (0.09; 0.05)
13 (1.6; 1.65) (1.52; 1.60) (0.08; 0.05)
14 (1.2; 1.65) (1.12; 1.58) (0.08; 0.07)
15 (0.8; 1.65) (0.33; 71) (0.47; 0.94)
16 (0.4; 1.6) (0.33; 1.58) (0.07; 0.02)

Table 4.8: Wall distance estimations for speaker positions 1-16. Rounded to
closest whole (integer) centimeter

than 20 cm in absolute error for wall distance estimations have been included
in the solid lines in the plots in Figure 4.9. That is, for the solid lines, N =
{3, 4, 6, 7, 8, 9, 11, 12, 13, 14, 16}. For the dashed line, all speaker positions are in-
cluded, which means that N = {1, 2, .., 16}.

It is clear that the standard deviation over different speaker positions for the
frequency interval [50 80] Hz is lower for the corrected RFRM. For frequencies in
the interval 100-200 Hz, the standard deviation for the power (in dB) is higher for
the increased for the corrected RFRM. This is due to that the tail of the slope for
the Shelving filter affects the power for frequencies above the cut off frequency
of 80 Hz. For frequencies above 200 Hz the RFRM:s of the corrected and un-
corrected RFRM:s are almost the same. The reason for this is that the Shelving
filter’s frequency response’s magnitude tend to 0 dB for frequencies above the cut
off frequency.
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Figure 4.10: Histograms of error which have an absolute value below 20 cm,
for speaker position 1-16 (values from Table 4.8). The left one is without bias
correction, and the right one is with a bias correction of 5.5 cm.

When considering all the speaker positions 1-16 (dashed lines in Figure 4.12),
the same effect as for the speaker positions without large errors (solid lines),
which is as expected when removing badly estimated speaker positions.

4.5.2 Tests on new measurements

For evaluation, 4 measurements were done a few months after the first measure-
ments. The speaker positions’ coordinates were randomly drawn from a uniform
distribution U (0.4, 1.6) (in meters). These measurements were labeled speaker
position 17-20. In Table 4.11, the speaker positions and the estimated wall dis-
tances are shown.

For speaker position 20, one wall is estimated to be at the distance 0.41 meters
away instead of 1.53 meters. This is a very big error and also causes that d̂min is
wrongly an estimate of dmax instead of dmin. Because of the big error, the filter
for the correction is not very good, for which the effect can be seen in Figure 4.13.
There, the standard deviation including speaker position 20 (dashed lines) are
worse (i.e. greater than) the standard deviation excluding speaker position 20
(solid lines), for some frequencies within the interval 50-80 Hz.

The estimated filter has the bass gain of G dB and the error for the estimates
for speaker position 17-19 where almost within ±1 dB, as seen in the Difference
column in Table 4.12. For speaker position 20, the error is large, which is due to
the poorly estimated wall distances.

The performance on the measurements for speaker positions 17-20 are sim-
ilar to the measurements for speaker positions 1-16. Although, due to the low
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Speaker True (dmin; dmax) Bias corrected est. Error
position [m] (d̂min; d̂max) [m] (dmin − d̂min; dmax − d̂max)

1 (0.45; 1.6) (0.37; 0.46) (0.06; 1.12)
2 (0.45; 1.2) (0.45; 0.62) (-0.02; 0.55)
3 (0.45; 0.8) (0.43; 0.84) (-0.01; -0.07)
4 (0.4; 0.4) (0.37; 0.56) (0.00; -0.18)
5 (0.85; 1.6) (0.39; 0.84) (0.43; 0.73)
6 (0.85; 1.2) (0.85; 1.15) (-0.03; 0.02)
7 (0.8; 0.85) (0.76; 1.11) (0.01; -0.28)
8 (0.4; 0.8) (0.37; 0.82) (0.00; -0.05)
9 (1.25; 1.6) (1.24; 1.44) (-0.02; 0.14)

10 (1.2; 1.25) (0.38; 1.24) (0.79; -0.01)
11 (0.8; 1.25) (0.76; 1.40) (0.01; -0.18)
12 (0.4; 1.2) (0.37; 1.21) (0.00; -0.04)
13 (1.6; 1.65) (1.58; 1.65) (0.00; -0.03)
14 (1.2; 1.65) (1.17; 1.64) (0.00; -0.01)
15 (0.8; 1.65) (0.39; 0.76) (0.39; 0.86)
16 (0.4; 1.6) (0.38; 1.63) (-0.01; -0.06)

Table 4.9: Wall distance estimations for speaker positions 1-16, with a bias
correction of +5.5 cm for the estimations d̂min and d̂max. Rounded to closest
whole (integer) centimeter,

amount of measurements in total, it is hard to draw any statistically supported
conclusions.

4.6 Problems and limitations

In this section the problems and limitation of the methods used and results
gained are discussed.

4.6.1 Position to room frequency response mapping

The frequency interval 50-80 Hz which has been focused at is rather small and is
barely within the speaker’s bandwidth. This most certainly affects the satisfaction
of the listener. The target frequency response (Figure 1.2) might not be the best
for the speaker model used (which is Behringer’s 1C-BK) in respect to listener
satisfaction. A better model for predictingG for a wider frequency interval would
be beneficial for the results, but was not found in this thesis.

4.6.2 Speaker position estimation

For all speaker positions tested there are negative peaks values for the estimated
attenuation constants, α̂(i). Two plausible explanations for these negative values
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Speaker Uncorrected mean Estimated bass gain Difference
position bass power PUncorr [dB] for filter G [dB] G − PUncorr [dB]

1 -8.43 1.53 -6.90
2 -7.16 2.50 -4.65
3 -4.16 3.23 -0.93
4 -1.98 1.91 -0.06
5 -9.14 3.01 -6.12
6 -7.84 6.31 -1.53
7 -4.88 5.74 0.85
8 -2.43 2.87 0.44
9 -10.41 9.16 -1.25

10 -8.76 4.42 -4.34
11 -5.51 6.79 1.28
12 -3.22 4.27 1.04
13 -11.56 11.51 -0.05
14 -10.55 9.56 -0.98
15 -6.29 2.72 -3.56
16 -3.98 5.86 1.88

Table 4.10: Mean bass power (for the frequency interval 50-80 Hz), the es-
timated bass gain for the Shelving filter G and the difference between them,
which should ideally be 0 dB.

are that they come from:

1. Reflections that correspond to negative α̂(i). This could be from either that
the floors frequency dependent absorption coefficients give this effect, or
that the microphones properties give this effect.

2. The DP part used in the Lasso linear regression (Equation 3.12) is too short
and the negative α̂(i) has the property of minimizing the later part of the
reflections.

The negative estimated constants are not generally a problem, since the reflec-

Speaker Coordinates Wall est. Wall est.
position (x, y) [m] d̂min [m] d̂max [m]

17 (0.75; 0.84) 0.72 1.12
18 (0.82; 1.16) 0.81 1.43
19 (1.20; 1.59) 1.20 1.61
20 (1.53; 0.82) 0.41 0.89

Table 4.11: The coordinates for the measurements for speaker position 17-
20, together with the estimated wall distances d̂min and d̂max. For the shown
wall distance estimates, bias correction of +5.5cm has been done.
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Speaker Uncorrected mean Estimated bass gain Difference
position bass power PUncorr [dB] for filter G [dB] G − PUncorr [dB]

17 -5.08 5.56 0.48
18 -6.77 7.13 0.36
19 -11.43 9.61 -1.82
20 -9.51 3.28 -6.23

Table 4.12: Mean bass power (for the frequency interval 50-80 Hz), the es-
timated bass gain for the Shelving filter G and the difference between them,
which should ideally be 0 dB.

tions are found using the maximum peak (which excludes all negative peaks since
they are lesser than 0). In some cases there could be problems with negative coef-
ficients. If the negative coefficients coincidence in time with clear positive peaks
and therefore decreases the height of the reflection peak. If this becomes a prob-
lem, it is possible to only consider positive α̂(i).

A problem with estimating the two closest walls is when they are at the same
distance. For speaker position 10, the wall distance difference of 5 cm is enough
to identify two clear peaks, and the algorithm can estimate the walls distances
with a satisfying precision. For the case of speaker position 4 and 7, the reflection
classified as the second strongest seems to come from the corner (the distance to
the corner is 57 cm and 113 cm respectively). This makes for a greater error.
Although, the error can in an application eventually be satisfying enough for a
listener to perceive the room correction as an improvement of the sound quality.

For the measurements with the co-located microphone array (for speaker po-
sition estimation), log-sine-sweeps from the frequency 50 to 20000 Hz were used,
even though the bandwidth of the UMA-8:s microphones only is 100-10000 Hz.
This have probably resulted in poorer estimates of the RIRs. Knowledge about the
bandwidth of the microphones was obtained after the measurements were done,
which is the reason for the poorly motivated choice of start- and end-frequencies
of the log-sine-sweeps.

4.6.3 Correction filter

Due to the slope of the Shelving filter, the correction make the sound worse for
frequencies right above 80 Hz. To fix these, the Shelving filter could be modified
to have a faster decreasing slope around the cut-off frequency fc. Another fix
could be to use another filter type for correction filter. If a more advanced filter
was used, it could also be possible to correct standing waves in the room.
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Figure 4.11: Correction of spectrum. The top plot is for speaker position
3 and the bottom is for speaker position 14. For frequencies 1000 Hz and
higher, the difference between the corrected and uncorrected spectrum is
not visible.
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Figure 4.12: Above plot shows the standard deviation per frequency σ2
dB(f )

and the bottom plot shows mean power per frequency µdB(f ). Speaker posi-
tions included in the solid lines are N = {3, 4, 6, 7, 8, 9, 11, 12, 13, 14, 16} and
for the dashed lines N = {1, 2, .., 16}.

Figure 4.13: Above plot shows the standard deviation per frequency σ2
dB(f )

and the bottom plot shows mean power per frequency µdB(f ). Speaker posi-
tions included in the solid lines are N = {17, 18, 19} and for the dashed lines
N = {17, 18, 19, 20}.





5
Conclusions

In this thesis, a method to make room correction for a speaker using a co-located
microphone array was searched for. The room correction should correct for the
speaker’s position in the room, so that the speaker sounds the same no matter of
its position. The basis for the thesis is that the speaker’s outputted bass increases
when placed near corners. This was done and evaluated for a small conference
room at Linköping University.

The approach was to firstly

1. construct a model for which correction filter should be used for each speaker
position in the room, and secondly

2. develop an algorithm that estimates the speaker’s position using the co-
located microphones

and then combine 1 and 2 (in list above) to be able to automatically create a filter
using the speaker and the co-located microphones.

For the correction filter, a bass boosting Shelving filter was used. A model for
the gain parameter G for the bass constructed, which made it possible to estimate
G by looking at the distance to the two closest walls. The correction filter has a
cut-off frequency of 80 Hz and do focus on the output for frequencies below the
cut-off frequency. The usage of a Shelving filter had some consequences. One was
that the slope around the cut-off frequency fc (where fc = 80 Hz) was not very
steep, and therefore the power for the frequencies right above fc varied more
with the room correction, than without. Another that there was no way to adjust
certain frequency peaks coming from the standing waves in the room.

The speaker position estimation was done by looking at the wall reflections
in the impulse response for each microphone in the co-located microphone array.
Only a way of finding the distance to the two closest walls was found, and the
algorithm is not able to tell which reflection comes from which wall. For some
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speaker positions, the wall distance estimates were very poor, which considerably
worsened the performance of the room correction. These very poor estimates
were partly due to that some peaks in the estimated attenuation constants did
not correspond to first order wall reflections, but instead to second order wall
reflections.

If G is estimated by inputting the estimated wall distances from 2 (in list
above), to the model in 1 (in list above), and the resulting correction filter is
applied, the result is that the speaker’s position is corrected for in the frequency
interval 50-80 Hz. This means, if the room correction is applied, the sound from
the speaker varies less with the speaker’s position than if the room correction was
not applied, for most speaker positions. For the speaker positions where the wall
distance estimates were very poor, the result could be that the room correction
increased the variety in the bass instead of decreasing it.

5.1 Further work

Improvements of the room correction can be done. Listed below are areas pos-
sible to do further studies within, for which the results could improve the room
correction.

• In the current stage of the speaker position estimation, only the wall dis-
tances dmin and dmax can be found, and there is no further information
about the room orientation and coordinates (x, y) in the estimates. Finding
ways to estimate (x, y) instead of dmin and dmax would improve the room
correction, since a better model for estimating G can then be used. The
work in Appendix A could potentially be of help for developing a method
to estimate (x, y).

• The effect of the parameters f1 and f2 for the log-sine-sweeps in the speaker
position estimation were not evaluated fully. A better SNR for the RIR esti-
mates could possibly be achieved if having a smaller bandwidth for the log-
sine-sweep, and especially making sure that the interval [f1 f2] is within the
bandwidth of the microphones, which was not the case for the UMA-8 in
this thesis.

• The sampling frequency fs used in this thesis was set to 44100 Hz. If the
speed of sound is 343 m/s, a sound wave can travel about 8 mm in between
two samples are recorded. This gives the wall distance estimation no better
precision than about 4 mm. Increasing the sampling frequency fs or upsam-
pling the RIRs would allow for better precision in the distance estimates.
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A
Additional work

This appendices presents a method for estimating the direction of arrival (DOA)
for a wall reflection. This method does not provide any contributions to the the-
sis’s research aims on its own, but can be an important part of future improve-
ments of the room correction in this thesis.

A.1 Pairwise DOA

DOA estimation is done by pairwise comparing wall distance estimations from
the microphones on the microphone array UMA-8. The microphones on the UMA-
8 are labeled m = 1, ..., 7. Denote a pair of microphone i and j as (i, j). Let P be
the set of all microphone pairs and be defined by

P =
{
(i, j) ∈ R2 : j > i

}
. (A.1)

For wall k and microphone i, denote a wall distance estimation as d̂k,i . The wall
distance estimation d̂k,i is defined as

d̂k,i = argmax
d∈Wk

{
α̂(i)(d)

}
, (A.2)

where α̂(i)(d) is the element in α̂(i) corresponding to distance from the speaker d,
the setWk isWk =

{
d ∈ R : d̂(wall k) − 0.15 < d < d̂(wall k) + 0.15

}
for which d̂(wall k)

is the estimated wall distance for wall k as seen in Tables 4.8 and 4.11 (Note that
in the tables have subindices min and max, instead of k = 1, 2). In other words,
Wk restricts that only values within ±15 cm from the estimated wall distance are
considered.
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Figure A.1: The cirular microphone array UMA-8 seen from above, with
sound from a wall reflection coming from the angle θ, in the relative coor-
dinate system (xUMA, yUMA). Microphone 2-7 are evenly spread around the
dashed circle, and therefore the angle between two adjacent microphones is
60 degrees.

Let the angle θ be defined as positive if going from the x-axis to the y-axis
(as in Figure A.1) and r = 0.046 meters be the radius of the UMA-8. If the wall
reflection arrives from the angle θ, the geometry of the microphone array gives

d̂k,i − d̂k,j = r(cos(θj ) − cos(θi)) + εk,i,j (A.3)

for (i, j) ∈ P with i > 1, and

d̂k,1 − d̂k,j = r(cos(θj )) + εk,1,j (A.4)

for (i, j) ∈ P with i = 1. In these equations, we define angle θ2 = 300◦ − θ, angle
θ3 = 240◦ − θ, angle θ4 = 180◦ − θ, angle θ2 = 120◦ − θ, angle θ7 = 60◦ − θ, each
corresponding to the microphones on the UMA, angle θ as the DOA and εk,i,j as
the error.

Let all possible equations from (A.4) and (A.3) for (i, j) ∈ R form an equation
system, with top-to-bottom order as (i, j) = (1, 2), (1, 3), . . . (1, 7), (2, 3), (2, 4), . . . , (6, 7).
This equation system will be equivalent to

Lymeas = F(θ) + εk (A.5)
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where εk is all εk,i,j on a vector for walls k = 1, 2, matrix L is defined by

L =



1 −1 0 0 0 0 0
1 0 −1 0 0 0 0

...
1 0 0 0 0 0 −1
0 1 −1 0 0 0 0

...
0 0 0 0 0 1 −1


, (A.6)

measurement vector ymeas is defined by

ymeas =
[
d̂k,1 d̂k,2 d̂k,3 d̂k,4 d̂k,5 d̂k,6 d̂k,7

]T
, (A.7)

and function F(θ) defined by

F(θ) =



r cos(θ2)
r cos(θ3)

...
r cos(θ7)

r(cos(θ3) − cos(θ2))
r(cos(θ4) − cos(θ2))

...
r(cos(θ7) − cos(θ6))


(A.8)

Then a grid search is performed for θ with a resolution of 1 degree, to find θ
that gives the lowest cost V NLS = ‖εk‖22, which is the DOA estimate. [6]

A.2 Implementation and results

The DOA estimation was tested for speaker positions 1-20. The design parameter
value Dmax was increased to Dmax = 20, in comparison to earlier parts of the
thesis. This was due to Dmax = 10 gave too few non-zero values for α̂(i) to be able
to do DOA for two walls.

The resulting DOA estimations can be seen in Table A.1. The true value for
the DOAs should be approcimately 30◦ or 120◦. Although, during the measure-
ments, the accuracy of placing the speaker correctly rotated was not very high.
That means that some difference from 30◦ or 120◦ may occur due to how the
measurements were done.

The histogram in Figure A.2 shows that most DOA estimations are around
30◦ and 120◦. This shows that the DOA approach might be a part future work
for better room geometry estimation, but probably needs improved accuracy to
be useful.
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Speaker Wall est. DOA Wall est. DOA
position d̂1 [m] θ̂1 [◦] d̂2 [m] θ̂2 [◦]

1 0.46 129 0.37 129
2 0.44 140 1.15 0
3 0.44 127 0.84 61
4 0.37 150 0.56 83
5 0.85 128 0.38 56
6 0.86 133 1.16 30
7 0.76 36 1.10 51
8 0.37 46 0.83 134
9 1.24 298 1.44 124

10 1.24 14 0.39 123
11 0.77 37 1.40 72
12 0.37 34 1.21 85
13 1.67 275 1.58 275
14 1.17 15 1.67 342
15 0.77 34 0.39 58
16 0.38 19 1.69 0
17 0.72 35 1.12 64
18 0.81 35 1.42 89
19 0.37 195 1.61 100
20 0.89 122 0.40 300

Table A.1: Estimated DOA and wall distances for speaker position 1-20.

Figure A.2: DOA estimations for each wall for each speaker position 1-12.



B
Room frequency responses

Room frequency responses from Visionen.
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C
Frequency responses for

microphones

Figure C.1: Frequency responses magnitude for Umik-1. [10]
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Figure C.2: Frequency responses magnitude for each microphone on the
UMA-8. [8]
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