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Abstract
The coupling of the compressible and incompressible Navier-Stokes equations is considered. Our ambition is to take a first step towards a provably well posed and stable coupling procedure. We study a simplified setting with a stationary planar interface and small disturbances from a steady background flow with zero velocity normal to the interface.

The simplified setting motivates the use of the linearized equations, and we derive interface conditions such that the continuous problem satisfy an energy estimate. The interface conditions can be imposed both strongly and weakly. It is shown that the weak and strong interface imposition produce similar continuous energy estimates.

We discretize the problem in time and space by employing finite difference operators that satisfy a summation-by-parts rule. The interface and initial conditions are imposed weakly using a penalty formulation. It is shown that the results obtained for the weak interface conditions in the continuous case, lead directly to stability of the fully discrete problem.

Keywords: Compressible fluid, incompressible fluid, Navier-Stokes equations, energy estimate, interface conditions, stability

1. Introduction
The ocean-atmosphere coupling is one of the major factors influencing weather and climate. In particular it is critical for predicting changes in global temperature patterns and warming trends [1, 2, 3, 4]. This multiphase...
coupled problem can be handled with three different methodologies: one can
treat both phases as compressible, both phases as incompressible or the gas
as compressible and the liquid as incompressible.

The fully compressible fluid model is limited to liquids where acceptable
compressibility models for their evolution [5] exist. The fully incompress-
ible model is valid as long as the density variations in the gas phase can
be neglected [6]. These two models lead to a conventional coupling proce-
dure, since the same set of equations govern both phases. The compressible-
incompressible coupling is in many cases more realistic and general, but it is
not straightforward, since the set of governing equations differ [7, 8].

Another challenge apart from compressibility of the fluids, is posed by the
presence of viscosity. In [7, 8], the authors considered inviscid fluids mod-
eled by the Euler equations. In this paper, we consider the compressible-
incompressible approach for viscous fluids modeled by the Navier-Stokes
equations and to a large extent follow the general procedure used in [9, 10].
Our ambition is to present a first step towards a provably well posed and
stable coupling procedure. This rigorous mathematical treatment is more
straightforward by employing the approximations specified in the beginning
of Section 2 below. In particular, we will show that the continuous analysis
of the interface treatment, lead directly to stability for summation-by-parts
(SBP) based schemes.

As our numerical method, we will use finite differences but the analysis
is valid also for genuinely multi-dimensional SBP schemes [11, 12] as well as
finite volume [13, 14], flux reconstruction schemes [15, 16, 17] and discontin-
uous Galerkin schemes [18, 19] on SBP form. Our ambition is to derive a
provably accurate and stable coupling procedure for modeling the interaction
between compressible and incompressible fluids. To make the analysis trans-
parent and easy to follow, the linearized problem with a stationary interface
and steady background flow with zero velocity normal to the interface will
be used.

The rest of the paper proceeds as follows. In Section 2, we introduce
the equations and derive the number and form of the interface conditions.
Section 3 deals with obtaining a bound for the energy rate for both strong and
weak imposition of interface conditions. In Section 4, we present the semi-
discrete formulation and derive stability conditions. Numerical experiments
are performed in Section 5 to show the accuracy of the procedure. Finally,
we summarize and draw conclusions in Section 6.
2. The continuous problem

With the coupling of ocean-atmosphere in mind, we consider a two-dimensional setting where the two solutions vary slightly around a constant background state which is continuous across the interface and has zero normal velocity. Based on this assumption and the additional approximation that we consider a fixed interface at \( y = 0 \), we study the linearized problems. The compressible gas occupies \( \Omega_c = [-L, +L] \times [0, +H] \) and the incompressible fluid \( \Omega_i = [-L, +L] \times [-H, 0] \). We further assume that the linearized solutions have compact support in \( [-L, +L] \times [-H, +H] \) and focus on the conditions along the interface \( y = 0 \), see Figure 1.

**Remark 1.** As stated above, we have for ease of presentation and analysis assumed that the interface position is fixed in time. For a read up on moving interface, see [20, 21].

2.1. The compressible Navier-Stokes equations

The linearized and symmetrized compressible Navier-Stokes equations [22, 23] are

\[
U_t + A_1 U_x + A_2 U_y = \epsilon \left( F_x^c + G_y^c \right),
\]

where \( U = \left[ \bar{\rho}/\sqrt{\gamma}, \bar{\rho}u, \bar{\rho}v, \bar{\rho}T/\sqrt{\gamma(\gamma - 1)} \right]^T \) and \((\rho, u, v, T)\) is the perturbation. Throughout this paper, we use subscripts to denote partial derivatives,
i.e. $U_t = \partial U/\partial t$ in (1). The viscous fluxes are given by

$$F^c = A_{11} U_x + A_{12} U_y, \quad G^c = A_{21} U_x + A_{22} U_y,$$

and

$$A_1 = \begin{bmatrix} \bar{u} & \frac{\bar{c}}{\sqrt{\gamma}} & 0 & 0 \\ \frac{\bar{c}}{\sqrt{\gamma}} & \bar{u} & 0 & \bar{c} \sqrt{\frac{\gamma - 1}{\gamma}} \\ 0 & 0 & \bar{u} & 0 \\ 0 & \bar{c} \sqrt{\frac{\gamma - 1}{\gamma}} & 0 & \bar{u} \end{bmatrix}, \quad A_{11} = \frac{1}{\bar{\rho}} \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & \bar{\lambda} + 2\bar{\mu} & 0 & 0 \\ 0 & 0 & \bar{\mu} & 0 \\ 0 & 0 & 0 & \frac{\bar{\gamma} \bar{\kappa}}{\text{Pr}} \end{bmatrix},$$

$$A_2 = \begin{bmatrix} \bar{v} & 0 & \frac{\bar{c}}{\sqrt{\gamma}} & 0 \\ 0 & \bar{v} & 0 & 0 \\ \frac{\bar{c}}{\sqrt{\gamma}} & 0 & \bar{v} & \bar{c} \sqrt{\frac{\gamma - 1}{\gamma}} \\ 0 & 0 & \bar{c} \sqrt{\frac{\gamma - 1}{\gamma}} & \bar{v} \end{bmatrix}, \quad A_{22} = \frac{1}{\bar{\rho}} \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & \bar{\mu} & 0 & 0 \\ 0 & 0 & \bar{\lambda} + 2\bar{\mu} & 0 \\ 0 & 0 & 0 & \frac{\gamma \bar{\kappa}}{\text{Pr}} \end{bmatrix},$$

$$A_{12} = A_{21}^T = \frac{1}{\bar{\rho}} \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & \bar{\lambda} & 0 \\ 0 & \bar{\mu} & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}.$$

In (3), the overbar denotes the constant state around which we have linearized. The dependent variables are the density $\rho$, the velocities $u, v$ in the $x$ and $y$ direction, respectively and the temperature $T$. We assume an ideal fluid and hence the equation of state is $\gamma p = \rho T$, where $p$ is the pressure and $\gamma = c_p/c_v$ is the ratio of the specific heats. Furthermore, we have used the speed of sound $\bar{c}$, the shear and second viscosity $\bar{\mu}, \bar{\lambda}$, the thermal conductivity $\bar{\kappa}$, the Prandtl number $\text{Pr} = \mu_\infty c_p/\kappa_\infty$ and $\epsilon = 1/Re$ where $Re = \rho_\infty U_\infty L/\mu_\infty$ is the Reynolds number. The infinity subscript denotes the reference value and $L$ is a characteristic length scale. For simplicity and ease of presentation, in the remainder of the paper, we assume that $\bar{v} = 0$. 

---

2 THE CONTINUOUS PROBLEM
2.2. Incompressible Navier-Stokes equations

The linearized incompressible Navier-Stokes equations are

\[ \hat{\rho}(\tilde{u}_x + \tilde{v}_y) = 0, \]
\[ \hat{\rho}(\tilde{u}_t + \hat{u}\tilde{u}_x + \hat{v}\tilde{u}_y) = -\tilde{p}_x + \epsilon\hat{\mu}(\tilde{u}_{xx} + \tilde{u}_{yy}), \]
\[ \hat{\rho}(\tilde{v}_t + \hat{u}\tilde{v}_x + \hat{v}\tilde{v}_y) = -\tilde{p}_y + \epsilon\hat{\mu}(\tilde{v}_{xx} + \tilde{v}_{yy}). \]

The dependent variables \(\tilde{u}, \tilde{v}\) and \(\tilde{p}\) represent the perturbation around the constant states of the velocity field \((\hat{u}, \hat{v})\) and the pressure. The parameters \(\hat{\mu}, \hat{\rho}\) denote the constant viscosity and constant density.

**Remark 2.** We have multiplied the first equation in (4) with \(\hat{\rho}\) to get a similar form of the continuity equation as in the compressible equations (1).

The fact that \(\tilde{u}_x + \tilde{v}_y = 0\) implies that \((\tilde{u}_x + \tilde{v}_y)_x = (\tilde{u}_x + \tilde{v}_y)_y = 0\), and the system (4) can be rewritten as

\[ \tilde{I}_3 V_t + B_1 V_x + B_2 V_y = \epsilon(F_x^i + G_y^i), \]

where the viscous fluxes are

\[ F_x^i = B_{11} V_x + B_{12} V_y, \quad G_y^i = B_{21} V_x + B_{22} V_y. \]

In (5) and (6), \(\tilde{I}_3 = \text{diag}(0, 1, 1)\), \(V = [\tilde{p}, \hat{\rho}\tilde{u}, \hat{\rho}\tilde{v}]^T\) and

\[
B_1 = \begin{bmatrix}
0 & 1 & 0 \\
1 & \hat{u} & 0 \\
0 & 0 & \hat{u}
\end{bmatrix}, \quad B_{11} = \frac{1}{\hat{\rho}} \begin{bmatrix}
0 & 0 & 0 \\
0 & 2\hat{\mu} & 0 \\
0 & 0 & \hat{\mu}
\end{bmatrix}, \\
B_2 = \begin{bmatrix}
0 & 0 & 1 \\
0 & \hat{v} & 0 \\
1 & 0 & \hat{v}
\end{bmatrix}, \quad B_{22} = \frac{1}{\hat{\rho}} \begin{bmatrix}
0 & 0 & 0 \\
0 & \hat{\mu} & 0 \\
0 & 0 & 2\hat{\mu}
\end{bmatrix}, \\
B_{12} = B_{21}^T = \frac{1}{\hat{\rho}} \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & \hat{\mu} & 0
\end{bmatrix}.
\]

Also in this case, we assume \(\hat{v} = 0\) in the following.

**Remark 3.** By transforming equation (4) into (5) using the gradients of the divergence relation, the structure in (6) becomes similar to the one in (2). Later, we will show that this transformation simplifies the proof of the well-posedness.

**Remark 4.** The parameter \(\epsilon\) is the same for both the compressible and incompressible equations, since we have used the same reference values.
2.3. Interface conditions

The number of boundary/interface conditions can be derived using the energy method [23, 10] or the Laplace transform technique [24, 25]. In this paper, we will use the energy method as our main analysis tool and derive an equation for the energy-rate. For clarity, we ignore the outer boundary conditions, which have been studied in [23, 26, 27, 28, 29, 30, 31], and focus only on the interface at \( y = 0 \).

2.3.1. The number of interface conditions

The energy method (multiplying (1) and (5) by the transpose of the solution and integrating over the spatial domains), together with the use of the Green-Gauss theorem, yields

\[
\frac{d}{dt}(\|U\|^2 + \|V\|^2_{\tilde{I}_3}) + 2\epsilon DIS_1 + 2\epsilon DIS_2 = -\int_{-L}^{+L} W^T E W|_{y=0} dx,
\]

where

\[
\|U\|^2 = \int_{\Omega_c} U^T U d\Omega, \|V\|^2_{\tilde{I}_3} = \int_{\Omega_i} V^T \tilde{I}_3 V d\Omega.
\]

In (7), \( W = [U, \epsilon G^c, \epsilon G^i, V]^T \) and

\[
E = \begin{bmatrix}
-A_2 & \tilde{I}_4 & 0 & 0 \\
\tilde{I}_4 & 0 & 0 & 0 \\
0 & 0 & 0 & -\tilde{I}_3 \\
0 & 0 & -\tilde{I}_3 & B_2
\end{bmatrix}, \quad \tilde{I}_4 = diag(0, 1, 1, 1).
\]

The dissipative terms in (7) are given by

\[
DIS_1 = \int_{\Omega_c} \begin{bmatrix} U_x \\ U_y \end{bmatrix}^T D_1 \begin{bmatrix} U_x \\ U_y \end{bmatrix} d\Omega, \quad DIS_2 = \int_{\Omega_i} \begin{bmatrix} V_x \\ V_y \end{bmatrix}^T D_2 \begin{bmatrix} V_x \\ V_y \end{bmatrix} d\Omega,
\]

where

\[
D_1 = \begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}, \quad D_2 = \begin{bmatrix}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{bmatrix},
\]

are positive semi-definite [27, 28, 31, 32].

Remark 5. The first element of the vectors \( G^c \) and \( G^i \) is zero. The corresponding rows and columns in \( E \) are therefore empty.

The negative terms in the quadratic form \( W^T E W \) may cause growth and must be bounded. This means that the number of interface conditions is
equal to the number of negative eigenvalues of the matrix $E$ [10, 23]. The matrix $E$ has five negative eigenvalues

$$\Lambda^-=\{-1,-1,-\sqrt{2},-\sqrt{1+\eta_1},-\sqrt{1+\eta_2}\},$$

where $\eta_{1,2} = \bar{c}^2/2 \pm \sqrt{\bar{c}^4/4 + \bar{c}^2(\gamma-1)/\gamma}$, four zero eigenvalues and five positive eigenvalues where $\Lambda^+ = -\Lambda^-$. The five negative eigenvalues implies that five interface conditions are required.

**Remark 6.** *Since the matrix $E$ is real and symmetric, all eigenvalues are real. It can be shown that $1 + \eta_{1,2} > 0$.*

### 2.3.2. The form of the interface conditions

The following interface conditions were derived in [20, 33, 34, 35, 36], where an infinitely thin control volume that follows the interface was considered (see Figure 2). Conservation of momentum in the control volume demands that

$$\sigma \vec{n} = -\tilde{\sigma} \vec{n},$$

where $\vec{n} = -\tilde{n}$ is the unit normal vector shown in Figure 2. In (9), $\sigma = pI_2 - \epsilon \tau, \tilde{\sigma} = \tilde{p}I_2 - \epsilon \tilde{\tau}$ and

$$\tau = \begin{bmatrix} 2\mu u_x + \lambda (u_x + v_y) & \mu (u_y + v_x) \\ \mu (u_y + v_x) & 2\mu v_y + \lambda (u_x + v_y) \end{bmatrix},$$

$$\tilde{\tau} = \begin{bmatrix} 2\tilde{\mu} \tilde{u}_x & \tilde{\mu} (\tilde{u}_y + \tilde{v}_x) \\ \tilde{\mu} (\tilde{u}_y + \tilde{v}_x) & 2\tilde{\mu} \tilde{v}_y \end{bmatrix},$$

are the viscous stress tensors in each fluid. Multiplying (9) with $\vec{n}^T$ yields

$$p - \epsilon n^T \tau \vec{n} = \tilde{p} - \epsilon \tilde{n}^T \tilde{\tau} \vec{n},$$

(10)
which prescribes continuity on the normal stress across the interface. Multiplying (9) with the unit tangential vector $\vec{s}^T$, yields
\[ \epsilon \vec{s}^T \tau \vec{n} = -\epsilon \vec{s}^T \tilde{\tau} \vec{n}, \] (11)
which prescribes continuity of shear stresses across the interface.

Continuity of velocity across the interface leads to
\[ \vec{u} = \vec{\tilde{u}}, \] (12)
where $\vec{u} = (u, v)^T$, $\vec{\tilde{u}} = (\tilde{u}, \tilde{v})^T$. The vector condition (12) consists of two parts. The first one is the continuity of the tangential velocities,
\[ \vec{u} \cdot \vec{s} = \vec{\tilde{u}} \cdot \vec{s}. \] (13)
The second one is the kinematic condition which is the continuity of the normal velocities
\[ \vec{u} \cdot \vec{n} = -\vec{\tilde{u}} \cdot \vec{\hat{n}}. \] (14)
Continuity of the normal component stems from the no flow condition through the interface, whereas the tangential components are continuous because both fluids are viscous [34].

In our setup at the interface $y = 0$, we have $\vec{n} = [0, 1]^T$, $\vec{\tilde{n}} = [0, -1]^T$ and $\vec{s} = [1, 0]^T$ and consequently, the interface conditions (10), (11), (13) and (14) become
\[
\begin{align*}
\phi &= \vec{\tilde{\phi}}, \\
\phi &= \begin{bmatrix} u \\ p - 2\epsilon \bar{\mu} v_y - \epsilon \lambda (u_x + v_y) \\ \epsilon \bar{\mu} (u_y + v_x) \end{bmatrix}, \\
\vec{\tilde{\phi}} &= \begin{bmatrix} \vec{\tilde{u}} \\ \vec{\tilde{p}} - 2\epsilon \bar{\mu} \tilde{v}_y \\ \epsilon \tilde{\mu} (\tilde{u}_y + \tilde{v}_x) \end{bmatrix},
\end{align*}
\] (15)
which are only four interface conditions.

3. The energy estimate

In this section, we show that the four interface conditions given in (15) do not suffice for well-posedness. We start by strongly imposing the interface conditions.
3 THE ENERGY ESTIMATE

3.1. Strongly imposed interface conditions

We derive the energy rate in the semi-norm

\[ \|U\|^2 + \delta_1 \|V\|^2_{\tilde{I}_3} = \int_{\Omega} U^T U d\Omega + \delta_1 \int_{\Omega_i} V^T \tilde{I}_3 V d\Omega. \]

The unknown weight \( \delta_1 > 0 \) will be determined below [37]. Applying the energy method to (1) and (5) leads to

\[ \frac{d}{dt} (\|U\|^2 + \delta_1 \|V\|^2_{\tilde{I}_3}) + 2\epsilon \text{DIS}_1 + 2\epsilon \delta_1 \text{DIS}_2 = \text{ITF}, \]

where

\[ \text{ITF} = \int_{-L}^{+L} \left( U^T (A_2 U - 2\epsilon G^\circ) - \delta_1 V^T (B_2 V - 2\epsilon G^i) \right) \bigg|_{y=0} dx. \] (16)

With straightforward algebraic manipulations, one can show that the specific choice

\[ \delta_1 = \frac{\bar{\rho}}{\hat{\rho}}, \] (17)

leads to

\[ U^T (A_2 U - 2\epsilon G^\circ) = -\phi^T A\phi - 2\bar{\kappa}\beta TT_y, \] (18)

and

\[ \delta_1 V^T (B_2 V - 2\epsilon G^i) = -\tilde{\phi}^T A\tilde{\phi}, \] (19)

where

\[ A = \begin{bmatrix} 0 & 0 & 0 & \bar{\rho} \\ 0 & 0 & -\bar{\rho} & 0 \\ 0 & -\bar{\rho} & 0 & 0 \\ \bar{\rho} & 0 & 0 & 0 \end{bmatrix}, \quad \beta = \frac{\epsilon \bar{\rho}}{\text{Pr} c^2 (\gamma - 1)}. \]

Remark 7. The diagonal elements in the matrices \( A_2 \) and \( B_2 \) are zeros since \( \bar{v} = \hat{v} = 0 \). This means that there are no quadratic \( \phi \) terms in (18) and (19).

Remark 8. Relation (19) holds due to the transformation of (4) to (5).

Remark 9. The weight \( \delta_1 > 0 \) is determined in (17) such that a bound is obtained.
3 THE ENERGY ESTIMATE

By using (18) and (19), the interface term (16) can be rewritten as

\[ ITF = - \int_{-L}^{+L} \left( \phi^T A \phi - \tilde{\phi}^T A \tilde{\phi} + 2 \tilde{\kappa} \beta TT_y \right) \bigg|_{y=0} dx. \tag{20} \]

Inserting the interface conditions \( \phi = \tilde{\phi} \) into (20) yields

\[ \frac{d}{dt} \left( ||U||_2^2 + \delta_1 ||V||_{L^1}^2 \right) + 2 \epsilon DIS_1 + 2 \epsilon \delta_1 DIS_2 = -2 \tilde{\kappa} \beta \int_{-L}^{+L} TT_y \bigg|_{y=0} dx, \]

which is indefinite and prevents us from getting an estimate. However, as mentioned above, we have only imposed four interface conditions, not five. Hence, we must add an additional condition.

3.2 Added relations for heat distribution

As our added relations, we consider the heat distribution in an incompressible fluid described by

\[ \hat{\rho}(\tilde{T}_t + \hat{u} \tilde{T}_x + \hat{v} \tilde{T}_y) = \frac{\epsilon \hat{\kappa}}{\hat{Pr}} (\tilde{T}_{xx} + \tilde{T}_{yy}), \tag{21} \]

where the term related to the dissipation of mechanical energy has been ignored. In (21), \( \hat{Pr} = \mu_\infty \hat{c}_p / \kappa_\infty \) is the Prandtl number, \( \tilde{T} \) is the temperature and \( \hat{\kappa} \) is the thermal conductivity. Note that (21) is not required in order to solve (4). One can first solve (4) for the velocity and pressure distribution without knowing the temperature. Next, (21) can be solved to find the temperature distribution.

By adding the heat equation (21) to (5), we get the new system of equations

\[ \tilde{I}_4 V_t + B_1 V_x + B_2 V_y = \epsilon (F^i + G^i), \tag{22} \]

where the viscous fluxes are

\[ F^i = B_{11} V_x + B_{12} V_y, \quad G^i = B_{21} V_x + B_{22} V_y. \tag{23} \]
In (22) and (23), $V = [\tilde{p}, \hat{\rho} \tilde{u}, \hat{\rho} \hat{v}, \hat{\rho} \hat{T}]^T$ and

$$B_1 = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & \hat{u} & 0 & 0 \\ 0 & 0 & \hat{u} & 0 \\ 0 & 0 & 0 & \hat{u} \end{bmatrix}, \quad B_{11} = \frac{1}{\hat{\rho}} \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 2\hat{\mu} & 0 & 0 \\ 0 & 0 & \hat{\mu} & 0 \\ 0 & 0 & 0 & \frac{\hat{\kappa}}{\hat{Pr}} \end{bmatrix},$$

$$B_2 = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & \hat{v} & 0 & 0 \\ 1 & 0 & \hat{v} & 0 \\ 0 & 0 & 0 & \hat{v} \end{bmatrix}, \quad B_{22} = \frac{1}{\hat{\rho}} \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & \hat{\mu} & 0 & 0 \\ 0 & 0 & 2\hat{\mu} & 0 \\ 0 & 0 & 0 & \frac{\hat{\kappa}}{\hat{Pr}} \end{bmatrix},$$

$$B_{12} = B_{21}^T = \frac{1}{\hat{\rho}} \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & \hat{\mu} & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}.$$ (24)

**Remark 10.** By applying the same technique as in Section 2.3.1, one can show that the coupled systems (1) and (22) require six interface conditions.

We will provide and study two different coupling relations for the temperature.

3.2.1. Continuity of temperature and heat flux across the interface

Continuity of temperature and heat flux require [38]

$$T = \tilde{T}, \quad \tilde{\kappa} \nabla T \cdot \vec{n} = -\kappa \nabla \tilde{T} \cdot \vec{\tilde{n}},$$

where $\vec{n} = [0, 1]^T$ and $\vec{\tilde{n}} = [0, -1]^T$ at the interface $y = 0$. Now, we update the interface conditions (15) and rewrite as

$$\phi_1 = \tilde{\phi}_1, \quad \phi_1 = \begin{bmatrix} u \\ p - 2\epsilon \hat{\mu} v_y - \epsilon \tilde{\lambda}(u_x + v_y) \\ v \\ \epsilon \hat{\mu}(u_y + v_x) \\ T \\ \tilde{T} \end{bmatrix}, \quad \tilde{\phi}_1 = \begin{bmatrix} \tilde{u} \\ \tilde{p} - 2\epsilon \hat{\mu} \tilde{v}_y \\ \tilde{v} \\ \epsilon \hat{\mu}(\tilde{u}_y + \tilde{v}_x) \\ \tilde{T} \\ \tilde{\kappa} \tilde{T}_y \end{bmatrix}.$$ (25)
Remark 11. The vectors $\phi_1$ and $\tilde{\phi}_1$ in (25) written in operator form are

$$\phi_1 = HU, \quad H = H_0 + H_x \frac{\partial}{\partial x} + H_y \frac{\partial}{\partial y},$$
$$\tilde{\phi}_1 = \tilde{H}V, \quad \tilde{H} = \tilde{H}_0 + \tilde{H}_x \frac{\partial}{\partial x} + \tilde{H}_y \frac{\partial}{\partial y},$$  \hspace{1cm} (26)

where

$$H_0 = \begin{bmatrix} 0 & \frac{1}{\hat{\rho}} & 0 & 0 \\ -\frac{\hat{c}}{\sqrt{\hat{\gamma}}} & 0 & \frac{\hat{c}}{\sqrt{\hat{\gamma} - 1}} & 0 \\ 0 & 0 & 1 & \frac{1}{\hat{\rho}} \\ 0 & 0 & \frac{\hat{c}}{\sqrt{\hat{\gamma} - 1}} & \frac{1}{\hat{\rho}} \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad H_x = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & -\frac{\hat{\lambda}}{\hat{\rho}} & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$H_y = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{\hat{c}}{\sqrt{\hat{\gamma} - 1}} & \frac{1}{\hat{\rho}} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad \tilde{H}_0 = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & \frac{1}{\hat{\rho}} \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$\tilde{H}_x = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{\hat{c}}{\sqrt{\hat{\gamma} - 1}} & \frac{1}{\hat{\rho}} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad \tilde{H}_y = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{\hat{c}}{\sqrt{\hat{\gamma} - 1}} & \frac{1}{\hat{\rho}} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \hat{\kappa} \frac{1}{\hat{\rho}} \end{bmatrix}. \hspace{1cm} (27)$$

The operators $H$ and $\tilde{H}$ will be used in the weak interface procedure below.
3.2.2. A convective interface condition

In the presence of convective heating (or cooling) at an ocean-atmosphere surface, the interface condition can be written as \([16, 39, 40]\)

\[
\vec{\kappa} \nabla T \cdot \vec{n} = \alpha (T - \bar{T}), \quad \vec{\kappa} \nabla \bar{T} \cdot \vec{n} = -\vec{\kappa} \nabla \bar{T} \cdot \vec{n},
\]

where \(\alpha > 0\) is the convection heat transfer coefficient.

The interface conditions (15) and (28) can be formulated as

\[
\phi_2 = \bar{\phi}_2, \quad \bar{\phi}_2 = \begin{bmatrix}
    u \\
    v \\
    \epsilon \bar{\mu}(u_y + v_x) \\
    \bar{\kappa} T_y - \alpha T \\
    \alpha T
\end{bmatrix}, \quad \bar{\phi}_2 = \begin{bmatrix}
    \bar{u} \\
    \bar{v} \\
    \epsilon \bar{\mu}(\bar{u}_y + \bar{v}_x) \\
    -\alpha \bar{T} \\
    \bar{\kappa} \bar{T}_y + \alpha \bar{T}
\end{bmatrix}.
\]

(29)

Remark 12. The vectors \(\phi_2\) and \(\bar{\phi}_2\) in (29) written in operator form are

\[
\phi_2 = HU, \quad H = H_0 + H_x \frac{\partial}{\partial x} + H_y \frac{\partial}{\partial y},
\]

\[
\bar{\phi}_2 = \bar{H}V, \quad \bar{H} = \bar{H}_0 + \bar{H}_x \frac{\partial}{\partial x} + \bar{H}_y \frac{\partial}{\partial y},
\]

(30)

where the operators \(H_x, \bar{H}_x\) and \(\bar{H}_y\) are the same as in (27) while

\[
H_0 = \begin{bmatrix}
    0 & \frac{1}{\bar{\rho}} & 0 & 0 \\
    \frac{\bar{c}}{\sqrt{\gamma}} & 0 & 0 & \frac{\bar{c}}{\gamma - 1} \\
    0 & 0 & \frac{1}{\bar{\rho}} & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & -\alpha \frac{\bar{c}}{\bar{\rho}} \\
    0 & 0 & 0 & \frac{\bar{c}}{\gamma - 1} / \bar{\rho}
\end{bmatrix}, \quad \bar{H}_0 = \begin{bmatrix}
    0 & \frac{1}{\bar{\rho}} & 0 & 0 \\
    1 & 0 & 0 & 0 \\
    0 & 0 & \frac{1}{\bar{\rho}} & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & -\frac{\alpha}{\bar{\rho}} \\
    0 & 0 & 0 & \frac{\alpha}{\bar{\rho}}
\end{bmatrix},
\]
The operators $H$ and $\tilde{H}$ will be used in the weak interface procedure below.

3.2.3. The strong energy estimate

We can now prove

**Proposition 1.** The coupled problem (1) and (22) with the interface conditions (25) or (29) satisfy an energy estimate.

**Proof.** As in Section 3.1, the energy rate will be derived in a semi-norm

$$
H_y = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & -\epsilon(2\bar{\mu} + \bar{\lambda}) & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}.
$$

The operators $H$ and $\tilde{H}$ will be used in the weak interface procedure below.

where $\tilde{\mathcal{H}} = \text{diag}(\frac{1}{\rho}, \frac{1}{\rho}, \frac{1}{\rho}, \delta_2)$. The weight $\delta_1$ is given in (17). We will later determine $\delta_2 > 0$ such that $\mathcal{H}$ in (31) becomes a norm [37]. Applying the energy method to the new coupled systems (1) and (22) leads to

$$
\frac{d}{dt}(\|U\|^2 + \|V\|^2_{\tilde{\mathcal{H}}_4}) + 2\epsilon\mathcal{D}S_1 + 2\epsilon\tilde{\mathcal{D}}S_2 = \mathcal{I}F,
$$

where

$$
\mathcal{I}F = \int_{-L}^{+L} \left( U^T(A_2 U - 2\epsilon G^e) - V^T \mathcal{H}(B_2 V - 2\epsilon G^i) \right)_{y=0} dx.
$$

Using the weighted norm will change the dissipation term related to the incompressible equations to

$$
\tilde{\mathcal{D}}S_2 = \int_{\Omega_i} \begin{bmatrix} V_x \\ V_y \end{bmatrix}^T \tilde{D}_2 \begin{bmatrix} V_x \\ V_y \end{bmatrix} d\Omega,
$$
where
\[ \tilde{D}_2 = \delta_1 \begin{bmatrix} \tilde{H}B_{11} & \tilde{H}B_{12} \\ \tilde{H}B_{21} & \tilde{H}B_{22} \end{bmatrix}. \] (34)

Since \( B_{12} = B_{21}^T \), as given in (24), we have
\[ \tilde{D}_2^T = \delta_1 \begin{bmatrix} B_{11}\tilde{H} & B_{12}^T\tilde{H} \\ B_{12}^T\tilde{H} & B_{22}\tilde{H} \end{bmatrix} = \delta_1 \begin{bmatrix} B_{11}\tilde{H} & B_{12}\tilde{H} \\ B_{21}\tilde{H} & B_{22}\tilde{H} \end{bmatrix}. \] (35)

Furthermore, the matrices \( B_{11}, B_{22} \) and \( \tilde{H} \) are diagonal which leads to \( B_{11}\tilde{H} = \tilde{H}B_{11} \) and \( B_{22}\tilde{H} = \tilde{H}B_{22} \). The last row of the matrices \( B_{12} \) and \( B_{21} \) is zero, which implies that \( B_{12}\tilde{H} = B_{12} = \tilde{H}B_{12} \) and \( B_{21}\tilde{H} = B_{21} = \tilde{H}B_{21} \). This leads to
\[ \tilde{D}_2^T = \delta_1 \begin{bmatrix} \tilde{H}B_{11} & \tilde{H}B_{12} \\ \tilde{H}B_{21} & \tilde{H}B_{22} \end{bmatrix} = \tilde{D}_2. \]

The matrix \( \tilde{D}_2 \) is symmetric and a product of two positive semi-definite matrices, which implies that \( \tilde{D}_2 \tilde{S}_2 \geq 0 \) (see Theorem 7.5 of [41]).

The first term in ITF in (33) is the same as the one in (18) and the second term can be written as
\[ V^T\mathcal{H}(B_2V - 2\epsilon G^i) = -\tilde{\phi}^T \mathcal{A}\tilde{\phi} + 2\epsilon \delta_2\tilde{\kappa}\tilde{\beta}\tilde{T}\tilde{T}_y, \]
which is similar to (19) with one more term due to the added heat equation (21). The specific choice
\[ \delta_2 = \left( \frac{\tilde{\rho}}{\rho} \right) \left( \frac{\tilde{P}_T}{P_T} \right) \frac{1}{\epsilon^2(\gamma - 1)}, \] (36)
leads to
\[ V^T\mathcal{H}(B_2V - 2\epsilon G^i) = -\tilde{\phi}^T \mathcal{A}\tilde{\phi} + 2\tilde{\kappa}\tilde{\beta}\tilde{T}\tilde{T}_y. \] (37)

The temperature related terms in (18) and (37) can be written as vector-matrix multiplications
\[ 2\tilde{\kappa}\tilde{\beta}TT_y = \begin{bmatrix} T \\ \tilde{\kappa}T_y \end{bmatrix}^T \begin{bmatrix} 0 & \beta \\ \beta & 0 \end{bmatrix} \begin{bmatrix} T \\ \tilde{\kappa}T_y \end{bmatrix}, \]
\[ 2\tilde{\kappa}\tilde{\beta}\tilde{T}\tilde{T}_y = \begin{bmatrix} \tilde{T} \\ \tilde{\kappa}\tilde{T}_y \end{bmatrix}^T \begin{bmatrix} 0 & \beta \\ \beta & 0 \end{bmatrix} \begin{bmatrix} \tilde{T} \\ \tilde{\kappa}\tilde{T}_y \end{bmatrix}. \] (38)
or
\[
2\bar{k}\beta\kappa T_T y = \left[ \begin{array}{ccc}
\bar{k}T_y - \alpha T \\
\alpha T
\end{array} \right]^T \left[ \begin{array}{c}
-\beta/\alpha \\
0
\end{array} \right] \left[ \begin{array}{c}
\bar{k}T_y - \alpha T \\
\alpha T
\end{array} \right] + \frac{\beta \bar{k}^2 T_y^2}{\alpha},
\]
\[
2\bar{k}\beta\tilde{T}_T y = \left[ \begin{array}{ccc}
-\alpha \tilde{T} \\
\kappa \tilde{T}_y + \alpha \tilde{T}
\end{array} \right]^T \left[ \begin{array}{c}
-\beta/\alpha \\
0
\end{array} \right] \left[ \begin{array}{c}
-\alpha \tilde{T} \\
\kappa \tilde{T}_y + \alpha \tilde{T}
\end{array} \right] - \frac{\beta \bar{k}^2 T_y^2}{\alpha}.
\] (39)

By using (38) and (39), we can rewrite the formulation (18) and (37) as

\[
U^T (A_2 U - 2\epsilon G^c) = -\phi_j^T A_j \phi_j - \delta_{2j} \frac{\beta \bar{k}^2 T_y^2}{\alpha},
\]
\[
V^T H (B_2 V - 2\epsilon G^i) = -\tilde{\phi}_j^T A_j \tilde{\phi}_j + \delta_{2j} \frac{\beta \bar{k}^2 T_y^2}{\alpha},
\] (40)

for \( j = 1, 2 \). The case \( j = 1 \) is related to the conditions (25) and \( j = 2 \) is related to the conditions (29). In (40), \( \delta_{2j} \) is the Kronecker delta, returning 1 if \( j = 2 \) or 0 if \( j = 1 \). The matrices \( A_1 \) and \( A_2 \) are

\[
A_1 = \begin{bmatrix}
0 & 0 & 0 & \bar{\rho} & 0 & 0 \\
0 & 0 & -\bar{\rho} & 0 & 0 & 0 \\
0 & -\bar{\rho} & 0 & 0 & 0 & 0 \\
\bar{\rho} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \beta \\
0 & 0 & 0 & 0 & \beta & 0
\end{bmatrix},
A_2 = \begin{bmatrix}
0 & 0 & 0 & \bar{\rho} & 0 & 0 \\
0 & 0 & -\bar{\rho} & 0 & 0 & 0 \\
0 & -\bar{\rho} & 0 & 0 & 0 & 0 \\
\bar{\rho} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -\beta/\alpha & 0 \\
0 & 0 & 0 & 0 & 0 & \beta/\alpha
\end{bmatrix}.
\] (41)

By substituting the relations in (40) into (33), we obtain

\[
ITF = -\int_{-L}^{+L} \left( \phi_j^T A_j \phi_j - \tilde{\phi}_j^T A_j \tilde{\phi}_j + \delta_{2j} \frac{\beta \bar{k}^2 T_y^2}{\alpha} (\bar{k}^2 T_y^2 + \tilde{k}^2 \tilde{T}_y^2) \right) \bigg|_{y=0} dx. \] (42)

Inserting the interface conditions \( \phi_j = \tilde{\phi}_j \) into (42) followed by time integration of (32) yields the estimate

\[
\|U(T)\|_2^2 + ||V(T)||_{H^1}^2 + 2\epsilon \int_0^T (DIS_1 + DI\tilde{S}_2) dt = \|f^c\|_2^2 + \|f^i\|_{H^1}^2
-\delta_{2j} \frac{\beta}{\alpha} \int_0^T \int_{-L}^{+L} (\bar{k}^2 T_y^2 + \tilde{k}^2 \tilde{T}_y^2) |y=0| dx dt,
\] (43)

where \( f^c \) and \( f^i \) are initial data for the systems (1) and (22), respectively. \( \Box \)

**Remark 13.** The parameters related to the incompressible fluid are not involved in the matrices \( A_1 \) and \( A_2 \) due to the weights in (17) and (36).
3.3. Weakly imposed interface conditions

In this subsection, we impose the interface conditions (25) or (29) weakly to the right-hand side of (1) and (22), as

\[
\begin{align*}
U_t + A_1 U_x + A_2 U_y &= \epsilon(F_c^x + G_c^y) + L\left[\Sigma(\phi_j - \tilde{\phi}_j)\right], \\
\tilde{I}_4 V_t + B_1 V_x + B_2 V_y &= \epsilon(F_i^x + G_i^y) + L\left[\tilde{\Sigma}(\tilde{\phi}_j - \phi_j)\right],
\end{align*}
\]

for \( j = 1, 2 \). In (44), \( L \) is a lifting operator [42] defined by

\[
\int_\Omega \varphi^T L(\psi) dxdy = \oint_{\partial \Omega} \varphi^T \psi dxdy,
\]

for smooth vector functions \( \varphi, \psi \) and domain \( \Omega \) with boundary \( \partial \Omega \). Furthermore \( \Sigma, \tilde{\Sigma} \) are penalty matrices to be determined.

The energy method with the norm and weights given in (31), (17) and (36) applied to (44) leads to

\[
\frac{d}{dt}(\|U\|^2 + \|V\|^2_{\mathcal{H}^1_4}) + 2\epsilon DIS_1 + 2\epsilon \tilde{DIS}_2 = ITF,
\]

where the interface term \( ITF \) is

\[
ITF = \int_{-L}^{+L} \left( U^T(A_2 U - 2\epsilon G^c) - V^T(B_2 V - 2\epsilon G^i) \right) \bigg|_{y=0} \, dx + \int_{-L}^{+L} \left( U^T \Sigma(\phi_j - \tilde{\phi}_j) + (U^T \Sigma(\phi_j - \tilde{\phi}_j))^T \right) \bigg|_{y=0} \, dx + \int_{-L}^{+L} \left( V^T \mathcal{H} \tilde{\Sigma}(\tilde{\phi}_j - \phi_j) + (V^T \mathcal{H} \tilde{\Sigma}(\tilde{\phi}_j - \phi_j))^T \right) \bigg|_{y=0} \, dx.
\]

By substituting the relation (40) into (45), we get

\[
ITF = -\int_{-L}^{+L} \left( \phi_j^T A_j \phi_j - \tilde{\phi}_j^T A_j \tilde{\phi}_j + \delta_2 \beta \left( \kappa^2 T^2_y + \tilde{\kappa}^2 \tilde{T}^2_y \right) \right) \bigg|_{y=0} \, dx + \int_{-L}^{+L} \left( U^T \Sigma(\phi_j - \tilde{\phi}_j) + (U^T \Sigma(\phi_j - \tilde{\phi}_j))^T \right) \bigg|_{y=0} \, dx + \int_{-L}^{+L} \left( V^T \mathcal{H} \tilde{\Sigma}(\tilde{\phi}_j - \phi_j) + (V^T \mathcal{H} \tilde{\Sigma}(\tilde{\phi}_j - \phi_j))^T \right) \bigg|_{y=0} \, dx.
\]

Further, we mimic the analysis in [10] and let

\[
\Sigma = \mathcal{H}^T \Sigma_c, \quad \tilde{\Sigma} = \mathcal{H}^{-1} \tilde{\mathcal{H}}^T \Sigma_i,
\]

(47)
where the differential operators $H$ and $\tilde{H}$ are given in (26) and (30) and $\Sigma_c$ and $\Sigma_i$ are matrices of size $6 \times 6$. Using (47) leads to

\[
ITF = -\int_{-L}^{+L} \left( \phi_j^T A_j \phi_j - \tilde{\phi}_j^T \tilde{A}_j \tilde{\phi}_j + \delta_{2j} \frac{\beta}{\alpha} (\tilde{\kappa}^2 T_y^2 + \tilde{\kappa}^2 \tilde{T}_y^2) \right) \left|_{y=0} \right. 
+ \int_{-L}^{+L} \left( \phi_j^T \Sigma_c (\phi_j - \tilde{\phi}_j) + (\phi_j^T \Sigma_c (\phi_j - \tilde{\phi}_j))^T \right) \left|_{y=0} \right. 
+ \int_{-L}^{+L} \left( \tilde{\phi}_j^T \Sigma_i (\tilde{\phi}_j - \phi_j) + (\tilde{\phi}_j^T \Sigma_i (\tilde{\phi}_j - \phi_j))^T \right) \left|_{y=0} \right. 
\]

\[
= -\int_{-L}^{+L} \left( \phi_j^T \begin{bmatrix} A_j - \Sigma_c - \Sigma_i^T \Sigma_c + \Sigma_i \end{bmatrix} \phi_j \right) \left|_{y=0} \right. 
- \delta_{2j} \frac{\beta}{\alpha} \int_{-L}^{+L} (\tilde{\kappa}^2 T_y^2 + \tilde{\kappa}^2 \tilde{T}_y^2) \left|_{y=0} \right. 
\]

(48)

Next, we choose $\Sigma_c = A_j + \Sigma_i$ and rewrite (48) as

\[
ITF = -\int_{-L}^{+L} \left( \phi_j^T \begin{bmatrix} C \otimes (A_j + \Sigma_i) \end{bmatrix} \phi_j \right) \left|_{y=0} \right. 
- \delta_{2j} \frac{\beta}{\alpha} \int_{-L}^{+L} (\tilde{\kappa}^2 T_y^2 + \tilde{\kappa}^2 \tilde{T}_y^2) \left|_{y=0} \right. 
\]

(49)

where $\otimes$ denotes the Kronecker product [43].

Since the matrix $C$ is negative semi-definite, we must choose $\Sigma_i$ such that $A_j + \Sigma_i + \Sigma_i^T \leq 0$. The matrix $A_j$ can be split as $A_j = A_j^+ + A_j^-$, where $A_j^+ = X_j^+ \Lambda_j^+(X_j^+)^T$, $A_j^- = X_j^- \Lambda_j^-(X_j^-)^T$ and $\Lambda_j^+$, $\Lambda_j^-$, $X_j^+$, $X_j^-$ contain the positive and negative eigenvalues of $A_j$ and the corresponding eigenvectors respectively. The specific choice $\Sigma_i = -A_j^+/2$ leads to

\[
\frac{d}{dt} (\|U\|_2^2 + \|V\|_H^2) + 2\epsilon D1S_1 + 2\epsilon \tilde{D}1\tilde{S}_2 = \int_{-L}^{+L} (\phi_j - \tilde{\phi}_j)^T A_j^- (\phi_j - \tilde{\phi}_j) \left|_{y=0} \right. 
- \delta_{2j} \frac{\beta}{\alpha} \int_{-L}^{+L} (\tilde{\kappa}^2 T_y^2 + \tilde{\kappa}^2 \tilde{T}_y^2) \left|_{y=0} \right. 
\]

(49)
Time integration of (49) yields
\[
\|U(T)\|_2^2 + \|V(T)\|_{H^{-1}_i}^2 + 2\epsilon \int_0^T (DIS_1 + D\bar{S}_2) dt = \|f^c\|_2^2 + \|f^i\|_{\tilde{\nu}}^2 \\
+ \int_0^T \int_{-L}^{+L} (\phi_j - \tilde{\phi}_j)^T A^- j (\phi_j - \tilde{\phi}_j) |_{y=0} dx dt \\
- \delta j \beta \int_0^T \int_{-L}^{+L} (\kappa^2 T_y^2 + \tilde{\kappa}^2 \tilde{T}_y^2) |_{y=0} dx dt. 
\] (50)

**Remark 14.** The choices for the penalty matrices, i.e. \(\Sigma_c = A_j + \Sigma_i\) and \(\Sigma_i = -A_j^+ / 2\) are not unique, other choices can also be made.

**Remark 15.** Comparing the energy estimates in (43) with (50) shows that the weak imposition produces the same energy rate as the strong imposition with an additional damping term. A similar term will appear in the discrete approximation.

We summarize the result in

**Proposition 2.** The weak imposition of either the interface conditions in (25) with the penalty matrices
\[
\Sigma = H^T (A_1 - \frac{A_1^+}{2}), \quad \tilde{\Sigma} = -H^{-1} \tilde{H}^T \frac{A_j^+}{2}. 
\] (51)

or the conditions in (29) with the penalty matrices
\[
\Sigma = H^T (A_2 - \frac{A_2^+}{2}), \quad \tilde{\Sigma} = -H^{-1} \tilde{H}^T \frac{A_j^+}{2}. 
\] (52)

leads to an energy estimate.

4. The discrete problem

In this section, we follow the procedure in [9, 10] and show that the continuous analysis above lead directly to stability for SBP based schemes [11, 12, 13, 14, 15, 16, 17]. To discretize the coupled problem (44), finite differences on SBP form [44, 45, 46] are used. The interface conditions are implemented weakly using simultaneous approximation terms (SAT) [31, 47, 48]. We consider the computational domains \(\Omega_i\) and \(\Omega_e\) with meshes using
(N + 1) × (M + 1) points. For simplicity we use collocated nodes (non-collocated are also possible [49, 50]). We also use K + 1 time levels from 0 to T. Since there is no time derivate for pressure in the incompressible equations on velocity-divergence form, implicit methods are suitable for time discretization. In this paper, we use the high order accurate SBP-SAT finite difference technique also in time.

Let the vectors $\mathbf{U} = \{\mathbf{U}_0, \ldots, \mathbf{U}_K\}$ and $\mathbf{V} = \{\mathbf{V}_0, \ldots, \mathbf{V}_K\}$ with length $(K + 1) \times (N + 1) \times (M + 1)$ contain the discrete approximations of the solutions, where

$$
\mathbf{U}_k = \{U_{k00}, \ldots, U_{k0M}, U_{k10}, \ldots, U_{k1M}, \ldots, U_{kN0}, \ldots, U_{kNM}\}, \quad U_{kij} \approx U(t_k, x_i, y_j),
$$

$$
\mathbf{V}_k = \{V_{k00}, \ldots, V_{k0M}, V_{k10}, \ldots, V_{k1M}, \ldots, V_{kN0}, \ldots, V_{kNM}\}, \quad V_{kij} \approx V(t_k, x_i, y_j).
$$

The first derivatives of $\mathbf{U}$ with respect to $t, x$ and $y$ are approximated by

$$
\mathbf{U}_t = \mathcal{D}_t \mathbf{U} \approx U_t, \quad \mathcal{D}_t = P_t^{-1}Q_t \otimes I_x \otimes I_y \otimes I_4,
$$

$$
\mathbf{U}_x = \mathcal{D}_x \mathbf{U} \approx U_x, \quad \mathcal{D}_x = I_t \otimes P_x^{-1}Q_x \otimes I_y \otimes I_4,
$$

$$
\mathbf{U}_y = \mathcal{D}_y \mathbf{U} \approx U_y, \quad \mathcal{D}_y = I_t \otimes I_x \otimes P_y^{-1}Q_y \otimes I_4,
$$

where $I_t, I_x, I_y$ and $I_4$ are identity matrices with size $K + 1, N + 1, M + 1$ and 4, respectively. The matrices $P_{t,x,y}$ are symmetric positive definite, and $Q_{t,x,y}$ are almost skew-symmetric matrices, satisfying

$$
Q_t + Q^T_t = E_K - E_0, \quad Q_x + Q^T_x = E_N - E_0, \quad Q_y + Q^T_y = E_M - E_0. \quad (53)
$$

In (53), $E_0 = \text{diag}(1, 0, \ldots, 0)$ and $E_{K,N,M} = \text{diag}(0, \ldots, 0, 1)$ with the appropriate dimensions. The derivatives of $\mathbf{V}$ are approximated in a similar way.

An SBP-SAT discretization of (44) can be written as

$$
\mathcal{D}_t \mathbf{U} + [D_x \otimes A_1 + D_y \otimes A_2] \mathbf{U} - \epsilon(\mathcal{D}_x F^c + \mathcal{D}_y G^c) = \bar{S} + \bar{S}_t,
$$

$$
\mathcal{D}_x \mathbf{V} + [D_x \otimes B_1 + D_y \otimes B_2] \mathbf{V} - \epsilon(\mathcal{D}_x F^i + \mathcal{D}_y G^i) = \bar{S} + \bar{S}_t, \quad (54)
$$

where

$$
D_x = I_t \otimes P_x^{-1}Q_x \otimes I_y, \quad D_y = I_t \otimes I_x \otimes P_y^{-1}Q_y,
$$

$$
\bar{D}_t = P_t^{-1}Q_t \otimes I_x \otimes I_y \otimes \bar{I}_4,
$$

and

$$
F^c = (I \otimes A_{11}) \mathbf{U}_x + (I \otimes A_{12}) \mathbf{U}_y, \quad G^c = (I \otimes A_{21}) \mathbf{U}_x + (I \otimes A_{22}) \mathbf{U}_y,
$$

$$
F^i = (I \otimes B_{11}) \mathbf{V}_x + (I \otimes B_{12}) \mathbf{V}_y, \quad G^i = (I \otimes B_{21}) \mathbf{V}_x + (I \otimes B_{22}) \mathbf{V}_y,
$$

$$
\bar{S} = \mathbf{S} + \epsilon(\mathcal{D}_x F^c + \mathcal{D}_y G^c), \quad \bar{S}_t = \mathbf{S}_t + \epsilon(\mathcal{D}_x F^c + \mathcal{D}_y G^c).
$$
with $I = I_t \otimes I_x \otimes I_y$. For simplicity, we use the first derivative twice as our second derivative operator. The outer boundary conditions in (54) are ignored as in the continuous case. Moreover, $S$ and $\tilde{S}$ in (54), are the discrete lifting operators corresponding to (44), and given by

$$S = (I_t \otimes I_x \otimes P_y^{-1}E_0 \otimes I_4)\Sigma(\phi_j - \tilde{\phi}_j),$$

$$\tilde{S} = (I_t \otimes I_x \otimes P_y^{-1}E_M \otimes I_4)\tilde{\Sigma}(\tilde{\phi}_j - \phi_j).$$

(55)

In (55),

$$\phi_j = HU, \quad \tilde{\phi}_j = \tilde{H}V,$$

where the matrices $H$ and $\tilde{H}$ are discrete versions of $H$ and $\tilde{H}$ either in (26) or (30), given by

$$H = (I \otimes H_0) + (D_x \otimes H_x) + (D_y \otimes H_y),$$

$$\tilde{H} = (I \otimes \tilde{H}_0) + (D_x \otimes \tilde{H}_x) + (D_y \otimes \tilde{H}_y).$$

Finally, $S_t$ and $\tilde{S}_t$ are the penalty terms for weakly imposing the initial conditions given by

$$S_t = (P_t^{-1}E_0 \otimes I_x \otimes I_y \otimes I_4)\Sigma_t(U - f),$$

$$\tilde{S}_t = (P_t^{-1}E_0 \otimes I_x \otimes I_y \otimes I_4)\tilde{\Sigma}_t(V - \tilde{f}),$$

where $f = E_0 \otimes I_x \otimes I_y \otimes f$, and $\tilde{f} = E_0 \otimes I_x \otimes I_y \otimes \tilde{f}_i$, containing the initial data for the upper and lower domain, respectively.

4.1. Stability

The SBP-SAT scheme is constructed such that it mimics the continuous integration-by-parts based energy analysis performed in Subsection 3.3. We will take advantage of that and multiply the discrete problems (54) with $U^T(P_t \otimes P_x \otimes P_y \otimes I_4)$ and $V^T(P_t \otimes P_x \otimes P_y \otimes \mathcal{H})$, respectively (i.e. using the discrete energy method). The matrix $\mathcal{H}$ is defined in (31) with the weights given in (17) and (36). We add the results to their transpose and use the SBP properties (53) to arrive at

$$\|U_K\|_{P_{2y} \otimes I_4}^2 + \|V_K\|_{P_{2y} \otimes \mathcal{H}I_4}^2 + 2\epsilon\text{DIS}_1 + 2\epsilon\tilde{\text{DIS}}_2 = \text{ITF} + \text{IT},$$

(56)
where $\|U_k\|^2_{P_{xy} \otimes I_4} = U_k^T(P_x \otimes P_y \otimes I_4)U_k$ and $\|V_k\|^2_{P_{xy} \otimes H \tilde{I}_4} = V_k^T(P_x \otimes P_y \otimes H \tilde{I}_4)V_k$, $k = 0, K$, are the discrete norms at the first and last time level. The discrete dissipation terms in (56) are

$$\text{DIS}_1 = \begin{bmatrix} U_x \\ U_y \end{bmatrix}^T (P_{txy} \otimes D_1) \begin{bmatrix} U_x \\ U_y \end{bmatrix} \geq 0, \quad \text{DIS}_2 = \begin{bmatrix} V_x \\ V_y \end{bmatrix}^T (P_{txy} \otimes \tilde{D}_2) \begin{bmatrix} V_x \\ V_y \end{bmatrix} \geq 0,$$

where the matrices $D_1$ and $\tilde{D}_2$ are given in (8) and (34), respectively and $P_{txy} = P_t \otimes P_x \otimes P_y$.

The discrete interface term $\text{ITF}$ corresponds to (45) in the continuous case and is given by

$$\text{ITF} = U^T(P_t \otimes P_x \otimes E_0 \otimes A_2)U - 2cU^T(P_t \otimes P_x \otimes E_0 \otimes I_4)G^c + U^T(P_t \otimes P_x \otimes E_0 \otimes I_4)\Sigma(\phi_j - \tilde{\phi}_j) + (U^T(P_t \otimes P_x \otimes E_0 \otimes I_4)\Sigma(\phi_j - \tilde{\phi}_j))^T - V^T(P_t \otimes P_x \otimes E_M \otimes H B_2)V - 2cV^T(P_t \otimes P_x \otimes E_M \otimes H)G^i + V^T(P_t \otimes P_x \otimes E_M \otimes H)\tilde{\Sigma}(\phi_j - \tilde{\phi}_j) + (V^T(P_t \otimes P_x \otimes E_M \otimes H)\tilde{\Sigma}(\phi_j - \tilde{\phi}_j))^T.$$ (57)

Furthermore, the penalty term for imposing the initial conditions is

$$\text{IT} = U(E_0 \otimes P_x \otimes P_y \otimes I_4)\Sigma_{ij}(U - f^i) + (U(E_0 \otimes P_x \otimes P_y \otimes I_4)\Sigma_{ij}(U - f^i))^T + V(E_0 \otimes P_x \otimes P_y \otimes H)\Sigma_{ij}(V - f^i) + (V(E_0 \otimes P_x \otimes P_y \otimes H)\Sigma_{ij}(V - f^i))^T + \|U_0\|^2_{P_{xy} \otimes I_4} + \|V_0\|^2_{P_{xy} \otimes H \tilde{I}_4}.$$ 

By using (40), we can rewrite (57) as

$$\text{ITF} = - (\phi_j^0)^T A_j \phi_j^0 + (\phi_j^M)^T A_j \tilde{\phi}_j^M - \frac{\beta}{\alpha} \left( \kappa^2 (T_y^0)^T P_{tx} T_y^0 + \kappa^2 (T_y^M)^T P_{tx} \tilde{T}_y^M \right)$$

$$+ U^T(P_t \otimes P_x \otimes E_0 \otimes I_4)\Sigma(\phi_j - \tilde{\phi}_j) + (U^T(P_t \otimes P_x \otimes E_0 \otimes I_4)\Sigma(\phi_j - \tilde{\phi}_j))^T + V^T(P_t \otimes P_x \otimes E_M \otimes H)\tilde{\Sigma}(\phi_j - \tilde{\phi}_j) + (V^T(P_t \otimes P_x \otimes E_M \otimes H)\tilde{\Sigma}(\phi_j - \tilde{\phi}_j))^T,$$ (58)

which corresponds to (46). In (58),

$$T_y^0 = (I_t \otimes I_x \otimes e_0)T_y, \quad \tilde{T}_y^M = (I_t \otimes I_x \otimes e_M)\tilde{T}_y,$$

$$\phi_j^0 = (I_t \otimes I_x \otimes e_0 \otimes I_6)\phi_j, \quad \phi_j^M = (I_t \otimes I_x \otimes e_M \otimes I_6)\tilde{\phi}_j.$$
and

\[ T_y = D_y T, \quad \tilde{T}_y = D_y \tilde{T}, \quad A_j = (P_{tx} \otimes A_j), \quad P_{tx} = P_t \otimes P_x, \]

with \( A_j \) given in (41). The row vectors \( e_0 \) and \( e_M \) are zero except for the first and last element respectively which is one.

We follow a similar procedure as in the continuous case and let \( \Sigma = H^T \Sigma_c, \Sigma_c = (I \otimes \Sigma_c) \) and \( \tilde{\Sigma} = (I \otimes \mathcal{H}^{-1}) H^T \Sigma_i, \Sigma_i = (I \otimes \Sigma_i) \). Inserting these penalty matrices into (58) leads to

\[
\begin{align*}
ITF &= -\left[ \begin{array}{c} \phi_j^0 \\ \phi_j^M \end{array} \right]^T (P_{tx} \otimes \left[ \begin{array}{cc} A_j - \Sigma_c - \Sigma_c^T \\ \Sigma_c^T + \Sigma_i \\ \Sigma_c + \Sigma_i^T \end{array} \right] \left( \begin{array}{c} \phi_j^0 \\ \phi_j^M \end{array} \right) \\
&- \delta_{2j} \frac{\beta}{\alpha} \left( \kappa^2 (T_0^y)^T P_{tx} T_0^y + \kappa^2 (\tilde{T}_y^M)^T P_{tx} \tilde{T}_y^M \right),
\end{align*}
\]

corresponding to (48). Choosing \( \Sigma_i \) and \( \Sigma_c \) as in (51) or (52) in the continuous case, yields

\[
ITF = (\phi_j^0 - \tilde{\phi}_j^M)^T (P_{tx} \otimes A_j^+) (\phi_j^0 - \tilde{\phi}_j^M) \\
- \delta_{2j} \frac{\beta}{\alpha} \left( \kappa^2 (T_0^y)^T P_{tx} T_0^y + \kappa^2 (\tilde{T}_y^M)^T P_{tx} \tilde{T}_y^M \right), \quad (59)
\]

which is the discrete analogue of right-hand side of (49).

Next, we consider the terms related to the initial condition. Let \( \Sigma_c^i = I \otimes \Sigma_c^i \) and \( \Sigma_i^i = I \otimes \Sigma_i^i \), where \( \Sigma_c^i \) and \( \Sigma_i^i \) are 4 \( \times \) 4 matrices. Then, the initial term \( IT \) can be rewritten as

\[
IT = \| f_0 \|^2_{P_{xy} \otimes I_4} + \| f_0 \|^2_{P_{xy} \otimes \mathcal{H} I_4} + \left[ \begin{array}{c} \mathbf{U}_0^T \\ \mathbf{f}_0^T \end{array} \right] (P_{xy} \otimes \left[ \begin{array}{cc} I_4 + 2\Sigma_c^i & -\Sigma_c^i \\ -(\Sigma_c^i)^T & -I_4 \end{array} \right] \left( \begin{array}{c} \mathbf{U}_0 \\ \mathbf{f}_0 \end{array} \right)) + \left[ \begin{array}{c} \mathbf{V}_0^T \\ \mathbf{f}_0^T \end{array} \right] (P_{xy} \otimes \left[ \begin{array}{cc} \mathcal{H} I_4 + 2\mathcal{H} \Sigma_i^i & -\mathcal{H} \Sigma_i^i \\ -\mathcal{H} (\Sigma_i^i)^T & -\mathcal{H} I_4 \end{array} \right] \left( \begin{array}{c} \mathbf{V}_0 \\ \mathbf{f}_0 \end{array} \right)) \]

where \( \mathbf{f}_0 = I_x \otimes I_y \otimes f^c, \mathbf{f}_0 = I_x \otimes I_y \otimes f^i \) and we have added and subtracted \( \| f_0 \|^2_{P_{xy} \otimes I_4} + \| f_0 \|^2_{P_{xy} \otimes \mathcal{H} I_4} \). Choosing \( \Sigma_c^i = -I_4 \) and \( \Sigma_i^i = -I_4 \) yields

\[
IT = \| f_0 \|^2_{P_{xy} \otimes I_4} + \| f_0 \|^2_{P_{xy} \otimes \mathcal{H} I_4} - \| \mathbf{U}_0 - \mathbf{f}_0 \|^2_{P_{xy} \otimes I_4} - \| \mathbf{V}_0 - \mathbf{f}_0 \|^2_{P_{xy} \otimes \mathcal{H} I_4}, \quad (60)
\]
Now, by substituting (59) and (60) into (56), we get
\[
\| U_K \|_{P_{xy} \otimes I_4}^2 + \| V_K \|_{P_{xy} \otimes H_I^4}^2 + 2\epsilon \text{DIS}_1 + 2\epsilon \text{DIS}_2 = \| f_0 \|_{P_{xy} \otimes I_4}^2 + \| f_0 \|_{P_{xy} \otimes H_I^4}^2 \\
- \| U_0 - f_0 \|_{P_{xy} \otimes I_4}^2 - \| V_0 - f_0 \|_{P_{xy} \otimes H_I^4}^2 + (\phi_j^0 - \bar{\phi}_j^M)^T (P_{tx} \otimes A_j^-) (\phi_j^0 - \bar{\phi}_j^M) \]
\[
- \delta_2j \beta \alpha \left( \hat{\kappa}_x^2 (T_y^0)^T P_{tx} T_y^0 + \hat{\kappa}_y^2 (\hat{T}_y^M)^T P_{tx} \hat{T}_y^M \right),
\]
which is the discrete version of the continuous estimate (50) with additional damping terms due to the weak imposition of the initial conditions. We summarize the result of this section in the following proposition.

**Proposition 3.** The scheme (54) with either penalty matrices
\[
\Sigma = H^T (I \otimes (A_1 - \frac{A_1^T}{2})), \quad \hat{\Sigma} = -(I \otimes H^{-1}) \tilde{H}^T (I \otimes \frac{A_1^T}{2}),
\]

or
\[
\Sigma = H^T (I \otimes (A_2 - \frac{A_2^T}{2})), \quad \hat{\Sigma} = -(I \otimes H^{-1}) \tilde{H}^T (I \otimes \frac{A_2^T}{2}),
\]

and \( \Sigma_i^c = -I \otimes I_4, \Sigma_i^i = -\tilde{I} \otimes I_4 \) is stable.

**Remark 16.** Proposition 3 is the fully discrete version of Proposition 2.

**5. Numerical results**

In this section we investigate the accuracy of our numerical scheme using the method of manufactured solutions [51]. The manufactured solution is
\[
\rho = 1 + \frac{1}{2} \sin(\pi(x - y) - t), \quad u = \frac{1}{2} \cos(\pi x + y - t), \quad \rho = 1 + \frac{1}{2} \sin(\pi(x + y) - t), \quad p = 1 + \frac{1}{2} \sin(\pi(x + y) - t),
\]
\[
\hat{v} = \frac{1}{2} \sin(x + \pi y - t), \quad \hat{v} = \frac{1}{2} \sin(x + \pi y - t), \quad \hat{\rho} = 1 + \frac{1}{2} \sin(\pi(x + y) - t), \quad \hat{T} = 1 + \frac{1}{2} \sin(\pi(x - y) - t).
\]

The initial conditions \( U = f^c, V = f^i \) and the far-field boundary conditions derived in [52] are used. The manufactured solution (61) is the solution to the modified systems
\[
U_t + A_1 U_x + A_2 U_y = \epsilon (F_x^c + G^c_y) + F, \quad \hat{I}_4 V_t + B_1 V_x + B_2 V_y = \epsilon (F_x^i + G^i_y) + G,
\]
where the forcing functions $F$ and $G$ are computed by using (61). The functions in (61) satisfy the interface conditions in a non-trivial way.

The rates of convergence are computed as

$$q = \frac{\log(E_j)}{\log(N_{j+1} / N_j)},$$

where $E_j$ is the norm of the error between the approximated and exact solution. $N_j$ denotes the number of grid points at level $j$. The same number of grid points in both coordinate directions for both fluid domains have been used.

We examine the scheme for SBP operators of order $2s$, $s \in \{1, 2, 3\}$ in the interior. Since diagonal norms are used, the boundary accuracy is $s$ and we expect the global order of accuracy to be $s + 1$ [53]. For time discretization with $s = 4$, 100 time steps is used, which guarantees that the time-error is small enough and that we can keep the number of time steps fixed as we refine in space. In order to make the computations faster and more efficient, a multi-block formulation in time is used [54, 55]. Here, the time interval is divided into 5 blocks.

In Tables 1-6, the convergence rates of the solution at $t = 1$ for different SBP operators and different interface conditions are shown for a sequence of spatial mesh refinements. We can see from Tables 1-6 that design accuracy are obtained for both sets of interface conditions.

Next, we consider the interface conditions (25) with $N = M = 39$. To show energy stability, the norm of velocities for the compressible and incompressible fluids for long time ($t = 10$) are shown in Figure 3. Clearly the norms are bounded as we expected from the theory developed in Section 4. The boundedness of the norm of the error in the solutions $U, V$ for the full system are shown in Figure 4. One can clearly see that the error is uniformly bounded, see also [56, 57, 58, 59] for similar results.

The temperature errors at $x = 0$ with different SBP operators and different number of grid points are shown in Figures 5 and 6. The error at the interface with conditions (25) and (29) for $N = M = 19$ is approximately $10^{-3}$ and $10^{-2}$, respectively and for $N = M = 49$ approximately $10^{-4}$ and $10^{-3}$, respectively. This shows that the error decreases at the appropriate rate as the number of grid points increases.
5.1. Applications

We consider the coupled problem with either interface conditions (25) or (29) and homogeneous far-field boundary conditions derived in [52]. The background velocity fields \((\bar{u}, \bar{v}) = (0.1, 0), (\tilde{u}, \tilde{v}) = (0.1, 0)\) and the following initial conditions
\[
\rho(x, y, 0) = u(x, y, 0) = v(x, y, 0) = 1, \quad (x, y) \in \Omega_c,
\]
\[
\tilde{\rho}(x, y, 0) = \tilde{u}(x, y, 0) = \tilde{v}(x, y, 0) = 1, \quad (x, y) \in \Omega_i,
\]
have been chosen. A grid consisting of 40 x 40 spatial nodes in each subdomain is considered. Third and fifth order accurate SBP operators in space and time, respectively, are used.

As the ratio of the specific heats, we take \(\gamma = 1.4\), valid for air. We have also chosen the Prandelt numbers for compressible and incompressible as \(Pr = 0.7, \tilde{Pr} = 7.5\), respectively, which are typical Prandlt numbers of air and water at 17\(^\circ\)C. The other coefficients in (1), (5) and (28) are
\[
\epsilon = 0.01, \quad \tilde{\rho} = 1.2 \quad \rho = 1000, \quad \tilde{\mu} = 1.9 \times 10^{-5} \quad \mu = 10^{-3}, \quad \alpha = 1.
\]

In the first example, we consider the interface conditions (25) and the following initial temperature
\[
T(x, y, 0) = 0, \quad (x, y) \in \Omega_c,
\]
\[
\tilde{T}(x, y, 0) = -2, \quad (x, y) \in \Omega_s, \quad \bar{T}(x, y, 0) = 0, \quad (x, y) \in \Omega_i \setminus \Omega_s, \tag{62}
\]
where \(\Omega_s\) is the blue region illustrated in the upper-left Figure 7. By choosing the initial conditions (62), we can see how the initially colder region \(\Omega_s\), affect the other parts of the domains, as time passes. A slightly cooler steady state compared to the initial state in \(\Omega_c\) is obtained.

In the second example, the interface condition (29) with the following initial temperature
\[
T(x, y, 0) = +1, \quad (x, y) \in \Omega_c,
\]
\[
\tilde{T}(x, y, 0) = -1, \quad (x, y) \in \Omega_i,
\]
is considered. The initial temperature is illustrated in the upper-left Figure 8. The difference between initial temperature in two fluids will affect the temperature of whole domain. Also in this case the steady state in \(\Omega_c\) is slightly cooler than the initial state.
As shown in Figures 7 and 8, the difference in initial temperature affects the temperature of both fluids and after some time ($t \approx 10$ for continuous temperature condition and $t \approx 20$ for convective condition), a uniform state is obtained.

As the third example, we focus on the acoustic waves in the compressible fluid caused by the heat sink in the incompressible domain. The interface conditions (25) with the initial temperature given in (62) and grid consisting of $60 \times 60$ spatial nodes in $\Omega_c$ and SBP(6,3), is considered.

Following [60], we plot the gradient of the density ($\rho_y$) in small region near the interface for the compressible fluid to visualize the acoustic waves that arise from the temperature variation. The left plots in Figure 9 show the time development of the contour of $\rho_y$ for the 2nd order SBP(2,1) operator and the right ones are for the 4th order SBP(6,3) operator. The acoustic waves can be seen more clearly near the interface when the higher order method is used, in particular for the case $t = 10$.

Next, the rate of dilatation [61] (divergence of particle velocity) at different time levels in a small region near the interface, is presented in Figure 10. As the figures illustrate, the dilatation rate turns negative as time passes, which indicates a contraction of the fluid due to the decreasing temperature.

<table>
<thead>
<tr>
<th>$N = M$</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>2.714</td>
<td>2.190</td>
<td>2.059</td>
<td>1.991</td>
</tr>
<tr>
<td>$\bar{\rho} u$</td>
<td>2.234</td>
<td>2.121</td>
<td>2.180</td>
<td>2.029</td>
</tr>
<tr>
<td>$\bar{\rho} v$</td>
<td>2.308</td>
<td>2.055</td>
<td>2.239</td>
<td>2.141</td>
</tr>
<tr>
<td>$T$</td>
<td>2.084</td>
<td>1.944</td>
<td>2.055</td>
<td>1.983</td>
</tr>
<tr>
<td>$\bar{p}$</td>
<td>2.884</td>
<td>2.836</td>
<td>2.546</td>
<td>1.990</td>
</tr>
<tr>
<td>$\bar{\rho} u$</td>
<td>2.330</td>
<td>2.275</td>
<td>2.140</td>
<td>1.982</td>
</tr>
<tr>
<td>$\bar{\rho} v$</td>
<td>1.677</td>
<td>2.080</td>
<td>2.208</td>
<td>2.076</td>
</tr>
<tr>
<td>$\bar{T}$</td>
<td>1.955</td>
<td>1.403</td>
<td>1.623</td>
<td>1.659</td>
</tr>
</tbody>
</table>

Table 1: Convergence rates at $t = 1$, SBP(2,1) in space, SBP(8,4) in time and interface conditions (25).
## 5 NUMERICAL RESULTS

<table>
<thead>
<tr>
<th>$N = M$</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>3.092</td>
<td>2.731</td>
<td>3.074</td>
<td>3.602</td>
</tr>
<tr>
<td>$\bar{\rho} u$</td>
<td>3.244</td>
<td>2.857</td>
<td>3.027</td>
<td>3.313</td>
</tr>
<tr>
<td>$\bar{\rho} v$</td>
<td>2.717</td>
<td>2.342</td>
<td>2.648</td>
<td>3.049</td>
</tr>
<tr>
<td>$T$</td>
<td>2.313</td>
<td>2.308</td>
<td>2.664</td>
<td>3.018</td>
</tr>
<tr>
<td>$\tilde{p}$</td>
<td>3.145</td>
<td>3.017</td>
<td>3.092</td>
<td>3.160</td>
</tr>
<tr>
<td>$\hat{\rho} u$</td>
<td>2.433</td>
<td>2.716</td>
<td>2.838</td>
<td>3.130</td>
</tr>
<tr>
<td>$\hat{\rho} v$</td>
<td>2.687</td>
<td>2.405</td>
<td>2.690</td>
<td>3.043</td>
</tr>
<tr>
<td>$\tilde{T}$</td>
<td>2.199</td>
<td>2.663</td>
<td>2.965</td>
<td>3.119</td>
</tr>
</tbody>
</table>

Table 2: Convergence rates at $t = 1$, SBP(4,2) in space, SBP(8,4) in time and interface conditions (25).

<table>
<thead>
<tr>
<th>$N = M$</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>6.389</td>
<td>3.508</td>
<td>4.494</td>
<td>4.794</td>
</tr>
<tr>
<td>$\bar{\rho} u$</td>
<td>5.657</td>
<td>2.910</td>
<td>3.856</td>
<td>4.160</td>
</tr>
<tr>
<td>$\bar{\rho} v$</td>
<td>6.101</td>
<td>3.047</td>
<td>3.977</td>
<td>4.271</td>
</tr>
<tr>
<td>$T$</td>
<td>4.886</td>
<td>2.955</td>
<td>3.748</td>
<td>4.061</td>
</tr>
<tr>
<td>$\tilde{p}$</td>
<td>5.782</td>
<td>3.654</td>
<td>4.539</td>
<td>4.900</td>
</tr>
<tr>
<td>$\hat{\rho} u$</td>
<td>5.432</td>
<td>3.108</td>
<td>3.852</td>
<td>4.160</td>
</tr>
<tr>
<td>$\hat{\rho} v$</td>
<td>5.746</td>
<td>3.246</td>
<td>3.933</td>
<td>4.192</td>
</tr>
<tr>
<td>$\tilde{T}$</td>
<td>5.515</td>
<td>3.186</td>
<td>3.915</td>
<td>4.211</td>
</tr>
</tbody>
</table>

Table 3: Convergence rates at $t = 1$, SBP(6,3) in space, SBP(8,4) in time and interface conditions (25).
## 5 NUMERICAL RESULTS

<table>
<thead>
<tr>
<th>N = M</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>ρ</td>
<td>2.011</td>
<td>2.120</td>
<td>2.159</td>
<td>2.111</td>
</tr>
<tr>
<td>ḕu</td>
<td>2.021</td>
<td>2.081</td>
<td>2.088</td>
<td>2.092</td>
</tr>
<tr>
<td>ḕv</td>
<td>1.992</td>
<td>2.055</td>
<td>2.072</td>
<td>2.100</td>
</tr>
<tr>
<td>T</td>
<td>2.034</td>
<td>1.933</td>
<td>1.976</td>
<td>1.982</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>N = M</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>ḕ</td>
<td>2.121</td>
<td>2.144</td>
<td>2.132</td>
<td>2.112</td>
</tr>
<tr>
<td>ḕū</td>
<td>1.865</td>
<td>1.954</td>
<td>2.087</td>
<td>2.090</td>
</tr>
<tr>
<td>ḕūv</td>
<td>1.754</td>
<td>1.985</td>
<td>1.999</td>
<td>2.001</td>
</tr>
<tr>
<td>Ṭ</td>
<td>1.921</td>
<td>1.942</td>
<td>1.922</td>
<td>1.892</td>
</tr>
</tbody>
</table>

Table 4: Convergence rates at $t = 1$, SBP(2,1) in space, SBP(8,4) in time and interface conditions (29).

<table>
<thead>
<tr>
<th>N = M</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>ρ</td>
<td>2.921</td>
<td>2.923</td>
<td>2.864</td>
<td>2.899</td>
</tr>
<tr>
<td>ḕu</td>
<td>3.037</td>
<td>2.999</td>
<td>2.866</td>
<td>2.897</td>
</tr>
<tr>
<td>ḕv</td>
<td>3.066</td>
<td>3.030</td>
<td>2.978</td>
<td>2.982</td>
</tr>
<tr>
<td>T</td>
<td>2.864</td>
<td>2.904</td>
<td>2.862</td>
<td>2.881</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>N = M</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>ḕ</td>
<td>3.392</td>
<td>2.952</td>
<td>2.854</td>
<td>2.890</td>
</tr>
<tr>
<td>ḕū</td>
<td>2.974</td>
<td>2.994</td>
<td>2.945</td>
<td>2.961</td>
</tr>
<tr>
<td>ḕūv</td>
<td>3.056</td>
<td>3.022</td>
<td>2.967</td>
<td>2.991</td>
</tr>
<tr>
<td>Ṭ</td>
<td>3.011</td>
<td>2.982</td>
<td>2.930</td>
<td>2.956</td>
</tr>
</tbody>
</table>

Table 5: Convergence rates at $t = 1$, SBP(4,2) in space, SBP(8,4) in time and interface conditions (29).
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<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = M$</td>
<td>20</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>$\rho$</td>
<td>4.643</td>
<td>4.211</td>
<td>4.177</td>
</tr>
<tr>
<td>$\bar{\rho}u$</td>
<td>5.022</td>
<td>4.321</td>
<td>4.205</td>
</tr>
<tr>
<td>$\bar{\rho}v$</td>
<td>4.879</td>
<td>4.222</td>
<td>4.234</td>
</tr>
<tr>
<td>$T$</td>
<td>4.896</td>
<td>4.444</td>
<td>4.234</td>
</tr>
<tr>
<td>$\bar{p}$</td>
<td>5.011</td>
<td>4.762</td>
<td>4.519</td>
</tr>
<tr>
<td>$\bar{p}u$</td>
<td>5.102</td>
<td>4.696</td>
<td>4.555</td>
</tr>
<tr>
<td>$\bar{p}v$</td>
<td>4.232</td>
<td>4.242</td>
<td>4.105</td>
</tr>
<tr>
<td>$\bar{T}$</td>
<td>5.010</td>
<td>3.989</td>
<td>4.056</td>
</tr>
</tbody>
</table>

Table 6: Convergence rates at $t = 1$, SBP(6,3) in space, SBP(8,4) in time and interface conditions (29).

Figure 3: Norm of velocities versus time for compressible (left) and incompressible (right) fluids with interface conditions (25).
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Figure 4: Norm of the errors in the solutions $U, V$ versus time for the compressible and incompressible fluids, respectively.

Figure 5: Semi-log plot of temperature error at $x = 0$ with interface conditions (25).

Figure 6: Semi-log plot of temperature error at $x = 0$ with interface conditions (29).
Figure 7: A sequence (a-h) of computed temperatures with interface conditions (25) for different times using $M = N = 39$ grid points.
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Figure 8: A sequence (a-h) of computed temperatures with interface conditions (29) for different times using $M = N = 39$ grid points.
Figure 9: A sequence of contours of the density gradient, $\rho_y$, for the compressible fluid with interface conditions (25). (left) using SBP(2,1), (right) using SBP(6,3).
Figure 10: The rate of dilatation for the compressible fluid with interface conditions (25).
6. Conclusions

We have shown that the coupling of the linearized compressible and incompressible Navier-Stokes equations at a stationary and planar interface satisfy an energy estimate when a modified norm is used. In order to obtain a sufficient number of interface conditions, the decoupled heat equation was added to the incompressible equations. Two different type of interface condition for temperature is considered. The interface conditions can be imposed strongly or weakly, which both leads to an energy bound.

The equations were discretized using finite differences on summation-by-parts form with boundary and interface conditions imposed weakly. The penalty matrices which were derived in the analysis of the continuous problem lead almost automatically to stability of the discrete problem.

The convergence rates are verified by the method of manufactured solutions and the results are consistent with the theory within the SBP framework. It was also shown that the norm of both the solution and the error are bounded as time grows. The temperature errors for SBP operators of different order showed that the interface treatment is stable and accurate for all orders of accuracy.

Finally, we considered three examples where the coupled system with different initial temperatures were studied. Two types of temperature conditions at the interface were studied. In all cases, as time passes, the initial discontinuity is smeared out and a uniform slightly cooler state is obtained. It was also shown that by raising the order of the accuracy, acoustic waves indicating by density gradients that are originating from the temperature variations could be clearly seen. We also illustrated these acoustic waves using the dilatation (the divergence of the velocity) as a marker.
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