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Abstract—In urban environments, cellular network-based positioning of user equipment (UE) is a challenging task, especially in frequently occurring non-line-of-sight (NLOS) conditions. This paper investigates the use of two machine learning methods – neural networks and random forests – to estimate the position of UE in NLOS using best received reference signal beam power measurements. We evaluated the suggested positioning methods using data collected from a fifth-generation cellular network (5G) testbed provided by Ericsson. A statistical test to detect NLOS conditions with a probability of detection that is close to 90% is suggested. We show that knowledge of the antenna are crucial for accurate position estimation. In addition, our results show that even with a limited set of training data and one 5G transmission point, it is possible to position UE within 10 meters with 80% accuracy.

Index Terms—5G cellular networks, positioning, neural networks, random forest, NLOS conditions

I. INTRODUCTION

Positioning is recognized as an important feature of the fifth generation (5G) cellular networks due to the massive number of commercial use cases that would benefit from access to position information. Thus, several techniques for positioning using the signals and features of the 5G network have been investigated. Most of these techniques are based on classical positioning methods such as direction of departure (DoD) and timing advance (e.g., [1], [2]). The literature shows that these methods work well in line-of-sight (LOS) conditions but not in non-LOS (NLOS) conditions.

Urban areas suffer greatly from NLOS conditions since buildings block and reflect radio signals. Many of the commercial 5G-use cases in urban areas also demand high position accuracy. Therefore, new positioning methods that work well in NLOS conditions must be developed.

One approach to handling NLOS conditions is to use a two-part measurement model – e.g., a two-mode Gaussian mixture with one mode for LOS conditions and one mode for NLOS conditions – and then use an extended Kalman filter with a suitable motion model for positioning [3]. Suggested approaches also include to model the full physical environment to estimate the average path loss and delay spread in microcellular environments [4], or to formulate the problem as a simultaneous localisation and mapping (SLAM) problem for two vehicles positioning themselves in a urban area. They should also positioning each other while building up a radio map considering multipath components such as scattering and reflections of signals [5]. The radio map can later be used for positioning of UEs in the given environment. Another approach is to use data-driven methods to model the environment such as Gaussian processes and neural networks. Gaussian processes have been used to create a position-dependent model that describes the energy loss between a transmission point (TP) and user equipment (UE) during NLOS conditions in an indoor environment [6]. The model was later used to position UE using the observed signal strength. Using simulated data, neural networks have been used to create positioning models in cellular networks [7]. The results with simulated data show similar performance as our methods using data collected form a testbed. In addition, statistical modelling has been used for building positioning models in cellular networks. These positioning models have been created using fingerprint data collected on a coarse scale [8]. The reported results from outdoor positioning have low resolution, whereas applications in urban areas require at least a ten-meter level of precision.

This paper investigates the use of two data-driven machine learning methods – neural network and random forest – to estimate position of UE in an urban area using antenna beam
data. (Refer to the standard textbooks [9]–[11] for an in-depth description of these methods). These methods are used to create a (non-physical) model that maps radio frequency measurements to a user location. The two models are designed using position and radio measurement data from a UE in a 5G testbed. The radio measurements used are beam reference signal received power (BRSRP) and the DoD from a set of beams in an antenna.

II. 5G TESTBED MEASUREMENT AND DATA DESCRIPTION

The beam-based data used for the positioning in this paper comes from a 5G testbed run by Ericsson. The scenario studied is UE moving in an urban area (Kista outside Stockholm, Sweden). The UE is a car moving at walking speed (around 7 km/h) equipped with a single antenna. While the UE is moving around its track, it communicates with a TP. The carrier frequency of the TP is 15 GHz and the antenna of the TP used in the testbed consists of two 8 × 8 antenna element arrays. The base station performs digital beam-forming to create 48 beams with horizontal beam widths of 6° and vertical beam widths of 5°. Beams are placed into five vertical layers with nine to ten beams per layer. The beam grid is shown in Fig. 1. The TP is located on the front of a nearby building. A map of the measurement setup and the UE trajectory is shown in Fig. 2.

In total, there are around 12 000 BRSRP measurements in the collected data set. These measurements are split between three different UE trajectories, see Fig. 2. Approximately one-third of the collected data correspond to NLOS conditions.

The input data, i.e., independent variables, to the models consist of the BRSRP, which were collected at a sample rate of 100 Hz. The target data, i.e., the dependent variable, consist of position data logged by a global navigation satellite system (GNSS) collected at a sample rate of 10 Hz.

Because of the different sampling rates of the input and target data, the BRSRP data are averaged over ten samples to get the same length as the GNSS measurements. This technique can be considered as low-pass filtering of the input data. The resulting data set is referred to as the original data set. The opposite could also be done, i.e., the GNSS position data are upsampled. The resulting data set is referred to as the interpolation data set. In this work, the vertical position of the UE is of no interest, so only the horizontal position will be considered. A third data set can be created under the assumption that every vertical layer of beams, i.e., all beams that correspond to the same vertical angle such as beam #41, #6, #18 and the other beams with a vertical angle of 0°, is independent of each other. The resulting data set is referred to as the layer data set, where every layer in the antenna is viewed as a separate antenna array. Note that the interpolation data set includes ten times more data points compared to the original data set and the layer data set is five times larger than the original data set.

Knowledge about the antenna design can be used to calculate the angle of the beams that correspond to the highest BRSRP, referred to as the DoD. The DoD is one of the inputs for the considered models. Another input for the models is the difference in strength of the BRSRP between the beam (multipath component) with the strongest BRSRP relative to the consecutive beams ordered in terms of there respective powers, referred to as difference in BRSRP. Similarly, another input is the difference in the DoD between the beam with strongest BRSRP and the consecutive beam, referred to as difference in DoD.

Three different data sets were used – the original, the interpolation, and the layer data set – to train three different models of neural networks and random forests. As inputs for the positioning models, BRSRP, DoD, difference in BRSRP, and difference in DoD from the ten beams with highest BRSRP were used for the original and interpolation data set. For the layer data set, only the five strongest beams were used. All the inputs to the neural networks and random forests were normalized to have zero mean and unity variance. All constant features in the inputs were removed.

III. POSITIONING MODELS

Two methods were used to separate the data set into a training, validation, and testing data set. In the first method, the test data is selected by randomly drawing samples from the complete data set. Hence, both the test data and training data relates to all parts of the UE trajectory. In the second method, the test data is selected as the first 10% of data points of the complete data set. Hence, the test and training data set relates to two different parts of the UE trajectory. This is to test how well the learned model generalize to unexplored areas.
where training data hasn’t been collected. The remaining data were randomly separated between the training and validation set with one-third for training and two-thirds for validation. These different methods of partitioning the data into training, validation, and test data are referred to as randomly and consecutively selected data.

A. Neural Network

The neural networks used in this work have two hidden layers with \( \tanh(\cdot) \) as activation functions. Implementation is done using the neural network toolbox in MATLAB\textsuperscript{TM}. The cost function used to train the neural networks is the mean squared error between the true UE position and the predicted UE position. The number of hidden layers in the neural networks was selected by performing a grid search. The performance metric used in the grid search is the value of the cumulative distribution function (CDF) of the positioning error at 80%. As shown in Fig. 3, 12 neurons were selected for the original and interpolated data sets and 16 neurons were selected for the layer data set. Using a larger number of neurons only marginally improves the positioning performance.

When training multiple models on the same data, one would expect the models to be identical. However, since neural networks are such flexible models with non-unique parametrizations, they are sensitive to initial conditions and the selection and participation of the training, and validation data sets. Hence, the output prediction of similar networks trained on the same data but with different initial conditions and data participations shows a large variance. One way to mitigate this effect is to use model averaging, which combines the result from multiple models trained on the same data set [9]. Other similar techniques presented in the literature are to either exclude some of the neural networks when averaging or to not use the same features when training every neural network [12], [13]. In our work, an ensemble of 100 networks were trained on the same data and the test results were averaged.

B. Random Forest

The random forest is implemented in Python using the random forest regression library in scikit learn. The hyperparameters, i.e., number of trees in the forest and the depth of the trees, were selected via a grid search. Although suboptimal for reducing the computational complexity, the grid search was divided into two one-dimensional grid searches. The number of trees was optimized first, and then the depth of the trees was optimized. The performance of the random forest algorithm as a function of the number of trees and the depth of the trees are shown in Fig. 4a and Fig. 4b, respectively. The performance metric used in the grid search is the value of the CDF of the positioning error at 80%. After 125 trees, the performance converges, see Fig. 4b. Hence, we chose 125 trees for all the data sets. For the depth of the trees, the performance converges after a depth of ten, so we chose a depth of ten for all data sets.

The random forest makes it possible to obtain feature importance, i.e., a measure of which features contain the most information about the location of the UE. Table I shows the importance of the six features with the highest importance for the different data sets. The higher value a feature has, the more often it is used to distinguish two nodes in the random forest. The importance has been normalized to make the comparison between different data set easier. What can be observed is that not more than five features would include most of the information used by the random forest for all the data sets and that at least one of those features should be a difference in BRSRP. Note that for the original data set, the difference in BRSRP between the beam with strongest BRSRP and the beam with tenth strongest has an order of magnitude
TABLE I: The ranking of feature importance generated by the random forest for the different data sets. The number in brackets refers to the strength of the BRSRP, e.g., BRSRP(1) refers to the BRSRP of the beam with the highest BRSRP and DoD(5) to the DoD of the beam with fifth highest BRSRP. Only the six features with highest importance are listed.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Original data set Importance</th>
<th>Interpolation data set Feature</th>
<th>Importance</th>
<th>Layer data set Feature</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRSRP(1) – BRSRP(10)</td>
<td>0.6196</td>
<td>BRSRP(4)</td>
<td>0.3698</td>
<td>BRSRP(1) – BRSRP(1)</td>
<td>0.3441</td>
</tr>
<tr>
<td>DoD(5)</td>
<td>0.0652</td>
<td>DoD(5)</td>
<td>0.1909</td>
<td>DoD(1)</td>
<td>0.1437</td>
</tr>
<tr>
<td>BRSRP(1) – BRSRP(4)</td>
<td>0.0348</td>
<td>BRSRP(1) – BRSRP(4)</td>
<td>0.0946</td>
<td>BRSRP(1) – BRSRP(4)</td>
<td>0.1286</td>
</tr>
<tr>
<td>DoD(4)</td>
<td>0.0251</td>
<td>BRSRP(1)</td>
<td>0.0331</td>
<td>DoD(1) – DoD(2)</td>
<td>0.0992</td>
</tr>
<tr>
<td>DoD(1) – DoD(2)</td>
<td>0.0220</td>
<td>BRSRP(10)</td>
<td>0.0318</td>
<td>DoD(2)</td>
<td>0.0703</td>
</tr>
<tr>
<td>BRSRP(1) – BRSRP(3)</td>
<td>0.0218</td>
<td>BRSRP(2)</td>
<td>0.0315</td>
<td>BRSRP(5)</td>
<td>0.0292</td>
</tr>
</tbody>
</table>

larger importance than the rest of the features. Nevertheless, it is unlikely that all information could be included in only one feature since the classical positioning methods need at least two input features and still have problems with NLOS conditions.

IV. PERFORMANCE EVALUATION

The performance metric used in this paper is based on the indoor positioning study item in the Third Generation Partnership Project (3GPP) [14]. The performance metric mentioned includes the values at which the CDF of the positioning error reach 40%, 50%, 70%, 80%, and 90%. This paper focuses on the 80% level.

To be able to have different position models in LOS and NLOS conditions, we evaluated two generalized likelihood ratio test (GLRT) detectors for detecting NLOS conditions. The first detector uses as an input the average of the difference in the BRSRP between the beam with highest BRSRP and the nine consecutive ones. The second detector uses as an input the average of the difference in the DoD between the beam with highest BRSRP and the nine consecutive ones. See [15] or [16] for details about the detectors. Under the assumption that the difference in BRSRP (or DoD) are Gaussian distributed with a larger shift in mean of the difference during NLOS conditions compared to LOS conditions, the GLRT detector is used to detects the shift in mean, i.e., identifies where NLOS conditions occur. The variance deviation of the noise is chosen...
as maximum variance for the detection signals.

The NLOS conditions, i.e., where the assumed true NLOS conditions are present, were calculated from knowledge about the geometry of the buildings, the UE, and the TP. The proposed detectors used to identify NLOS conditions are also shown in Fig. 2. In Fig. 2, circles indicate NLOS conditions identified by a detector using a detection signal consisting of BRSRP measurements and crosses indicate NLOS conditions identified by a detector using a detection signal consisting of DoD measurements. Using the signal consisting of differences in BRSRP, we calculated the probability of detection $P_D = 88\%$ at a false alarm probability $P_{FA} = 5\%$. Using the differences in DoD as an input to the detector, we calculated the corresponding $P_D = 76\%$ at a false alarm probability $P_{FA} = 5\%$. The local topological effects are not the focus of this work. From the results we can see that using the difference between BRSRP outperforms DoD. Hence, we propose to use BRSRP for NLOS detection, since it provides a much higher detection rate.

### V. Results

The positioning performance in NLOS conditions in terms of CDF curves of the positioning error between the true position of the UE and predicted position for test data selected randomly and consecutively for the two positioning methods are shown in Fig. 5 and Fig. 6. Table II summarizes results from all different data constellations, during both in LOS- and NLOS conditions. The model that gave the best performances during NLOS conditions are highlighted.

<table>
<thead>
<tr>
<th>Set of data</th>
<th>Original</th>
<th>Interpolation</th>
<th>Layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural Network</td>
<td>NLOS</td>
<td>22.274 m</td>
<td>26.159 m</td>
</tr>
<tr>
<td></td>
<td>LOS</td>
<td>3.609 m</td>
<td>6.181 m</td>
</tr>
<tr>
<td>Random Forest</td>
<td>NLOS</td>
<td>11.386 m</td>
<td>9.252 m</td>
</tr>
<tr>
<td></td>
<td>LOS</td>
<td>8.841 m</td>
<td>0.898 m</td>
</tr>
</tbody>
</table>

Clearly, the interpolation data set with the data selected randomly performs well for both the neural network and the random forest model, with less than 10 meters positioning error in 80% of the test cases. This is position accuracy of the same order as the position accuracy of the GNSS receiver used in the collection of training and test data. When using the consecutively selected test data, the performance is much worse. This is a consequence of the fact that consecutively selected data likely comes from only one of the three UE trajectories, while for randomly selected data the models have some training data from all the three trajectories. This might also be the explanation why models trained and evaluated on randomly selected data seem to outperform models trained and evaluated on data selected consecutively. The performance is much worse when considering separation of the vertical beam layer in the antenna, see Table II; from this, we conclude that the knowledge of vertical resolution is useful even for positioning in a horizontal plane. In Table II, one can see that random forest models outperforms the neural network, this might be due to that neural network requires more data than random forest to have a good performance. There is a significant difference in performance between models trained in LOS - and in NLOS conditions. This is true except for random forest trained using selected randomly data from the interpolation data set.

### VI. Conclusion

This paper investigates the use of neural networks and random forests as tools for positioning in 5G cellular networks. Our results show that with these models it is possible to obtain a positioning error of less than 10 meters in 80% of the test cases. This performance is similar to the expected performance from GPS. However, since the sampling rate of the BRSRP can be ten times as high as that of a standard GNSS-receiver, one can expect that the proposed methods to preform better in high mobility regimes. From this, we conclude that machine learning methods such as neural networks and random forests have a great potential to be used for positioning of UEs in a cellular network located in an urban area, which often require managing NLOS conditions. The random forests gave the best performance despite the limited amount of data.

As the performance evaluation is based on a relatively small data set, a further evaluation should be conducted using a larger data set collected during NLOS conditions. Furthermore, results in this paper are based on data from only a single TP; however, in urban areas, a UE often has a connection to multiple TPs, so future research should include information from multiple TPs.
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