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Abstract
One of the largest flows of energy in Swedish municipalities is the fuel-energy flow through the regional combined heat and power (CHP) plant. The customer products from this flow are mainly electricity to the electricity grid and heat to the building sector. There are many ways to describe and examine this fuel-energy flow, and there are many perspectives. This thesis presents one perspective. It is a top-down, analytical and numerical perspective on the efficiency of heat and work in a regional energy system. The analysis focus on the present situation in Linköping municipality and aims at describing the energy efficiency improvement potential. Three subsystems are considered, the regional production of electricity, the regional production of heat, and the regional public transport by bus. These three systems are physically all heat engines i.e. engines that derive work and/or heat from fuel combustion processes. It is important to notice that the analysis in this thesis does not describe the theoretical improvement potential, that potential is considerably higher than the implementable potential, but of no practical use. Instead the analysis is as far as possible based on real world measured efficiencies and efficiency values of best practice (Best available technology).

The analysis shows that hardware investments at the CHP plant can improve the electricity generation efficiency and thereby reduce CO$_2$ emissions. The investments are in high pressure turbines, medium pressure turbines and preheaters. The size of the improvement is hard to quantify because it depends partly on unknown factors in the surrounding electricity market. In the studied system CO$_2$ reduction could be as high as 40 - 60 %.

The regionally produced biogas would be used more efficiently if it were used in the local combined cycle gas turbine instead of being used in internal combustion engines in buses. The buses would instead be electrically driven. This use of biogas would create a better integrated fuel-energy flow and reduce heat losses.

Another improvement is to reduce the system temperatures in the district heating system. The study shows that the efficiency gains, because of lower system temperatures, would increase electricity production by about 1 – 3%, and that greenhouse gas emissions would be reduced by 4 – 20%. However, these improvements are dependent on demand side investments in the district heating system and are therefore slow to implement.
Sammanfattning


Analyserna visar att hårdvaruinvesteringar i det lokala kraftvärmeverket skulle öka elproduktionen och därigenom sänka koldioxidutsläppen. De investeringar som skulle behöva göras är investeringar i högttrycksturbiner, mellantrycksturbiner och förvärmare. De sänkta koldioxidutsläppen är svåra att kvantifiera eftersom de delvis beror på okända faktorer på den omgivande elmarknaden. Reduktionen av koldioxidutsläppen skulle kunna vara så stor som 40 - 60 %.


En annan möjlig förbättring av kraftvärmesystemet är att sänka returtemperaturerna i fjärrvärmesystemet. Analyserna visar att elverkningsgraden skulle förbättras 1 – 3 % och att koldioxidutsläppen skulle kunna minska med 4 – 20 %. Dessa förbättringar skulle däremot kräva investeringar på kraftvärmesystemets kundsida och bedöms därför vara långsamma att implementera.
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**List of abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>4GDH</td>
<td>4th Generation District Heating</td>
</tr>
<tr>
<td>CCGT</td>
<td>Combined Cycle Gas Turbine</td>
</tr>
<tr>
<td>CCP</td>
<td>Coal Condensing Power</td>
</tr>
<tr>
<td>CHP</td>
<td>Combined Heat and Power</td>
</tr>
<tr>
<td>COP</td>
<td>Coefficient of Performance</td>
</tr>
<tr>
<td>DH</td>
<td>District Heating</td>
</tr>
<tr>
<td>DHS</td>
<td>District Heating System</td>
</tr>
<tr>
<td>EJy⁻¹</td>
<td>Exajoule per year</td>
</tr>
<tr>
<td>EV</td>
<td>Electric Vehicle</td>
</tr>
<tr>
<td>FGC</td>
<td>Flue Gas Condenser</td>
</tr>
<tr>
<td>GWh</td>
<td>Gigawatt hour</td>
</tr>
<tr>
<td>HOB</td>
<td>Heat Only Boiler</td>
</tr>
<tr>
<td>ICE</td>
<td>Internal Combustion Engine</td>
</tr>
<tr>
<td>kWh</td>
<td>Kilowatt hour</td>
</tr>
<tr>
<td>MODEST</td>
<td>Model for Optimisation of Dynamic Energy Systems with Time-dependent components and boundary conditions</td>
</tr>
<tr>
<td>MWh</td>
<td>Megawatt hour</td>
</tr>
<tr>
<td>RE</td>
<td>Renewable Energy</td>
</tr>
<tr>
<td>TWh</td>
<td>Terawatt hour</td>
</tr>
</tbody>
</table>
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1. Introduction

Moriarty et al. [1] examine different scenarios for how global energy use may develop until 2050. They show that to mitigate the problem of greenhouse gas (GHG) emissions, global energy use growth cannot continue. This is because the amount of renewable energy (RE) will not be sufficient to replace the fossil fuels in today’s energy balance. Instead of global energy use growth, Moriarty et al. [1] propose that the world will need to manage with far lower levels of energy use than we do today. Achieving this will mean that societies must re-examine their energy use and take measures to reduce energy demanding services and to use energy more efficiently. Other authors draw similar conclusions. Haberl et al. [2] estimate bioenergy potential of 100 EJy$^{-1}$, corresponding to about 18% of today’s global energy use. De Castro et al. [3] estimate solar power potential of 60-120 EJy$^{-1}$, corresponding to about 11-22% of today’s global energy use. With estimates for hydropower at about 187 EJy$^{-1}$ [4], corresponding to about 33% of today’s global energy use, and with wind power being an intermittent source (although with high energy potential), it is clear that a reduction in energy use and increased efficiency are crucial elements to obtain fossil free global energy use.

Although the CO$_2$ emission problem is a global problem, the practical solutions to obtain increased efficiency and reduced energy use must be implemented in a more local context. Moreover, in a local context it is possible to examine energy efficiencies, energy services and energy losses in a more detailed manner. One of the largest flows of fuel and energy in municipalities in Sweden is the fuel-energy flow through the regional combined heat and power plant. The consumer products that come out of this flow are mainly electricity to the power grid and heat to the residential sector. In Sweden, the energy use in the residential and services sector was 143 TWh in 2018, while energy use for heating and domestic hot water was 76 TWh, corresponding to roughly 1 kWh/(person*hour), and the most common energy carrier for heating and domestic hot water was district heating at 47 TWh [5]. This means that district heating corresponds to one third of the energy use in this sector. About one quarter of the fuels supplied to district heating (DH) in 2015 were from fossil sources [6], which means that GHG emissions from DH are important. About two thirds of the fuels supplied were biofuels, and the remaining part comes from various sources such as electricity, heat pumps, and waste heat [6].

District heating (DH) is highly developed in Sweden and can be considered to have reached a period characterised by maintenance (see Fig. 1.). During the last 20 years, there has been neither a large expansion nor steep reduction in supplied heating energy from DH.
The growth period for the district heating market is coming to an end and is moving into a period of maintenance. The peak in 2010 is caused by an unusually cold winter.

However, the fuel supply to the CHPs in these DH systems has changed. The two most important changes in the 45-year period presented in Fig. 2. are the removal of oil products and the increase of biofuels.

In 2015, biofuels had a 63 % share of the fuel supply to district heating. The share of heat pumps has been reduced and electric boilers have almost vanished during the last 15 years. The use of household waste has increased over the last two decades, and several Swedish municipalities have household waste as the dominant fuel. In Fig. 2. household waste has a part in both “Biofuels” and “Other fuels”.
The combustion based electricity production in Sweden 2015 was 13 TWh, which can be divided into two categories, utility CHP with 8 TWh and industrial CHP with 7 TWh [5]. The quota between electricity production and fuel supply for all Swedish CHPs and DHSs can then roughly be estimated to 13/60=0.22. However, this figure should not be treated as a net production of electricity delivered to the electricity market, because some industrial CHPs are situated in industries with high internal electricity use, so these industries are sometimes even net electricity consumers, e.g. papermills. In general, investments in CHPs with high electrical efficiency have not been prioritised due to the low electricity price in Sweden, which has been a consequence of high volumes of hydropower and nuclear power.

The production volume in the Swedish district heating market will likely remain at about the same level as during the last decades. However, other changes are possible regarding e.g. technical components, fuels and system services.

Important issues for the future development of CHPs and DHSs are:

- Fuel use
- Losses
- Efficiencies for technical components
- System services to surrounding energy markets

All these issues have an impact on future CO₂ emissions. Lund et al. [7] outlined the concept of 4GDH (4th Generation District Heating) where future energy systems are more integrated and with a high volume of fluctuating renewable energy sources such as wind, geothermal and solar power, together with residual resources such as waste and biomass. The future system services delivered from CHPs and DHSs will probably change and in this change lie both opportunities and challenges. In order to better adapt to fluctuating external conditions many CHPs need to invest in their energy conversion units.
Fig. 3. is a schematic illustration of the regional energy system that is the studied object throughout this thesis. Important parts of this system are fuel resources, energy conversion units, distribution systems and customer demands. The fuel resources are used in the CHP in the centre of the picture, where the energy flow is divided into two parts: electricity and heat; these flows then enter their local distribution system. In general, the local heat demand defines how much power is needed from the CHP, and the input to the electricity market comes as a result of this heat demand. The quota between electricity production and heat production is specific for each CHP-DHS, and so is the fuel mix.

The left side of the picture presents other electricity producers in the Swedish electricity market, sorted in relation to yearly production with the producer with the largest production (Hydropower) at the top. However, for hydropower there is a large yearly fluctuation between a dry year and a wet year, e.g. 63 TWh in 2014 and 75 TWh in 2015. These fluctuations also have a strong influence on the import/export volume. Sweden is generally a net exporter of electricity but there are some exceptions. The last year with net import was 2010. [5].

The European Council has endorsed a binding EU target of at least a 40 % domestic reduction in greenhouse gas emissions by 2030 compared to 1990 [8]. Electricity production is one of the major sources with 29.3 % of the CO₂ emissions in EU [9]. Hence, electricity production is identified as a major source of GHGs and investments in both production sites and distribution grids will probably change the dynamics of the European electricity market. CHP-DHSs have a special role in this changing environment because they can be involved in energy conversion in both directions, heat to electricity and electricity to heat. Electricity to heat can be carried out with direct electric heating or by a heat pump. Heat pump is the preferred alternative given the higher efficiency of this technology. However, a heat pump has a higher installation cost so direct electric heating is sometimes the only option.
The basic configuration of a CHP-DHS consists of a boiler, a turbine with generator and a heat distribution network. For peak load situations in the DHS there is often a heat only boiler installed (HOB). Other components can be added/integrated to form a more complex technological system. Many power plants have a Flue Gas Condenser (FGC) in order to preheat feedwater with heat from the flue gas. This component reduces heat losses, but it will not increase electrical efficiency. Components that increase electrical efficiency can be found in the turbine section of the plant. A more advanced turbine shaft has several different turbines on the same shaft using steam at different inlet pressures, a common configuration being HT-MT-LT (high pressure turbine, medium pressure turbine, low pressure turbine). For power plants with gas or oil as fuel, Combined Cycle Gas Turbine (CCGT) technology is available. The CCGT technology has a high electrical efficiency compared to other heat engines, with electrical efficiency in the range of 50-55 % not uncommon [10]. In most parts of Sweden there is not a natural gas grid, but small volumes of biogas can be used in CCGT. In such a case it might be necessary to co-fire with oil to reach the minimum power for the gas turbine.

There are some import and export flows over national borders. However, this should not be exaggerated. 2015 was a record year, with Swedish net electricity exports of 22.6 TWh, corresponding to 14 %. So, the Swedish electricity market that year was 86 % national [5]. In Great Britain the 10 % threshold for imported electricity was reached in the first quarter of 2019 [11], meaning that the British electricity market is 90 % self-sufficient.

Long distance power transmission will always be associated with energy loss in the grid. Losses in the Swedish power grid were 6 % in 2015 [5]. With higher volumes of wind power, power transmission becomes a problem. Local use of excess wind power electricity is preferred to ease the strain on major high voltage cables. Moreover, when maximum grid capacity is reached then local electricity use might be the only available option.

The political uncertainty about the future for nuclear power in Sweden has for several decades created doubts concerning other power investments in the Swedish power market (see for example [12]). Also, this issue is and has been hampering CHP investments. If today’s level of Swedish nuclear power is kept Sweden will probably remain an area with relatively low electricity prices and an area with net electricity export. A future scenario with less nuclear power and more wind power will create another market situation with more intermittent power production. In this scenario there will probably be a more fluctuating electricity price, but it is hard to forecast the average price level.

A trend in the transport sector is the increased market penetration for electric vehicles (EV). Graabak et al. [13] examine a scenario with 100 % EV penetration in the Nordic region (Denmark, Norway, Sweden and Finland) by 2050, and they conclude that the complete electrification of the private passenger fleet increases the yearly power demand in the Nordic region by around 7.5 %. The increased power demand will have to be compensated with an equally large increase in electricity production. It is natural to regard this increase as a marginal effect in the electricity market, meaning that the marginal electricity production in the power market should serve as a reference when evaluating this technological change.

Another probable change in the future fuel and electricity market is an increasing amount of biogas use. [14]. In 2016 biogas production in Sweden was 2 TWh [15], which corresponded to 0.3 % of total energy use [6]. The most common use of biogas was as vehicle fuel (1145
GWh), while 400 GWh was used for heating [15]. In a modelling assessment of cost-effective biogas utilisation Börjesson et al. [16] conclude that only about 10–16 % of the technical biogas potential will be utilised without subsidies. However, they predict about 90 % biogas utilisation with subsidies of between 40–60 EUR/MWh. Biogas could be used in DH networks, both in CHPs and in HOBs.

The district heating networks are a great resource with the ability to assist in future heat exchanging services. Moreover, a technological change away from DH would be very complicated and demand massive resources. Therefore, in this thesis the DH infrastructure is taken as a given. With that assumption and looking into the future there are two major questions. What is the role for CHP and DHS in the future Swedish energy system? And what kind of investments are beneficial for lower CO₂ emissions?
1.1. Aim and research questions

The aim of this thesis is to describe and evaluate the fuel-based energy flows in a regional energy system in Sweden. The CHP (combined heat and power) plants are central units in regional energy systems and are therefore at the centre of attention throughout this thesis. An important focus in this thesis is on evaluating how changes in one regional energy system have implications in surrounding energy systems. Two research questions have been considered in order to guide the research process.

Research question 1:

How can a regional combined heat and power plant (CHP) in a district heating system (DHS) be improved to reduce global carbon dioxide emissions?

Research question 2:

How can a systems approach help to assess how actions taken in a regional energy system have implications in surrounding energy systems?

1.2. Scope and delimitation

The thesis examines how some strategic changes in a regional energy system with CHP and DHS affect the produced services and the CO₂ emissions. Each CHP station has a unique combination of heat load, fuels, boilers, turbines etc. In this project the combined heat and power station managed by Tekniska verken in Linköping municipality has been modelled. Efficiencies for turbines and flue gas condensers have been studied. System effects in electricity market as a result of higher or lower electricity production have been studied. System effects in fuel markets as a result of power plant fuel savings have also been studied.

There are many details in the physical domain that are omitted, in some cases by choice, and in some cases by necessity. DHS pipe structure is not included in the study. Building costs and life-cycle costs are omitted. The focus is instead on the overall efficiency potential. This kind of top-down model should not be used to forecast absolute emission values; the numerical uncertainties are too high for this use. A better approach is to use the model results to strategically compare different developing pathways. However, even with this use, input parameters are crucial for the quality of the strategic assessment. The input parameters for the case studies in this thesis have been a mixture of direct measurements (e.g. power plant data) and parameter values based on literature sources.

1.3. Paper overview

Paper I

This article explores how supply water temperature and return water temperature affect the efficiencies of different CHP components. A case study was performed for the DHS in Linköping municipality. In this study, the optimisation software Model for Optimisation of Dynamic Energy Systems with Time-dependent components and boundary conditions (MODEST) was used. The DHS system was represented in the model by four different kinds of nodes – fuel nodes, conversion nodes (boilers, turbines, and flue gas condensers), demand nodes (traditional heat customers and low-grade heat customers), and waste nodes (electricity production and heat losses). The power plants were described in terms of the efficiencies, maximum capacity, temperature-dependent power-to-heat ratio, and temperature-dependent flue gas condenser efficiency.

With the strategic introduction of low-grade heat customers, the return water temperature can be lowered and, to some extent, controlled. With the heat customers connected in parallel, which is the traditional setup, return water temperatures can only be lowered at the same rate as the heat customers are improved. The active management of some customers can lower the return water temperatures faster and, in the long run, lead to better controlled return water temperatures. Active management is defined here as an adjustment of a domestic heating system in order to improve DHS efficiency without affecting the heating service for the individual building. The opposite can be described as passive management, where heat customers are connected to the DHS in a standardised manner, without taking the overall DHS efficiency into consideration. The case study in this article shows possible efficiency gains for the examined DHS of around 7%. Looking at fuel use, there is a large reduction for oil, with 10-30% reduction depending on the case in question, while the reduction is shown to be largest for the case with the lowest return water temperature. The results also show that efficiency gains will increase electricity production by about 1-3%, and that greenhouse gas (GHG) emissions are reduced by 4-20%.

**Paper II**

This article explores a new conversion pathway for the regional biogas in Linköping municipality. Linköping municipality introduced biogas driven buses to the regional transport system in 1997 and since 2015 all buses in the municipality have run on biogas. Biogas is a renewable fuel and by replacing fossil fuels it can help to lower net CO\textsubscript{2} emissions. However, Internal Combustion Engines (ICE) in buses, using biogas or fossil fuels, still have a rather low efficiency in the range of 15-30%. Much of the energy content in the fuel will be emitted as heat through the exhaust pipe. If the combustion of biogas instead takes place in a Combined Cycle Gas Turbine connected to the district heating system (DHS), this heat can be used for heating purposes. This could be a feasible solution if the transport system instead used electric buses charged with electricity generated by the combined cycle gas turbine.

This article has a top-down perspective on the regional transport system and the regional district heating system (DHS) in Linköping municipality. Two alternative systems are compared regarding CO\textsubscript{2} emissions, electricity production and component efficiencies. The first system that is studied is in operation today and it uses biogas produced in the region as fuel in the ICE biogas buses. In parallel the combined heat and power (CHP) system delivers electricity and heat to households in the region. The second system that is studied is a system with electric buses and a CHP system that uses biogas in the combined cycle turbine to
deliver electricity and heat to the regional power grid and DHS. The use of this turbine will alter the fuel mix for the DHS when heat from biogas combustion competes with heat produced by waste incineration.

The study shows positive effects if biogas use is changed from being used in ICE in buses to being used in the CCGT in the CHP-DHS. The study indicates that improved biogas use could lower CO$_2$-eq emissions by 2.4 million kg annually by using a better fuel-energy pathway.

1.4. The research project “Control strategies for district heating”

In the beginning of my research I was involved in a research project called “Control strategies for district heating” (original title in Swedish: “Storskalig styrning av fjärrvärme”). Some of the content in this thesis was previously published in Swedish in the report from this research project [17]. The research project was conducted in collaboration with several Swedish power companies and the aim of the project was to assess future control strategies for district heating. Both internal issues for power plants and external conditions created by the heat market and the electricity market were discussed in research workshops.

The main finding from this research project was that the valuation method for CHP electricity production is crucial. A method using European marginal electricity production highlights the quality aspect of Swedish CHP electricity production. With only a local perspective, general fuel savings and efficiency gains are not acknowledged as clearly. The studied CHP-DHS in Linköping municipality can be improved with higher electrical efficiency for steam turbines, which would be beneficial in cutting global CO$_2$ emissions.
2. Theoretical background

Handling the flow of energy, fuels and emissions through a regional energy system constitutes a complex subject. The complexity arises from the fact that there is not just a single system, there are systems of systems, all affecting each other in many ways. The fuel market can be regarded as one system, but on the other hand it can also be regarded as several different systems interlinked, a biomass market, an oil market, a household waste market and so forth. Making things even more complicated, it also must be stated that the regional energy system studied is not detached from the surrounding world. In this complex situation it is difficult to achieve a good model that can be used to evaluate system performance. In this chapter a theoretical background is given for the central subjects in this thesis and the methods that have been used to analyse them.

2.1. Top-down modelling

The essential methodological principle applied in this thesis can be described as top-down modelling. This modelling process starts with a whole – the regional energy system. The most simplistic model of this system is just a “black box” with fuel as input and heat and electricity as outputs. In order to create a more sophisticated model the “black box” must be divided into finer details. Fig. 4. illustrates how the energy system is described in finer and finer detail. In the first step there is a “fuel conversion box”, this part of the model is then elaborated to four boxes: boiler-turbine-generator-district heating. These components can be divided further to create an even more detailed model. When working top-down, there is a movement from the general to the specific.
This process of elaboration in finer and finer detail can also be applied in the time domain. Yearly energy use can be divided into monthly energy use, weekly energy use, daily energy use and so forth. In Paper I the model used had 23 nodes (fuel sources, boilers, turbines, flue gas condensers, heat demand) and 96 time-steps to represent the energy system for one year. In Paper II the model used had 32 nodes (fuel sources, boilers, turbines, flue gas condensers, heat demand, bus transport node, transport demand) and 96 time-steps to represent the energy system for one year. Input data regarding efficiencies for each node/component were from measurements or literature sources. By contrast, these input data sources are often retrieved from research working in the other direction – bottom-up. Using the classification method proposed by Hall et al. [18] the method used in this thesis might be classified as a Hybrid approach, hence it is neither a “true” Top-down or Bottom-up approach. However, the model optimisation tool being used: MODEST (“Model for Optimisation of Dynamic Energy Systems with Time-dependent components and boundary conditions”) was originally developed to be a top-down tool.

2.1.1. MODEST

In this thesis, the optimisation software “Model for Optimisation of Dynamic Energy Systems with Time-dependent components and boundary conditions” (MODEST) was used. The CHP-DHS system was represented in the model by four different kinds of nodes – fuel nodes, conversion nodes (boilers, turbines, flue gas condensers, buses, and heat pumps), demand nodes (heat demand, transport demand), and waste nodes (electricity production and heat losses). The power plants were described in terms of the efficiencies, maximum capacity, temperature-dependent power-to-heat ratio, and temperature-dependent flue gas condenser efficiency. MODEST is a top-down tool that can be used to represent the largest flows in an energy system. The top-down method is beneficial for analysing “the whole picture”. The modelling starts at the top, in this case a regional energy system, and then moves down in finer and finer detail. At a certain degree of system detail, one needs to stop, but there is no distinct way to choose this level. In the time domain, this study starts with year, then moves to months, weeks, and days, and then stops. In the physical domain, this study starts with CHP-
DHS in a municipality, then moves to supply side, power plants, and power plant components, and then stops.

The model’s objective is to optimise the energy system with the lowest possible system cost and meet the demand from the demand node/nodes for all included time-steps. Hence, the results from the MODEST model will represent an optimum production mix in terms of cost efficiency. The MODEST model is described in detail by Henning [19]. Several authors have used MODEST to analyse DHS, for example Lidberg et al. [20], Gebremedhin [21] and Blomqvist et al.[19]. MODEST is a top-down tool that can be used to represent the largest flows in an energy system. In section 3.1 there is more information about the models and the case studies.
2.2. To measure system performance

In the early 1970s Ehrlich and Holdren [20] devised a simple equation identifying three factors that created environmental impact. This equation has since become known as the “IPAT equation”. The environmental impact (I) is expressed as the product of population (P) times affluence (A) times technology (T): I=P*A*T. Depending on context this equation has been used in different ways, sometimes to describe the importance of the size of the global population and how this determines the environmental impact, other times as a means to show the importance of technology. Chertow [21] describes how the use of this equation has taken different forms through the first 30 years of its lifetime. Both technical optimists and technical pessimists have used this equation, the first to underscore the technology as a critical factor in environmental improvement and the latter to describe e.g. the dangers of consumerism (see for example Kates [22]).

The general method when using the IPAT equation can also be used for a vast number of other equations. Intensities are multiplied in order to calculate the physical property of interest. Three examples of this method can be seen below.

\[
Emissions \text{ from cars} = \text{number of cars} \times \frac{\text{emissions}}{\text{km}}
\]

\[
Energy \text{ input from solar panels } [\text{Wh}] = \text{number of panels} \times \frac{\text{Wh}}{\text{area}} \times \frac{\text{area}}{\text{panel}}
\]

\[
Transport \text{ service from buses } [\text{person} \times \text{km}] = \text{number of buses} \times \frac{\text{person}}{\text{km}} \times \frac{\text{km}}{\text{bus}}
\]

The intensity factors in these equations are measurements of system/component performance. For example, a top performing car has a low value for emissions/km, a good solar panel has a high value for Wh/area and so forth. The usage of intensity factors is practical when evaluating different services and it has become a very common way of communicating environmental performance to the consumer market. One example of this is the CO\(_2\) emission limits for cars issued by the Swedish Government – there are limits in several steps that define the tax level as a function of CO\(_2\) emissions [g/km] [23].

A major benefit of these kinds of equations is that they can be utilised to communicate both quality and quantity aspects of an issue. The product in the equation is affected by both a quality term and a quantity term. However, when looking only at the product of the factors then improvements in one factor could mask a negative trend in another, e.g. better car engines can reduce emissions from each individual car, but at the same time an increasing number of cars might keep the total emissions at a steady level.

In this thesis several intensity factors are used, both as input data and as internal parameters in the MODEST model. Some examples of intensity factors are presented in Table 1.
Table 1. Examples of intensity factors.

<table>
<thead>
<tr>
<th>Intensity factor</th>
<th>Kind of data</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbine efficiency</td>
<td>Internal parameter in</td>
<td>%</td>
</tr>
<tr>
<td></td>
<td>model</td>
<td></td>
</tr>
<tr>
<td>Flue gas condenser</td>
<td>Internal parameter in</td>
<td>%</td>
</tr>
<tr>
<td>efficiency</td>
<td>model</td>
<td></td>
</tr>
<tr>
<td>Biomass emission value</td>
<td>External value</td>
<td>kg CO₂-eq/MWh</td>
</tr>
<tr>
<td>DH supply temperature</td>
<td>Internal parameter in</td>
<td>°C</td>
</tr>
<tr>
<td>Electric bus engine</td>
<td>External value</td>
<td>kWh/km</td>
</tr>
<tr>
<td>efficiency</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

One part of the model used in Paper II can serve as an example of a chain of intensity factors. Fig. 5. shows four conversion steps in the model. Four consecutive conversions are done in serial connection. If all intensities are known, then the resulting emission intensity can be calculated [kg CO₂-eq/hour].

1 - emission value [kg CO₂-eq/kWh]
2 - electrical efficiency [kWhₑ / kWhₑₑₚₚₜₚₜ]
3 - bus engine efficiency [kWh/km]
4 - transport demand [km/h]

Figure 5. Illustration of a chain of intensity factors.

In a more elaborated study this chain of intensity factors could be even longer. The third conversion step in the chain could be elaborated from [kWh/km] to [kWh/(km*person)] * [persons]. This elaboration would enable a comparison between personal car use and public transport by bus, where the former mode of transport generally has a higher [kWh/(km*person)] than the latter. However, this elaboration would also imply a need for more measurements and/or more assumptions, which also complicates the analysis. Hence, there is a natural trade-off between details in measurements and the analytical questions that can be analysed.
2.3. CHP and heat engine efficiencies

The CHP technology has the principal flow process illustrated in Fig. 6. There is a primary energy source in the form of chemically bound energy in the fuel. This energy is converted into heat energy in the combustion process in the boiler. In this way a mass flow of fuel and air generates a mass flow of energy dense steam. The steam is led through a steam turbine which, by means of a generator, converts parts of the energy into electric power. In the next process step the primary process steam is cooled in a condenser which conveys heat energy to the district heating network by means of distribution pumps and heat exchangers. The primary flow loop is closed when feedwater pumps push back the cooled process water from the condenser into the boiler. More detailed descriptions of this process can be found in for example [24] or [25].

![Figure 6](image.png)

Figure 6. Schematic illustration of CHP-DHS process.

2.3.1. Electrical efficiency

The theoretical limit for a steam turbine’s electrical efficiency is set by the available heat fall, i.e. the difference between the inlet temperature to the turbine and the outlet temperature from the turbine condenser. This theoretical limit for electrical efficiency is called the Carnot efficiency and is defined by Eq. 1.

Equation 1: $\eta = (T_{\text{Hot}} - T_{\text{Cold}}) / T_{\text{hot}}$

$\eta =$ Carnot efficiency

$T_{\text{Hot}} =$ The temperature (in Kelvin) at which the high temperature reservoir operates (the boiler)

$T_{\text{Cold}} =$ The temperature (in Kelvin) at which the low temperature reservoir operates (the condenser)

The Carnot efficiency constitutes an important theoretical boundary. However, in practice, real steam turbine plants are far from this theoretical boundary. Many practical hindrances limit the efficiency, e.g. unavoidable heat losses, turbulence in different parts of the flow process, and heat resistance in construction materials. Heat losses in the process can be kept
down by preheating the feedwater with bleed steam from the turbine section. In this way losses are avoided because less heat is ejected from the condenser. A steam turbine with many preheating stages has better fuel economy and higher electrical efficiency. The most efficient, and most expensive, steam turbines are located at nuclear power plants and have an electrical efficiency of 30-35 % with 4-6 preheating stages. These values for electrical efficiencies must be considered high, taking into account that the temperatures for the boilers are as low as 286°C.

Combustion based steam turbine plants have a considerably higher available heat fall but due to lower production volumes the higher investment cost for better turbines can be hard to bear for the power plant owner. With a CHP plant that can also get revenue for emitted heat it becomes natural to choose a simpler turbine plant. In areas where there is a low electricity price it becomes extra hard to justify investments in expensive turbine hardware with high electrical efficiency.

The electrical efficiency of the process is mostly affected by the steam turbine construction and the combustion temperature, but also the condenser temperature. Here, there is a connection to the supply temperature for the DH heat load; a lower supply temperature in the DHS will increase the electrical efficiency of the steam turbine. Evaluated as part of the heat fall \((T_{\text{Hot}} - T_{\text{Cold}})\) then this potential difference in supply temperature \((T_{\text{Cold}})\) is a relatively small part of the improvement potential for most turbine plants. For power plants that do not have a high-pressure turbine, a reconstruction where a high-pressure turbine is installed would increase the heat fall by more than 100°C. This increase in heat fall is considerably more than the increased heat fall created by a decrease in supply temperature. Fig. 7 illustrates the heat fall in the steam turbine process.

Calculation examples Carnot efficiency:

\[
\begin{align*}
T_{\text{Hot}} &= 400^\circ\text{C}, \quad T_{\text{Cold}} = 90 \Rightarrow \text{Carnot efficiency: } 0.46 \\
T_{\text{Hot}} &= 500^\circ\text{C}, \quad T_{\text{Cold}} = 90 \Rightarrow \text{Carnot efficiency: } 0.53 \\
T_{\text{Hot}} &= 400^\circ\text{C}, \quad T_{\text{Cold}} = 70 \Rightarrow \text{Carnot efficiency: } 0.49 \\
T_{\text{Hot}} &= 500^\circ\text{C}, \quad T_{\text{Cold}} = 70 \Rightarrow \text{Carnot efficiency: } 0.55
\end{align*}
\]
Increased Carnot efficiency illustrates a possibility of achieving higher electrical efficiency. However, the actual electrical efficiency for a specific turbine plant is dependent on turbine technology and preheater arrangements. Fig. 8. illustrates measured electrical efficiency for a steam turbine operating with different supply temperatures to the DHS.

Through this temperature dependency at the turbine plant there is a link to the efficiency of the DHS. A DHS with higher supply temperature will operate a steam turbine with lower electrical efficiency.
2.3.2. Heat losses

The basic energy flow in the CHP process is from the fuel combustion in the boiler through different sub-systems and finally to heat customers and surroundings. Table 2. shows the heat losses from this process.

<table>
<thead>
<tr>
<th>Heat loss</th>
<th>Sub-system</th>
<th>Temperature interval [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distribution loss</td>
<td>District heating piping</td>
<td>40–110</td>
</tr>
<tr>
<td>Flue gas loss</td>
<td>Chimney</td>
<td>40–70</td>
</tr>
<tr>
<td>Heat loss in district heating substation</td>
<td>District heating substation</td>
<td>40–110</td>
</tr>
<tr>
<td>Heat loss in buildings</td>
<td>Buildings</td>
<td>20–40*</td>
</tr>
<tr>
<td>Storage loss</td>
<td>Accumulator</td>
<td>40–100</td>
</tr>
<tr>
<td>Heat loss in CHP processes</td>
<td>CHP power plant</td>
<td>40–800**</td>
</tr>
</tbody>
</table>

* Losses can be divided further, e.g. into ventilation losses and transmission losses
** Upper limit depending on type of boiler

Heat losses are a natural part in all steps of the CHP process. At the power plant and in the distribution grid all losses can be regarded as negative, because all lost heat could have been delivered to the customer. Losses in the distribution network are affected by the system temperatures, supply temperature and return temperature, where lower temperatures give lower losses. For more detailed information about distribution losses, read for example [25] or [26].

On the customer side, the situation is more complicated because low heat losses in winter can lead to too high indoor temperatures in the summer. La Fleur et al. [27] and Chvatal et al. [28] have examined indoor climate and they reach similar conclusions; when buildings are very well insulated then the indoor environment is improved in the winter, but during summer high temperatures might reduce thermal comfort. The general trend in newly produced buildings is for heat losses to become lower. For the DH supplier this means a lower heat load per floor area (kWh/m²).

In a large DHS system with several production units a loss is added that comes when peak load units are used. Peak load units are often HOBs with higher heat losses than the base load units. Load control in order to avoid using peak load units can reduce heat losses for the whole DHS.

A large source of heat loss for fuel combustion boilers is the heat loss from the flue gas. A common arrangement is to extract some of this heat in a flue gas condenser (FGC). In the next section FGC will be described in more detail.
2.4. Flue gas condenser efficiency

Flue gas condensation is a process where flue gas is cooled below its water dew point and the heat released by the condensation of water is recovered as low temperature heat. Flue gas condensation reduces the heat loss from the flue gas. However, even for power plants with FGC there is a substantial heat loss through the flue gas. The coolant that recovers the heat from the flue gas is usually the district heating return water. The temperature of the return water affects the efficiency of the FGC process. Figure 9 shows measured efficiency samples from the flue gas condenser at KV 61 – waste incineration unit. The temperature dependency is obvious although a rather high data dispersion is present.

![Flue gas condenser efficiency](image)

**Figure 9.** Flue gas condenser efficiency for KV 61 waste incineration unit (figure from Paper I). Samples have been collected over several years and during different operation modes. There are variations in boiler power, fuel moisture, outdoor pressure, and so on. This gives a considerable data dispersion, but the temperature trend is clear: lower district heating return temperature gives higher FGC efficiency.

If the heat load in the DHS could produce a lower return water temperature, it would be beneficial for the FGC efficiency and consequently for the overall DHS efficiency. Hence, in the DH process there is a positive feedback loop, whereby an efficient DH substation will create a low return water temperature, which in turn will improve the efficiency of the power plant FGC. With a substantial part of the heat delivered to the DHS, FGC efficiency becomes an important matter for the efficiency of the whole system.
2.5. Heat pumps in DHS

The operating principle of a heat pump is based on the physical property that the boiling point of a fluid increases with pressure. By lowering the pressure, a medium can be evaporated at low temperatures while an increase in pressure will lead to a high boiling point. A heat pump has four main components: evaporator, compressor, condenser and expansion device. The parts of the heat pump are shown schematically in Fig. 10. The refrigerant is the working fluid that passes through all these components. In the evaporator, heat is extracted from a heat source (air, ground, lake or river). The compressor increases the pressure of the working fluid. In the condenser this heat is delivered to the consumer at a higher temperature level. Electrical energy is required to drive the compressor and this energy is added to the heat that is available in the condenser. The efficiency of the heat pump is denoted by its coefficient of performance (COP), defined as the ratio of total heat delivered by the heat pump to the amount of electricity needed to drive the heat pump. The COP of heat pumps varies considerably but most heat pumps have a COP in the range between 2.5 and 4.0. More detailed descriptions of this process can be found in [24] or [29], for example.

In a DHS use of heat pumps can be an interesting option if there is a low temperature heat source available, for example a river or a lake. Østergaard et al. [30] describe how the primary energy consumption for Frederikshavn, Denmark can be reduced from 758 GWh to 560 GWh, mainly through changes in the production system. One of the proposed changes to achieve this was the introduction of heat pumps in the regional DHS. The use of heat pumps in DHSs will consume some of the produced electricity from the CHP plants, but the overall fuel use in the regional system will be reduced. The (optimal) trade-off between higher electricity production and better fuel economy has no general answer, but depends on the surrounding electrical grid, marginal electricity production and marginal fuel use. All these considerations are thus dependent on local circumstances.
2.6. Three connected markets

Daily operation of the CHP affects surrounding energy markets; the fuel market is affected by the fuel choice and the amount of fuel used, while the electricity market is affected by the CHP power profile and the amount of electricity delivered. The heat load in the DHS defines the lower limit for heat production in the CHP plant. Changes in the CHP operation affect more than just internal parameters, e.g. local emissions and component efficiencies. There are also implications for surrounding markets. Increased electricity production for one power plant in the electricity market can result in decreased power production in other power plants. Moreover, operating conditions change when market conditions change. For example, fuel price changes could result in a lower heating price, but that is not certain – a lack of competition in the heating market might also hinder that price reduction.

Studies of market effects and system studies constitute a difficult field where unfortunate assumptions or system boundaries can lead to misleading conclusions, so a system perspective with well-considered boundaries is extremely important (see, for example, Churchman [31]).

2.6.1. The Fuel Market

The local emissions of CO$_2$ can be calculated from characteristics for each fuel. Coal has the highest emission value followed by oil and then gas, waste incineration has a lower emission value and biomass is normally calculated with a very low emission value. However, if the natural limitations in the fuel market are included in the analysis then it becomes more difficult.

Because of the global interest in CO$_2$ emission reduction, many power companies have begun to switch fuel. For example, one of Great Britain’s largest coal power plants, Drax Power Station, with an electrical production capacity of 6*600 MW, has now switched to a fuel mix where more than a 50 % share is wood pellets [32]. With many actors making similar choices, there is pressure on the biomass market. In an article about biomass fuel potential Schueler et al. [33] conclude that only 10 % of the biomass fuel potential can be regarded to be without sustainability concerns (such as for example biodiversity and deforestation). Hence, 90 % of the biomass fuel potential should not be regarded as an unproblematic fuel source. In a study on how different renovation measures for rental housing with district heating affect carbon dioxide emissions, Lidberg et al. [34] conclude that the valuation of biomass as fuel is crucial for the net result of the renovation measures. They conclude that if biomass is treated as a limited resource, the renovation measures result in emission reductions for all cases studied, but the opposite applies if the biomass is not seen as limited.

Waste as fuel is a particularly difficult subject that is addressed by many other authors. A report from IVL examines the content of the waste (IVL Swedish Environmental Research Institute [35]), and Björklund et al. examine the taxes connected to waste incineration [36]. Covering all the aspects of waste incineration in this thesis would be far too complex. Hence, in this thesis, waste is treated as a fuel with associated emissions, i.e. without upstream market effects.
2.6.2. The Electricity Market in the Nordic region

The electricity market is a complex market where there is a relatively extensive exchange over national borders. In 2015 Sweden had electricity production of 158.5 TWh, exports of 35.2 TWh, imports of 12.6 TWh and thus net exports of 22.6 TWh [37]. The extensive exchange over national borders implies that production and consumption should be evaluated in a larger system than only a national one.

Wind power and solar power are intermittent power sources. In the electricity grid these power sources act as disturbance signals that other power sources must regulate. Nuclear power plants serve as base load and are normally operated at full power. Today, CHP is normally operated entirely based on local heat demand, but with some production planning where electricity back-up and heat accumulation occur. Hydroelectric power stations are responsible for the regulatory capacity in the electric power market. Norwegian and Swedish hydroelectric power plants have a production plan covering one whole year; typically the water reservoirs are filled during spring and summer and emptied during winter.

Due to the extensive exchange over national borders, it is a common assumption that coal-fired condensing power plants constitute the operating margin even in the Nordic region. However, that assumption is not always correct. With an increased volume of wind power in the Nordic countries, transmission capacity in the networks has become a limiting factor during windy days. Ringhals nuclear power plants reduced their output by a total of 0.4 TWh for power balance reasons during 2015 [38] (despite the fact that Ringhals 2 was shut down throughout that year [38]). This exemplifies that on several occasions nuclear power is the marginal power instead of coal condensing power.

A report from the Swedish Energy Market Inspectorate states that the transmission links between the three Nordic bid areas SE4, DK1, DK2 and Germany are frequently restricted due to excess renewable power in northern Germany. This happens because internal bottlenecks in the German network are being “moved” to the border [39]. In these situations, coal power producers south of the internal German bottleneck are “protected” from electricity imports from the north.

Alternative electricity generation is an important parameter when assessing environmental performance for different system changes. Gode et al. [40] recommend the use of marginal electricity when changes in electricity use are analysed, and mean values when distributing emissions between actors.

2.6.3. The Heat Market

In this thesis, the heat market is mostly treated as an external demand for the CHP-DHS. On the customer side the heat market moves slowly, which makes it natural to treat the heat load as an external condition for the CHP-DHS.

The parameters supply temperature and return temperature in a DHS have been treated in Paper I and in the research project “Control strategies for district heating”. Market solutions aimed at improving these parameters have been studied in some scientific projects, for example in “Samband mellan flödespremie och returtemperatur” [41]. This report shows that companies with a specific fee for district heating water flow on average have a 2.6°C lower supply water temperature and a 1.6°C lower return water temperature.
Most CHP-DHSs have an accumulator, i.e. a storage tank for hot water, which helps to meet short peak loads in the DHS. This is practical for peak loads that are foreseeable, for example “the morning shower peak load”. Short and foreseeable peak loads can therefore be handled without using any peak load HOBs.

Kensby et al. [42] describe how buildings in the district heating system have the potential to function as thermal short-term storage by periodically overheating and underheating the buildings. The company NODA uses a similar method to reduce peak loads and has succeeded in achieving a 20% power reduction by using a distributed software system that limits the output of heat (not hot water) for individual district heating substations [43].

2.7. Inclusion of external effects – a system approach
The most difficult, and perhaps the most important, aspect of a regional energy system analysis is the inclusion of external effects. The use of external effects is crucial to avoid the pitfalls of end-of-pipe solutions. If looking too narrowly at only the studied system then analytical mistakes are made. Two possible mistakes are missed consequences upstream and missed consequences downstream. A missed upstream consequence could be to overlook the depletion of a scarce resource, e.g. when use of an energy crop not only gives energy but also destroys the habitat for an endangered animal. A missed downstream consequence could be to not acknowledge the alternative service, e.g. the alternative heating solution for a house disconnected from a district heating network.

With a system approach, an attempt is made to describe the net effect of a system change. Hence, the analysis tries to include foreseeable changes in the surrounding environment. For example, if a power plant increases its use of wood it is a probable and foreseeable consequence that less wood is available in the fuel market. This consequence could be included in an analysis regarding fuel change for the power plant. However, the existence of a foreseeable consequence does not imply that it is easily quantified. Quantifying external effects is often a subject of debate. As mentioned earlier, in section 2.6.2., a calculation of the marginal electricity production is one example of how difficult it can be to quantify an external effect. Furthermore, this difficulty cannot be solved by simply removing it from the calculation, because arithmetically that is equal to giving it the very exact value of zero. In this way the quantification of external effects becomes a problem in itself. Without the inclusion of external effects, there is a tendency for simple end-of-pipe analysis. But with external effects, uncertainties and sensitivities can be overwhelming.
2.8. Energy conversion pathways

This concluding section will summarise the other sections of the chapter and highlight an important question regarding energy systems. The question is a fundamental resource question: “Could this resource be used in a better way?”.

We start with a simple fuel-energy flow, natural gas as fuel and heat as the desired energy service. The simplest use of this fuel resource is to burn it with an HOB (Heat Only Boiler). The efficiency of this process is approximately 80 %, comparing available heat and useful heat. Fig. 11 shows this fuel-energy pathway and four other possible pathways, all using the same fuel but different conversion technologies.

In the second pathway the fuel resource is also used in a boiler, but this time connected with a steam turbine and consequently transforming some of the energy into electricity. This is the basic CHP process and the heat loss remains at approximately 20 % but the delivered quality of the energy service is now higher. In the third pathway the heat loss is reduced to 10 % with
help of an FGC (Flue Gas Condenser) absorbing some of the heat in the flue gas. In the fourth pathway the natural gas is being used in a CCGT (Combined Cycle Gas Turbine). This technology is more advanced but also more efficient, with approximately 50 % electrical efficiency [10]. The fifth pathway illustrates how the fuel can be used if heating is the only desired energy service. The electricity produced in the CCGT can be used to power a heat pump and hence increase the delivered heat to 190 % (100 % high grade heat transformed into 190 % low grade heat).

In a Swiss study, Codina Girones et al. [44] show alternative fuel-energy pathways for wood, where they describe similar available pathways as described above but with differences in technology due to different fuel use (wood or natural gas). When wood is used, there is a need for a gasification step in order to use the CCGT technology. Biomass gasification in a Swedish context has been studied by, for example, Börjesson et al. [45]. They conclude that the most favourable conditions for CCGT-CHP technology are found in the largest DHSs in the country, due to economies of scale.

After a quick look at possible fuel-energy pathways for one fuel, we turn our attention to systems with several fuels. In these more complex energy systems, the usage of one fuel can affect the efficiency and/or usage of another fuel. The most common illustration of this is the peak power demand. A system that in base load circumstances is wood fired is often equipped with an oil-fired HOB that assists in covering peak power demand. Often the peak load unit has the lowest efficiency so when this unit is in operation the overall system efficiency goes down.

Another situation where several fuels are involved is when a co-combustion process is used. A low CO2-emitting fuel such as biomass can, for example, be co-fired with a high CO2-emitting fuel such as coal (see for example [46] or [47]), hence lowering the total CO2-emission intensity.

Sometimes one fuel-energy pathway can improve another fuel-energy pathway by means of system integration. This is often achieved by delivering waste heat from one process to another. In Paper II an example of system integration is studied. Fig. 12 shows the integrated system from Paper II, where the biogas fuel use is integrated with the regional CHP plant.
The use of biogas in the CHP plant also enables the plant to use the production unit with the highest electrical efficiency. This unit is a Combined Cycle Gas Turbine (CCGT) that both generates electricity by the expansion of the burning gas and transfers heat to a household waste powered steam turbine. This process coupling also elevates the electrical efficiency of the household waste turbine, giving a positive impact on the overall electrical efficiency.

A top-down analysis can be helpful in finding system inefficiencies that are caused by less optimal fuel-energy pathways. Some of these inefficiencies will not be acknowledged if technological systems are analysed one by one without a broader view.
3. Research design and methodology

The general aim of the thesis is to present a top-down analysis of a regional energy system. With a modelling tool as help, different cases are described and evaluated regarding fuel use, efficiency and CO₂-eq emissions. The goal is also to present “the big picture” of a regional energy system, which is the strength of the top-down method. The general approach is to perform a flow analysis covering fuel and energy flows in the studied system. In order to do that there is a need to collect parameter values for different technical components in the studied system.

The optimisation program MODEST is the mathematical tool used in this thesis. However, MODEST is not used for any advanced calculations; it is more of an administrative tool that is helpful in managing all the data concerning the energy flows. The most important aspect of the optimisation part is that it removes some of the personal bias of the researcher. For example, peak power demand is calculated in the exact same way in all examined cases, without interference from the researcher. The researcher is only involved in parametric input and analysis of the whole year energy system output. However, the personal bias of the researcher exists regarding which system modifications are included in the analysis.
3.1. Case studies
This research is based on optimisation models of the regional energy system in Linköping municipality. Linköping is a municipality with about 150,000 inhabitants, situated in the southeast of Sweden. Tekniska verken AB is the regional power company and has a yearly production of 1500 GWh heat and 260 GWh electricity at two production sites. In the urban area of the municipality, DH is the dominant way of supplying heat to multi-family buildings, small houses, and commercial buildings. The base load in the DHS is covered by waste incineration at CHP plants. With the increasing load, other CHP plants are starting to burn other fuels such as wood, rubber, coal and oil. Heat only boilers are used to cover peak loads. The fuel merit order is as follows: waste, wood, coal/rubber and oil. In daily production, the heat load determines how much power is needed from the power plant boilers, and the electricity production in this system is a by-product. CHPs in this region normally operate in an electricity market with low prices, hence electricity production is not prioritised. Table 3 shows the three case studies in this thesis. The models serve as tools to compare different technological developing pathways.

<table>
<thead>
<tr>
<th>Case 1: A-E</th>
<th>Case 2: A-C</th>
<th>Case 3: A-B</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model description</strong></td>
<td>Linköping municipality CHP and DHS with supply/return water temperature dependent components. Components added in research cases in order to evaluate different hardware investments.</td>
<td>Linköping municipality CHP and DHS with supply/return water temperature dependent components.</td>
</tr>
<tr>
<td><strong>Aim</strong></td>
<td>Scenario analysis of five alternative hardware investments in the CHP-DHS.</td>
<td>Quantify overall CHP-DHS efficiency improvements if DH supply and return temperatures are lowered.</td>
</tr>
<tr>
<td><strong>Number of cases</strong></td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td><strong>Research publication</strong></td>
<td>Control strategies for district heating</td>
<td>Paper I</td>
</tr>
</tbody>
</table>
3.1.1. Models

Three models have been developed to perform the case studies presented in section 3.1. In this section the model from Paper I is presented in detail.

In this study, the optimisation software Model for Optimisation of Dynamic Energy Systems with Time-dependent components and boundary conditions (MODEST) was used (see section 2.1.1). The DHS system was represented in the model by four different kinds of nodes – fuel nodes, conversion nodes (boilers, turbines, and flue gas condensers), demand nodes (traditional heat customers and low-grade heat customers), and waste nodes (electricity production and heat losses). The power plants were described in terms of the efficiencies, maximum capacity, temperature-dependent power-to-heat ratio, and temperature-dependent flue gas condenser efficiency. The heat load profile was taken from measurements from 2015. The MODEST model is described in detail by Henning [19]. Several authors have used MODEST to analyse DHS, for example Lidberg et al. [20] and Gebremedhin [21]. MODEST is a top-down tool that can be used to represent the largest flows in an energy system. The optimisation objective was to minimise the annual system cost while satisfying a given heat load demand. The fuel costs were fixed during the examined year and were mainly set to force the model optimisation algorithm to choose plants in the correct merit order. Details of the model are shown in Tables 4-7 and Figures 13-18.

![Illustration of nodes and flows in the model from Paper I.](image)

Figure 13. Illustration of nodes and flows in the model from Paper I.
## Table 4. Production units in Linköping CHP-DHS.

<table>
<thead>
<tr>
<th>Power Plant</th>
<th>Maximum Output (MW Thermal Power)</th>
<th>Fuel</th>
<th>Flue Gas Condenser Efficiency (% of Boiler Power)</th>
<th>Steam Turbine Efficiency (Electricity Production/Input Heat)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KV 50</td>
<td>72</td>
<td>Household waste</td>
<td>15-40</td>
<td>0.10-0.15</td>
</tr>
<tr>
<td>KV 61</td>
<td>66</td>
<td>Household waste</td>
<td>0-22</td>
<td>0.17-0.27</td>
</tr>
<tr>
<td>KV 1 – wood</td>
<td>60</td>
<td>Wood</td>
<td>20-40</td>
<td>0.18-0.26</td>
</tr>
<tr>
<td>KV 1 – coal</td>
<td>60</td>
<td>Coal/Rubber</td>
<td>FGC not available</td>
<td>0.18-0.26</td>
</tr>
<tr>
<td>KV 1 – oil</td>
<td>120</td>
<td>Oil</td>
<td>FGC not available</td>
<td>0.18-0.26</td>
</tr>
<tr>
<td>HOBs (Heat Only Boilers, several distributed in DH network)</td>
<td>240</td>
<td>Oil</td>
<td>FGC not available</td>
<td>No turbine</td>
</tr>
</tbody>
</table>

---

**Figure 14.** Heat load in the model, presented with monthly duration diagram (i.e. days sorted by heat load in each month). Days with higher heat loads are modelled in greater detail.
Table 5. Fuel prices in the model.

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Price in Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waste</td>
<td>0 SEK/MWh</td>
</tr>
<tr>
<td>Wood</td>
<td>70 SEK/MWh</td>
</tr>
<tr>
<td>Coal/Rubber</td>
<td>180 SEK/MWh</td>
</tr>
<tr>
<td>Oil CHP</td>
<td>320 SEK/MWh</td>
</tr>
<tr>
<td>Oil HOB</td>
<td>600 SEK/MWh</td>
</tr>
</tbody>
</table>

Table 6. Time division in the model.

<table>
<thead>
<tr>
<th>Period</th>
<th>Time Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>January–April (first 10 days in monthly duration diagram)</td>
<td>Average heat load for 48 h periods</td>
</tr>
<tr>
<td>January–April (remaining days in monthly duration diagram)</td>
<td>Average heat load for 96 h periods</td>
</tr>
<tr>
<td>May–August</td>
<td>Average heat load for each week</td>
</tr>
<tr>
<td>September–December (first 10 days in monthly duration diagram)</td>
<td>Average heat load for 48 h periods</td>
</tr>
<tr>
<td>September–December (remaining days in monthly duration diagram)</td>
<td>Average heat load for 96 h periods</td>
</tr>
</tbody>
</table>

Figure 15. Measured supply and return temperatures in Linköping’s DHS in 2015.
Figure 16. System temperatures in the Paper I MODEST model. Temperatures for the base case and three cases with lowered temperatures.

Figure 17. Measured efficiencies for KV50 turbine – waste incineration plant.
Figure 18. Flue gas condenser efficiency for KV 61 waste incineration unit. Samples have been collected over several years and during different operation modes. There are variations in boiler power, fuel moisture, outdoor pressure, and so on. This gives a considerable data dispersion, but the temperature trend is clear.

Table 7. Temperature-dependent efficiencies in the MODEST model (Y = efficiency as fraction of boiler power; X = temperature [°C]).

<table>
<thead>
<tr>
<th>Power Plant Component</th>
<th>Efficiency Equation, Fraction of Boiler Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbine KV 1</td>
<td>( Y = -0.0015 \times X + 0.3907 )</td>
</tr>
<tr>
<td>Turbine KV 50</td>
<td>( Y = -0.0011 \times X + 0.2201 )</td>
</tr>
<tr>
<td>Turbine KV 61</td>
<td>( Y = -0.0019 \times X + 0.3938 )</td>
</tr>
<tr>
<td>Flue gas condenser KV 1 – wood</td>
<td>( Y = -0.0064 \times X + 0.5557 )</td>
</tr>
<tr>
<td>Flue gas condenser KV 50 – waste</td>
<td>( Y = -0.0069 \times X + 0.54 )</td>
</tr>
<tr>
<td>Flue gas condenser KV 61 – waste</td>
<td>( Y = -0.0061 \times X + 0.394 )</td>
</tr>
</tbody>
</table>

3.1.2. Example of a chain of intensity factors in the model from Paper I

For each time step the optimisation model chooses which plants to operate to cover the present heat load with the lowest fuel cost. We can study one time-step in detail to illustrate how the model works. At the first time-step in March (period 21, Figure 13) the heat load intensity is 320 MWh/h. To cover that heat load all power plants except the HOB have to be in operation. If we examine the second case from the Paper I model then the supply temperature is 85°C and the return temperature is 35°C (Figure 15). The KV 61 plant is in full power operation. With a return water temperature of 35°C the KV 61 FGC has an efficiency of 18.05% (Table 7), meaning that the FGC delivers 0.1805*66 = 11.91 MW heat to the DHS. With a supply water temperature of 85°C the KV 61 turbine has an electrical efficiency of 23.23% (Table 7), meaning that the turbine delivers 0.2323*66 = 15.33 MW to the electricity grid and 50.66 MW heat to the DHS. There is also a general heat loss of 15 % so at the studied time-step the KV 61 plant delivers 15.33 MW electricity and 62.57 MW heat from 77.64 MW of fuel.
4. Results and Discussion

In this section results from the three case studies are presented. First the results from “Control strategies for district heating” are presented, then the results from the studies of Paper I and Paper II, respectively. Sections 4.4-4.5 contain a methodological critique and a discussion about how an analytical top-down method could be used for greenwashing, i.e. used in a way that creates results with deceptively shaped information that gives an impression of lower emissions or a “greener” appearance. Finally, in section 4.6, the best fuel-energy pathways in a regional energy system are discussed.

4.1. Case study results – Case 1: A-E

In the research project “Control strategies for district heating” six different technological development pathways for Linköping municipality CHP-DHS were examined. Five cases, Cases A-E, are described in Table 8. All cases are compared to a base case which is the model describing today’s CHP-DHS.

Table 8. Examined cases in the research project “Control strategies for district heating”.

<table>
<thead>
<tr>
<th>Case</th>
<th>Case description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Case</td>
<td>Today’s CHP-DHS, reference case.</td>
</tr>
<tr>
<td>Case A</td>
<td>Low temperature DH, the heat load in DHS is modified so supply and return water temperatures are lowered. Efficiencies for FGC and turbines are improved. (This scenario is described in detail in Paper I)</td>
</tr>
<tr>
<td>Case B</td>
<td>High electrical efficiency. The model describes a CHP plant where hardware investments have been implemented in order to achieve “best practice” for waste incineration plants.</td>
</tr>
<tr>
<td>Case C</td>
<td>A combination of Case A and Case B, both high electrical efficiency and lowered system temperatures.</td>
</tr>
<tr>
<td>Case D</td>
<td>High electrical efficiency, combined with heat pumps in order to minimise fuel use without reducing electricity production.</td>
</tr>
<tr>
<td>Case E</td>
<td>Turbine bypass. Full priority to heat production and no electricity production.</td>
</tr>
</tbody>
</table>

4.1.1. Energy flows

The different system modifications that are modelled in Cases A-E affect which production units are used to deliver the DH heat load. Table 9 presents model results. For each case fuel use, FGC production and electricity production are presented. The accumulated heat load is the same in all cases: 1459 GWh for one year.
Table 9. Production and fuel use for the modelled cases. All values in GWh.

<table>
<thead>
<tr>
<th>Model</th>
<th>Electricity production</th>
<th>FGC-wood</th>
<th>FGC-KV50</th>
<th>FGC-KV61</th>
<th>Wood fuel</th>
<th>Coal/Rubber fuel</th>
<th>Oil</th>
<th>Waste</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Case</td>
<td>270</td>
<td>69</td>
<td>123</td>
<td>40</td>
<td>333</td>
<td>212</td>
<td>122</td>
<td>1137</td>
</tr>
<tr>
<td>Case A – low temperature DH</td>
<td>283</td>
<td>88</td>
<td>173</td>
<td>75</td>
<td>304</td>
<td>170</td>
<td>85</td>
<td>1128</td>
</tr>
<tr>
<td>Case B – high electrical efficiency</td>
<td>513</td>
<td>76</td>
<td>128</td>
<td>43</td>
<td>368</td>
<td>272</td>
<td>245</td>
<td>1195</td>
</tr>
<tr>
<td>Case C – high electrical efficiency and low temperature DH</td>
<td>418</td>
<td>97</td>
<td>177</td>
<td>79</td>
<td>337</td>
<td>222</td>
<td>154</td>
<td>1186</td>
</tr>
<tr>
<td>Case D – high electrical efficiency and heat pumps</td>
<td>342</td>
<td>69</td>
<td>128</td>
<td>39</td>
<td>333</td>
<td>142</td>
<td>90</td>
<td>1137</td>
</tr>
<tr>
<td>Case E – turbine bypass, only heat production</td>
<td>0</td>
<td>56</td>
<td>121</td>
<td>39</td>
<td>270</td>
<td>99</td>
<td>1</td>
<td>1096</td>
</tr>
</tbody>
</table>

In order to give a better overview of the results, they are also presented as relative changes compared to the base case. In Fig. 19 changes are shown grouped by case and in Fig. 20 changes are shown grouped by sub-system. The figures thus present the same original data but in different presentation formats.
Case A:
Low temperature DH, the lowered return water temperature achieves reduced fuel use for oil, coal/rubber and wood. The largest reduction is for oil, which is reduced by approximately 30%. The fuel use is reduced due to higher efficiency in the FGCs, where FGC-KV61 shows an 80% increase in heat delivery.

Case B:
The higher electrical efficiency in Case B gives a general increase in fuel use. Electricity production is increased by about 85% and the peak load fuels oil and coal/rubber are increased.

Case C:
Case C is a combination of Case A and Case B and has a 70% increase in electricity production. There is a large increase in heat deliverance from FGCs. The peak load fuel oil is increased by about 25%.

Case D:
In this case the electricity production is increased by about 20% and the fuel use is reduced for all fuels. The peak load fuels oil and coal/rubber have the largest reduction, at about 30%.

Case E:
With turbine bypass there is naturally a 100% reduction in electricity production. With only heat production the peak load fuels are reduced by 50% and 85% respectively.
Electricity production varies considerably between the cases. Case A – low temperature DH, has a small increase in electricity production due to more beneficial system temperatures. The difference between Case B and Case C shows that there is a competition between electricity production and high efficiency for FGCs. FGCs operating with high efficiency will reduce electricity production. However, effective FGC operation gives better fuel economy.

FGCs have considerably higher heat production in the cases with lower return water temperature, i.e. Case A and Case C.

Wood is second in the fuel merit order and is therefore not so much affected by the system changes. The greatest change is in Case E – turbine bypass, where the use of wood is reduced by about 20%.

The peak load fuels oil and coal/rubber have large differences between cases. In relation to the base case, oil use varies between +100% and -85% for Case B and Case E.

Waste incineration is first in the fuel merit order due to the low fuel price. Consequently, waste incineration is least affected by different system modifications because the fuel is used in base load production.
4.1.2. CO2-eq emissions

The emission values in Table 10 are derived from The Environmental Fact Book [48]. Coal condensing power (CCP) was used as the marginal production unit in the European electricity market, and the turbine efficiency for these plants was considered to be 40%. To evaluate the impact of the saved fuel, the assumption was made that the saved fuel is used in CCP to replace the coal (see, for example, [46, 47]).

Table 10. Emissions of greenhouse gas (GHG) CO2-eq for each fuel, The Environmental Fact Book [48].

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Emissions [kg CO2-eq/MWh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wood</td>
<td>14</td>
</tr>
<tr>
<td>Oil</td>
<td>288</td>
</tr>
<tr>
<td>Coal/Rubber</td>
<td>360</td>
</tr>
<tr>
<td>Waste</td>
<td>136</td>
</tr>
<tr>
<td>Coal</td>
<td>388</td>
</tr>
</tbody>
</table>

Fig. 21 shows CO2-eq emissions for the studied cases. Emissions are presented with three different evaluation methods.

1) Local emissions.
2) Emissions with the assumption that coal condensing power is the marginal electricity producer in the European electricity market.
3) Emissions with the assumption that coal condensing power is the marginal electricity producer in the European electricity market and the assumption that saved fuel replaces coal in the fuel market (co-combustion).

Figure 21. Modelled changes in GHG emissions for the examined cases with three different system boundaries.
Case A:
Low temperature DH: the lowered return water temperature achieves reduced emissions regardless of evaluation method. With market effects on both the electricity market and the fuel market, emissions are modelled to be reduced by approximately 20%.

Case B and Case E:
These two cases are almost each other’s opposites. In Case B the electricity production is increased, almost doubled, and in Case E the electricity production is decommissioned. For these two cases the choice of CO$_2$ valuation method is critical. A local view, without market effects, will favour Case E – turbine bypass, but with market effects then Case B will be favourable. The important dynamics for these cases are clearly outside the regional system, with the most important issue being the electricity import/export relationship between the regional energy system and its surroundings. This raises an important question for the regional power company: Should we manage the system to reduce local emissions or global emissions?

Case C:
Case C is a combination of Case A and Case B and it has a 70% increase in electricity production. With better fuel economy, due to the lower supply/return water temperature, the increase in local emissions is lower than for Case B. However, the conflict between the local and global view is still present.

Case D:
The developing pathway that is described by the Case D model can be considered to be “the safe bet” regarding CO$_2$ emissions. Investments in both better turbines and in heat pumps will reduce CO$_2$ emissions – this statement is supported by all three valuation methods. Hence, the CO$_2$ reduction for this case is not dependent on assumed market effects.

4.2. Case study results – Case 2: A–C
Paper I explores how supply water temperature and return water temperature affect the efficiencies of different CHP components. A case study was performed for the CHP-DHS in Linköping municipality. Table 11 describes the examined cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>Case description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Case</td>
<td>Today’s CHP-DHS, reference case. Efficiencies for turbines and FGC corresponding to temperature measurements from 2015.</td>
</tr>
<tr>
<td>Case A</td>
<td>Low-grade heat customers with sufficient heat load to control return water temperature to 40°C.</td>
</tr>
<tr>
<td>Case B</td>
<td>Low-grade heat customers with sufficient heat load to control return water temperature to 35°C.</td>
</tr>
<tr>
<td>Case C</td>
<td>Low-grade heat customers with sufficient heat load to control return water temperature to 30°C.</td>
</tr>
</tbody>
</table>
4.2.1. Energy flows
The system modifications that are modelled in Cases A-C affect which production units are used to deliver the DH heat load. In Fig. 22 whole year efficiencies for sub-system components are shown.

![Figure 22](image)

Heat production is a boundary condition in the model, so naturally this will not differ between the base case and the three cases with controlled return water temperature. For fuel consumption, waste fuel is almost unchanged for all the cases. Oil use has the largest reduction, with 30 % for Case C. FGC heat is almost doubled, with an 84 % increase for KV61 corresponding to 35 GWh of free heat, which, in the base case, is lost with the flue gas. For Case C, the total increase in FGC heat is 103 GWh, corresponding to around 7 % of the total DHS heat.

4.2.2. CO₂-eq emissions
In Paper I three different sets of emission data were presented for Cases A-C, here shown in Fig. 23. In an effort to include the market effects caused by the change in local electricity production for the studied CHP-DHS, marginal electricity production and marginal fuel consumption were added in evaluation methods 2 and 3. Method 2 only included market effects in the electricity market, while method 3 included both the electricity market and the fuel market. In Paper I coal condensing power was chosen as the marginal electricity producer, in order to show two extremes in which increased electricity production can be valued. Accounting for only local emissions is one way, giving no value to changes in electricity production. Accounting for avoided emissions from the most polluting source, coal condensing power, is another way. Olkkonen et al. [49] present calculations regarding the marginal electricity production for the Finnish, Nordic and European energy systems, up until 2030. Their calculations indicate that during the winter season, coal condensing power has the largest share between the different marginal generation technologies.
1. Local emissions.
2. Emissions with the assumption that coal condensing power is the marginal electricity producer in the European electricity market.
3. Emissions with the assumption that coal condensing power is the marginal electricity producer in the European electricity market and the assumption that saved fuel replaces coal in the fuel market (co-combustion).

Figure 23. Modelled changes in GHG emissions for the examined cases with three different system boundaries.

Changes in GHG emissions for the three different evaluation methods are almost linear with the return water temperature. This is a natural consequence of the underlying linear equation for FGC and turbine efficiencies in the model. The temperature trend is clear for all the cases, but the choice of evaluation method has a strong impact on the absolute emission values. Case C, evaluated with the third emission evaluation category, showed a reduction of almost 20% in GHG emissions. The third evaluation method gives value to general fuel savings because all saved fuel is assumed to replace coal in coal power plants (co-combustion, see for example [47]). Without this evaluation method, wood fuel savings are almost not valued at all.
4.3. Case study results – Case 3: A-B

Paper II explores a future situation where the biogas energy flow is changed from today’s use in biogas driven buses to being used in the CCGT in the CHP-DHS. Table 12 describes the two examined cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case A</td>
<td>Model of the current system. The local transport service provided by 65 biogas driven buses. CHP and DHS provide power and heat to the region.</td>
</tr>
<tr>
<td>Case B</td>
<td>Model of an integrated system. Biogas is used in CCGT which is integrated in the CHP and DHS. The local transport service is provided by electric buses.</td>
</tr>
</tbody>
</table>

4.3.1. Energy flows

Table 13 presents model results for one whole year. The accumulated heat load is the same in both cases: 1459 GWh for one year. The transport service is also the same for both cases: 5.3 million km of transport service. The change in biogas flow triggers other system changes affecting fuel use in the CHP-DHS. Due to increased system efficiency and reduced heat losses, all other fuels are used less in Case B than in Case A.

<table>
<thead>
<tr>
<th>Process or fuel</th>
<th>Case A</th>
<th>Case B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waste incineration [GWh]</td>
<td>1560</td>
<td>1553</td>
</tr>
<tr>
<td>Wood [GWh]</td>
<td>144.7</td>
<td>142.6</td>
</tr>
<tr>
<td>Coal/Rubber [GWh]</td>
<td>38</td>
<td>37.1</td>
</tr>
<tr>
<td>Oil [GWh]</td>
<td>6.9</td>
<td>6.6</td>
</tr>
<tr>
<td>Biogas [GWh]</td>
<td>31.7*</td>
<td>32.2*</td>
</tr>
<tr>
<td>Total heat production [GWh]</td>
<td>1459</td>
<td>1459</td>
</tr>
<tr>
<td>Total electricity production [GWh]</td>
<td>256.6</td>
<td>264.6</td>
</tr>
<tr>
<td>CCGT electricity production [GWh]</td>
<td>0</td>
<td>21.5</td>
</tr>
<tr>
<td>Electric bus electricity use [GWh]</td>
<td>0</td>
<td>8.0</td>
</tr>
<tr>
<td>Local CO2-eq emissions [million kg]</td>
<td>232.5</td>
<td>231.1</td>
</tr>
<tr>
<td>CO2-eq emissions with subtraction for excess electricity production [million kg]</td>
<td>232.5</td>
<td>230.1</td>
</tr>
</tbody>
</table>

*a small difference in biogas use is caused by the numerical method.

Fig. 24 shows the fuels and services that are directly involved in the fuel-energy flow for the regional biogas described in Case B. Fig. 25 shows differences between Case A and Case B concerning fuel use and electricity production.
In Case A the fuel-energy flow is a simple flow where 32 GWh biogas fuel results in 5.3 million km bus transport service. The more complex energy system service produced in Case B is shown in Fig. 24, where two fuels give three services. One way to assess the value of the system integration in Case B, compared to Case A, is to examine the added system service. Moving from Case A to Case B, 38 GWh waste incineration is added on the fuel side, while at the same time 43 GWh of “heat delivered to DHS” is added and 8 GWh “excess electricity production” is added. Hence, the system integration is beneficial because more services are produced with less fuel. This becomes easier to see when the entire system is studied. Table 13 shows model results for the entire systems, Case A and Case B. Only Case B uses electric buses and the CCGT. Apart from that the greatest difference between the cases is for the electricity production, where there is a 4 % increase comparing Case B with Case A. The greater electricity production is a consequence of the use of CCGT which has the highest electrical efficiency in the CHP system. Case B also has lower fuel use for waste, wood, coal/rubber and oil. Emissions are 1 % lower for Case B if excess electricity production is considered. In relation to the annual load for the integrated system, the differences between Case A and Case B become small. However, in relation to the biogas flow, the differences are substantial.
4.3.2. CO₂-equivalent emissions

Fig. 26 shows differences between Case A and Case B regarding CO₂-equivalent emissions.

Increased electricity production from the CHP-DHS will replace other electricity production in the electricity market. Here the average emission value for electricity production in the Nordic region is used to calculate the effect of that replacement. The CO₂ reduction is greatest...
for increased electricity production. Lowered waste incineration has the second largest reduction in CO₂ emissions and coal/rubber combustion the third largest. The uncertainties in the top-down method should be emphasised regarding exact emission values. The interesting result is not the exact emission values but rather the overall tendency of a general fuel saving and an efficiency gain.
4.4. Methodological critique
The ambition when using a top-down method with inclusion of external effects is to come as close as possible to a net emission value for the studied system or the studied system change. As described earlier in section 2.7, this is not an easy task. Table 14 and Equation 2 show how the CO₂ emissions are calculated in Paper I when both electricity market effects and fuel market effects are included. In the calculations that are presented in section 4.1-4.3 the rest term R in Equation 2 is equal to zero. However, the “true” value of this term is always unknown, and it is very unlikely that it is zero.

Equation 2: \[ E_{\text{tot}} = F_{\text{wood}} I_{\text{wood}} + F_{\text{oil}} I_{\text{oil}} + F_{\text{waste}} I_{\text{waste}} + F_{\text{c/r}} I_{\text{c/r}} - A_{\text{AEP}} I_{\text{AEP}} - A_{\text{AFU}} I_{\text{AFU}} + R \]

<table>
<thead>
<tr>
<th>Equation symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{\text{tot}} )</td>
<td>Total emissions</td>
</tr>
<tr>
<td>( F_{\text{wood}} )</td>
<td>Fuel use – wood</td>
</tr>
<tr>
<td>( F_{\text{oil}} )</td>
<td>Fuel use – oil</td>
</tr>
<tr>
<td>( F_{\text{waste}} )</td>
<td>Fuel use – waste incineration</td>
</tr>
<tr>
<td>( F_{\text{c/r}} )</td>
<td>Fuel use – coal/rubber</td>
</tr>
<tr>
<td>( I_{\text{wood}} )</td>
<td>Emission intensity – wood</td>
</tr>
<tr>
<td>( I_{\text{oil}} )</td>
<td>Emission intensity – oil</td>
</tr>
<tr>
<td>( I_{\text{waste}} )</td>
<td>Emission intensity – waste incineration</td>
</tr>
<tr>
<td>( I_{\text{c/r}} )</td>
<td>Emission intensity – coal/rubber</td>
</tr>
<tr>
<td>( A_{\text{AEP}} )</td>
<td>Alternative electricity production</td>
</tr>
<tr>
<td>( A_{\text{AFU}} )</td>
<td>Alternative fuel use</td>
</tr>
<tr>
<td>( I_{\text{AEP}} )</td>
<td>Emission intensity – alternative electricity production</td>
</tr>
<tr>
<td>( I_{\text{AFU}} )</td>
<td>Emission intensity – alternative fuel use</td>
</tr>
<tr>
<td>( R )</td>
<td>Unknown rest term</td>
</tr>
</tbody>
</table>

For example, it is possible to assume a term describing emissions from alternative use of the waste that is now incinerated, but this would be very hard to calculate due to the high complexity. To complicate things even more, the existence of a DHS probably even affects city planning, so we could argue that this should also be included in the calculations. The question is how? Many other effects could be considered, but if they are not included in a separate term then they are part of the unknown rest term R.

The depth of the calculations cannot be infinite, and thus they are not exhaustive. If the researcher does not want to be too speculative, the researcher needs to limit the calculations to effects that are probable, foreseeable and quantifiable. A subjective selection process is needed to set the boundaries for the system study, and the author of this thesis cannot see any way to avoid this subjectivity. Some market effects are calculated while others are not.
4.4.1. Measurements and assumptions

If the studied system is not a closed system, there is a need for assumptions at the system boundaries. Without such assumptions there will simply not be any calculation results.

When looking into the future there is an obvious need for assumptions, because things that have not yet happened cannot be measured. The emissions from newly introduced electric buses for example are harder to predict than emissions from a well-established technology like diesel driven buses. In order to evaluate results from a top-down analysis, it is crucial to know if input data are measurements or assumptions, and how reliable they are.

Figure 27 Schematic figure that illustrates measurements and assumptions in Paper I.

In Fig. 27 the schematic figure of the studied system is showed with markings for M – measurement and A – assumption. This figure illustrates the situation in Paper I. It was necessary to make assumptions in several model nodes. Regarding the dynamics in the power grid, some simplifications were made in describing Nuclear power, Wind power and Import/Export. Detailed descriptions for these nodes are hard to achieve and the circumstances are likely to change in the near future. Both wind power development and a possible decrease in nuclear power will certainly affect import/export flows. In Case 2 the assumption was made that the transmission capacity in the power grid was sufficient at all times during the year. The results from this study must be understood with that assumption in mind.

Assumptions must also be made regarding fuel emission values. The fossil fuel sources are easier than the renewable sources in this way. For a fossil source, a simple emission value from the combustion process together with added emissions for associated transports can
probably come close to a “true” emission value. The household waste and the biomass fuels are more difficult to calculate and simplifying assumptions are needed. In both Case 2 and Case 3 simplifying assumptions were made regarding these fuels. Emissions were calculated with emission values from “The Environmental Fact Book” [48]. When using this calculation method, it also implies that several probable upstream consequences are omitted. For example, regarding household waste as fuel, the important issue of high material throughput in today’s culture was left outside the scope of the calculations. That is the arithmetic consequence when no calculations are made regarding alternative use for the waste.

Another approach to waste incineration could be to regard the process as a driving force for material throughput in modern society. This approach is not unreasonable after looking, for example, at a content study of household waste performed by IVL Swedish Environmental Research Institute. This content study concluded that 18 % of the garbage could be reused or sold at a second-hand store [35]. However, including calculations about the built-in energy from (wrongly) incinerated waste fractions would be too complicated for the calculations in this thesis.

4.4.2. Sensitivity analysis – the relative weight of each assumption

In the end of a top-down study the researcher needs to answer the question “Is this a useful result?”. The end result will unavoidably include uncertainties in measurement, uncertain assumptions and excluded effects (consciously or unconsciously excluded). Performing a sensitivity analysis is one way to evaluate the quality of the study result.

The results from Case 1: A-E (section 4.1) are very sensitive to how emissions from electricity production are valued. The sensitivity is so high that different emission values for the electricity produced in the CHP-DHS determine which of the examined investment strategies are preferable. Only two of the five examined cases are not sensitive to how emissions from the electricity production are valued.

Regarding absolute emission values, the uncertainty in Case 3 (Paper II) is high. Uncertainties in emission values for both wood and waste are high and also the emission value for produced electricity. However, that study is mainly a case study where two different systems are compared. The uncertainty in absolute emission values is high but because all emission categories are in favour of Case 3: B (electric buses and CCGT), the outcome of the comparison between the two cases can be considered more certain.

The use of electric buses for inner city transport is a new technology and this implies that uncertainties about efficiencies are greater than for more established alternatives. To address this issue the model with electric buses was also calculated with lower efficiencies for the electric bus drive train. In Fig. 28 the excess electricity production from Case 3: B – the integrated system with CCGT is shown.
Figure 28. Excess electricity from Case 3: B with different values for electric bus efficiency.

The trend is obvious and expected: lower efficiency for the electric bus will leave lower excess production of electricity from the CHP-DHS. However, there is excess electricity production for the integrated system even with an electric bus efficiency of 1.82 kWh/km. The value 1.82 kWh/km corresponds to a 30 % electricity use increase compared to the calculated value used in the model.
4.5. Remarks on the assumption of the GHG Emissions
Several Swedish power companies have, in recent years, produced what is known as a “GHG Emissions Disclosure” (in Swedish “Klimatbokslut”) to communicate about their emissions of GHG. In their communication they rely heavily on a systems approach to highlight the benefits of combined heat and power, see [50],[51],[52],[53],[54]. Both alternative electricity production and alternative heat production are examined. However, regarding several important assumptions on the GHG Emissions, one can observe without doubt lack of scientific argumentation on other thinkable alternative assumptions on the sub-systems or in some cases a number of sub-systems are not problematised or acknowledged sufficiently.

Mainly, in the GHG Emissions Disclosure, the energy companies use calculations where four assumptions have a large arithmetic impact on the final result: the assumption about biomass as fuel, the assumption about household waste as fuel, the assumption about alternative heating, and the assumption about alternative electricity production. In Fig. 29 green circles show those sub-systems that the GHG Emissions Disclosure generally addresses and red circles important sub-systems that are not problematised or acknowledged sufficiently.

As mentioned in section 4.4.1, it is not easy to give an exact emission value for biomass. Schueler et al. [33] conclude that only 10% of the potential for biomass as fuel is without sustainability concerns. Harvey et al. [55] describe a “trilemma challenge”, where the increased demand for food and energy puts pressure on the environment. These three aspects, food-energy-environment, cannot be treated separately because they all depend on each other and compete over land use. Hence, if treating biomass as a scarce resource, it is reasonable to treat the combustion process of biomass as a more complex issue than just a local combustion process with local emissions. In the studied GHG Emissions Disclosures, the companies consider biomass as CO2 neutral. However, in the calculations there is no specific forest area
associated with the biomass growth that is needed to claim CO2 neutrality for the combustion process.

The companies that use household waste as fuel choose to compare burning household waste with an alternative use for the household waste, i.e. landfill. They choose not to address the built-in energy in the household waste and consequently not the important issue of high material through put in today’s consumerist culture. Looking upstream, one possible alternative use for some fractions of the household waste is reuse, but they actively choose not to perform any calculations concerning this possibility. A more sophisticated approach could e.g. inform the reader of the GHG Emissions Disclosure about a content study of household waste performed by IVL Swedish Environmental Research Institute. This content study concluded that 18 % of the garbage could be reused or sold at a second-hand store [35]. In the GHG Emissions Disclosures, both biomass and household waste are analysed without consideration about upstream consequences in their respective market.

The third important assumption is the assumption about alternative heating. In the GHG Emissions Disclosures, a very abstract comparison is made, where heating from DH is compared with a mixture of other heating alternatives in the heating market. The actual implementation of these alternative heating systems is not addressed, maybe because the implementation would involve major reconstructions in an entire city. Hence, one can clue that the energy companies choose to compare with a worse alternative that in reality will not happen.

In the research project “Control strategies for district heating” [17] it was concluded that the chosen system boundary is crucial when evaluating electricity production. If the system boundary is set around the European power grid, then marginal electricity production can be valued as coal condensing power when there is an increase or decrease in production [40]. In the examined GHG Emissions Disclosures, many energy companies clearly use the above-mentioned system boundary.

It is also important to mention that a thorough presentation of the achieved electrical efficiency ($\eta_{el}$) of the CHP plant, which is an important quality factor, is often missing in the GHG Emissions Disclosures. In the GHG Emissions Disclosures where $\eta_{el}$ is presented one can find values close to the threshold for tax-deduction for co-production of electricity and heat – a threshold set by the Swedish Government at $\eta_{el}$ above 15 % [56]. For many energy companies this figure could probably be higher with a different operational strategy of the turbines. In other words, the operational strategy has a tax-optimisation influence, but of course no information about this can be found in the GHG Emissions Disclosure. Information about the value of produced electricity is highlighted but actual actions to improve electrical efficiency are missing. A summary of the studied GHG Emissions Disclosures is presented in Table 15.
Table 15. Summary of Climate Reports from five Swedish power companies. (Source: [50],[51],[52],[53],[54])

<table>
<thead>
<tr>
<th>Company</th>
<th>Jönköping Energi</th>
<th>SSF Stockholm</th>
<th>Sundsvall Energi</th>
<th>Mölndal Energi</th>
<th>TvAB Linköping</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emissions according to GHG Emissions Disclosure</td>
<td>-301,300,000 kg CO₂e</td>
<td>-927,000,000 kg CO₂e</td>
<td>-111,760,000 kg CO₂e</td>
<td>-134,900,000 kg CO₂e</td>
<td>-738,400,000 kg CO₂e</td>
</tr>
<tr>
<td>Valuation of biomass as fuel</td>
<td>Biomass considered CO₂ neutral</td>
<td>Biomass considered CO₂ neutral</td>
<td>Biomass considered CO₂ neutral</td>
<td>Biomass considered CO₂ neutral</td>
<td>No clear information. (Biomass only a small fraction of the company’s fuel mix.)</td>
</tr>
<tr>
<td>Valuation of household waste as fuel</td>
<td>Emissions calculated and compared with the alternative use landfill.</td>
<td>Emissions calculated and compared with the alternative use landfill.</td>
<td>Emissions calculated and compared with the alternative use landfill.</td>
<td>Emissions calculated and compared with the alternative use landfill.</td>
<td>Emissions calculated and compared with the alternative use landfill.</td>
</tr>
<tr>
<td>Information about electrical efficiency of CHP in GHG Emissions Disclosure</td>
<td>No (but they inform that one power plant was improved 2015)</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Electrical efficiency CHP</td>
<td>0.21</td>
<td>0.18</td>
<td>N/A</td>
<td>0.23</td>
<td>0.16 (2017)</td>
</tr>
</tbody>
</table>

There are numerous corporate actions that can be described as communication processes with the external world. Sometimes these communication processes are referred to as “public relations”, and when it comes to environmental issues concepts like “corporate social responsibility” or “sustainable development” are often used. Siano et al. [57] have analysed the Volkswagen diesel scandal and conclude “The discrepancy between the ambitious commitments in the corporate sustainability reports and the actual actions of the organization highlights that greenwashing was involved in terms of both symbolic and substantive actions”. Munshi et al. [58] wrote in 2005 how sustainable development and social responsibility were the current buzzwords in the corporate world. Through websites, reports and brochures, corporations began to communicate responsibility and care about creating positive images. Nowadays, being green is a well-developed market strategy. When this strategy is taken too far, it is often referred to as greenwashing [59]. “Greenwashing – when aspects of reality are chosen (or not chosen)”.
4.5.1. Understanding how to use marginal electricity

In their GHG Emissions Disclosures, these companies refer to their electricity production as replacing marginal production in the European power grid. These companies have all delivered electrical power to the European power grid for a long time and their production should therefore be handled as an existing part of the European power balance. In order to use marginal production in the calculation one must address a change in the power production. This is not the case in this situation. Gode et al. [40] recommend using marginal electricity when referring to a change (production or use) and average electricity mix when emissions are divided between actors.

All power production units cannot claim to replace marginal production units because the calculation would then end up in mathematical nonsense. If we allowed all power production units in Europe to misuse mathematics in this way, we would end up with a spectacular figure for European CO₂ emissions. Counting this way, using coal condensing power as the marginal electricity producer, European CO₂ emissions for 2008 were roughly \(-1.6 \times 10^{12}\) kg CO₂e (3400 TWh, 2.9 % Oil, 25.3 % Coal, 23.1 % Natural gas, 27.5 % Nuclear, 19.6 % Renewables, 1.6 % Other fuels). Source fuel mix: European Environment Agency [60]). Counting this way, all power production units contribute negative emissions, except coal condensing power stations, which are considered CO₂-neutral in this exercise in bad mathematics.
4.6. Using the best conversion pathways – a common interest?

The pathway for one fuel can certainly affect both the pathway for another fuel and the size of the fuel-energy flow. However, the optimal solution for the whole system is not necessarily the aim for individual actors in the system. In theory, it can be an aim for individual actors, but in practice there are many other considerations that might lead the focus away from an optimal fuel-energy pathway. In large technical systems (LTS) there is always a path dependency, which means that once a particular technology is chosen, it will affect the development of the system for a long time (see, for example, Hughes [61]). In an investigation of two Swedish municipalities, Linköping and Norrköping, Palm [62] concludes that powerful actors, such as local energy companies, were able to mobilise support for policies, not least because they owned the energy plants and distribution networks:

The energy companies’ managements and boards had an interest in – not least for economic reasons – continuing to use the existing plants and distribution network and, for example, continuing with waste incineration. The representatives of the energy company could argue that at least in the short term it was economic to continue to use the existing technical infrastructure. The energy companies could use their control over networks and plants as a resource in the struggle over how the energy system should develop. The energy companies showed that changing system direction would involve great costs, costs that no actor wanted to cover. [62]

Changes in large technical systems do not come easy. However, in one particular case, concerning biogas use as fuel in ICE buses, the local actors in Linköping have been supporting a fuel change process. Falldé et al. [63] describes how LITA, the municipally owned public transport company, began to investigate a fuel change from diesel to biogas in the late 1980s. After a test period between 1992 and 1994 a gradual switch from diesel buses to biogas was initiated. Linköping municipality introduced biogas driven buses to the regional transport system in 1997 and since 2015 all buses in the municipality have run on biogas. This process can also illustrate how slowly a technical transition phase can proceed. The fuel change for the buses took 23 years from test period to full implementation.

Palm et al. [64] conclude that the development of biogas buses was not only an issue of introduction of new vehicles. One of the involved actors (TvAB) also had an interest in selling gas and initiating large-scale biogas production. The best available fuel-energy pathway is thus not necessarily equal to the technological solution that will be implemented. And it can certainly also be debated which pathway is the best and which pathways are even possible to implement.

Now that the climate change issue has been widely acknowledged, “being green” has also developed into a market strategy for several companies. Taking this into consideration, a thousand biogas driven vehicles could be considered “greener” than biogas use in one (anonymous) CCGT. Efficiency and market strategy could then be in conflict and, in that situation, a “greener appearance” could defeat a measurable higher efficiency.

It is also not always easy to compare different fuel-energy pathways. In Paper II: Case 2, the biogas use is involved in a complex energy flow, as illustrated in Figure 30. In this case the biogas use affects waste incineration, DH heat production, electricity production and the fuel supply to cover the bus transport demand. The services produced by the biogas use are a bus
transport service, a heating service and an electricity production service. The biogas use is also directly integrated with a waste incineration fuel-energy flow. It is reasonable to believe that the efficiency of this relatively complex fuel-energy pathway could be difficult to communicate to a broader audience.

A top-down analysis can be helpful in finding good fuel-energy pathways. The value in a top-down analysis lies not in details about technical implementation nor in giving exact emission values for different technologies. The value lies in system knowledge that can be used to guide strategic decisions. This knowledge must also be valued in the context of other important factors, such as money, power and resources. The best available fuel-energy pathway might not be a common interest for the involved actors.
5. Conclusions

The conclusions presented here are based on the case studies in Paper I, Paper II and the research project “Control strategies for district heating”. All these case studies are based on models describing the CHP-DHS in Linköping municipality. Although this is only one CHP-DHS, it has many similarities with CHP-DHSs in other Swedish municipalities. Regarding fuel use and electrical efficiency, the studied system is close to the Swedish average.

A basic assumption in this thesis is that the infrastructure in the already built DHSs constitutes a valuable asset and that it is wise to use and maintain these systems. Another basic assumption is that there will continue to be a demand for residential heating.

5.1. Research question I

*How can a regional combined heat and power plant (CHP) in a district heating system (DHS) be improved to reduce global carbon dioxide emissions?*

What is certain is that the energy carrier electricity has a higher quality than heat. Likewise, it is also certain that heat with higher temperature has a higher quality than heat at a lower temperature. The thermal power process begins with the combustion of fuel and this combustion process determines the temperature starting point. From this starting point the heat resource can be utilised in different technical conversion processes. During these conversion processes some of the heat can be transformed into electricity or direct mechanical work. Finally, the heat will reach the same temperature as the surrounding environment, at which point the energy flow from the combustion process has come to an end.

The conclusions are:

- Hardware investments at the CHP plant can improve electrical efficiency and thereby reduce CO$_2$ emissions. The investments are in high pressure turbines, medium pressure turbines and preheaters. The size of the improvement is harder to quantify because it depends partly on unknown factors in the surrounding electricity market. In the studied system CO$_2$ reduction could be as high as 40-60%.
- For a CHP situated in a region where there is, or probably will be, a high volume of intermittent power production, investments in heat pumps are beneficial for the overall energy system efficiency.
- The regionally produced biogas would be used more efficiently if it were used directly in the CCGT, instead of being used in internal combustion engines in buses. The buses would instead be electrically driven. This biogas use would create a better integrated fuel-energy flow and reduce heat losses.
A fourth improvement is to reduce the system temperatures in the DHS. The article results show that efficiency gains will increase electricity production by about 1-3 %, and that greenhouse gas (GHG) emissions are reduced by 4-20 %. These improvements are dependent on demand side investments in the DHS and are therefore slow to implement.

5.2. Research question II

How can a systems approach help to assess how actions taken in a regional energy system have implications in surrounding energy systems?

- A systems approach is beneficial for evaluating how one actor, through market connections, affects the efficiency of the entire market. With a systems approach, sub-optimisation can be avoided. In the case of the electricity market this is especially important because CO₂ emissions differ greatly between different power production units. Hence, it is important for the entire system’s emission values to avoid using the worst polluting power plants.

- A systems approach is also beneficial for giving value to general fuel savings. Without a systems approach, fuel savings for a low-polluting source such as biomass tend to be neglected because the possible improvement appears small. With a systems approach and the understanding that the biomass fuel market is connected to other fuel markets, general fuel savings are valued more highly. In Paper I there is a considerable difference between emission values for the studied system with fuel market connections and the same system without fuel market connections.

- Examining the fuel conversion pathway is important for utilising the fuel resource in the most efficient way. The case study in Paper II shows that in the regional energy system in Linköping municipality it would be beneficial to use the biogas in the CCGT in the local CHP plant.

- The systems approach can, as with many other tools, create false results when misused. With poor assumptions or assumptions that are adjusted to fit a specific purpose, a systems approach can be used for greenwashing. Several Swedish power companies do this in what they call a GHG Emissions Disclosure. A GHG Emissions Disclosure consists of deceptively shaped information that is being used to create a false image of the company.
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Abstract: The traditional way of managing the supply and return water temperatures in a district heating system (DHS) is by controlling the supply water temperature. The return water temperature then becomes a passive result that reflects the overall energy efficiency of the DHS. A DHS with many poorly functioning district heating centrals will create a high return water temperature, and the energy efficiency of the DHS will be affected negatively in several ways (e.g., lower efficiency of the flue gas condenser, higher heat losses in pipes, and lower electricity production for a DHS with combined heat and power (CHP)). With a strategic introduction of low-grade heat customers, the return water temperature can be lowered and, to some extent, controlled. With the heat customers connected in parallel, which is the traditional setup, return water temperatures can only be lowered at the same rate as the heat customers are improved. The active management of some customers can lower the return water temperatures faster and, in the long run, lead to better controlled return water temperatures. Active management is defined here as an adjustment of a domestic heating system in order to improve DHS efficiency without affecting the heating service for the individual building. The opposite can be described as passive management, where heat customers are connected to the DHS in a standardized manner, without taking the overall DHS efficiency into consideration. The case study in this article shows possible efficiency gains for the examined DHS at around 7%. Looking at fuel use, there is a large reduction for oil, with 10–30% reduction depending on the case in question, while the reduction is shown to be largest for the case with the lowest return water temperature. The results also show that efficiency gains will increase electricity production by about 1–3%, and that greenhouse gas (GHG) emissions are reduced by 4–20%.
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1. Introduction

Moriarty et al. [1] examine different scenarios for how global energy use may develop until 2050. They show that to mitigate the problem of greenhouse gas (GHG) emissions, global energy use growth cannot continue. This is because the amount of renewable energy (RE) will not be sufficient to replace the fossil fuels in today’s energy balance. Instead of global energy use growth, Moriarty et al. [1] propose that the world will need to make do with far lower levels of energy use than we do today. Achieving this will mean that societies must re-examine their energy use and take measures to reduce energy demanding services and to use energy more efficiently. Other authors draw similar conclusions. Haberl et al. [2] estimate the bioenergy potential to 100 EJ y⁻¹, corresponding to about 18% of today’s global energy use. De Castro et al. [3] estimate the solar power potential to be 60–120 EJ y⁻¹, corresponding to about 11–22% of today’s global energy use. With estimates for hydro power at about 187 EJ y⁻¹ [4], corresponding to about 33% of today’s global energy use, and with wind power being an

intermittent source (although with high energy potential), it is clear that a reduction of energy use and increased efficiency are crucial elements to obtain a fossil free global energy use.

In parts of the world with colder climates (e.g., Canada, Russia, and the Nordic region), space heating makes up a considerable proportion of energy use. In 2013, Sweden had energy use in the residential and services sector of 146 TWh, while energy use for heating and tap water was 80 TWh, corresponding to roughly 1 kWh/(person.hour), and the most common energy carrier for heating and tap water was district heating at 47 TWh [5]. This means that district heating corresponds to one third of the energy use in this large sector. About one quarter of the fuels supplied to district heating (DH) in 2013 were from fossil sources [5], which means that GHG emissions from DH are not of a negligible size. About two thirds of the fuels supplied were biofuels, and the remaining part comes from various sources such as electricity, heat pumps, and waste heat [5].

In Sweden, district heating is highly developed and can be considered to have reached a period characterized by maintenance (see Figure 1). During the last 20 years, there has been neither a large expansion nor steep reduction in supplied heating energy from DH.

![Supplied district heating Sweden](image)

**Figure 1.** Supplied district heating in Sweden. The growth period for the district heating market is coming to an end and is moving into a period of maintenance. [2].

DH in Sweden can be considered a mature technological system, but moving into a period of maintenance does not imply that energy efficiency remains constant. Without good management and maintenance, energy efficiency will probably even decline as DH networks grow old. However, there should be a possibility to improve the overall energy efficiency, considering how management and maintenance are carried out. A key aspect of the possible improvements is moving from higher grade heat (high system temperatures) to lower grade heat (lower system temperatures)—see, for example, Lund et al. [6].

In the literature, low-grade heat is not a clearly defined concept. In an article about a low-grade heat recovery system for wood fuel cogeneration, Dagilis et al. [7] consider low grade heat to be around 50 °C, while in a comparison between different ORC ((Organic Rankine Cycle)) waste heat recovery systems, Ziviani et al. [8] consider low-grade heat to be 80–100 °C. There are more sources with other temperature limits, hence low-grade heat is not a clearly defined concept. In this article, low grade heat is regarded as heat between 30 and 50 °C.

This paper aims to quantify the efficiency improvement potential in a moderate reconstruction of a district heating system (DHS), with the introduction of strategically placed low grade heat customers with the ability to store and use low grade heat. It is of great concern to examine the efficiency improvement potential in DHSs, considering that they account for a third of the energy use in the residential sector.
2. Traditional District Heating Technology

The traditional system setup for a DHS is illustrated in Figure 2. There is a clear distinction between the supply side and the demand side. The supply side works as a slave to the demand side, and will adjust power to cover the heat load from the demand side. The demand side can be described by its heat load, measured in MW, but there is also a quality aspect of the heat load that needs a more precise description, including both supply temperature and return temperature.

![Figure 2. Illustration of a traditional district heating system: (1) Combined heat and power (CHP) power plants; (2) traditional heat load—district heat (DH) substations in parallel; (3) studied system with boundary connections to the fuel and electricity market.](image)

The return water temperature from the demand side cannot be controlled by the supply side, but it will affect the power plant efficiency. A higher return water temperature will reduce the efficiency of both flue gas condensers (FGCs) and turbines.

In a DHS with several production units, there is a fuel merit order, for example, waste incineration, wood chips, coal, and oil. The last fuel in the fuel merit order will be used only to cover the peak power demand. Efficiency improvements for power plant components can reduce the time these peak power units will be operated, and hence reduce GHG emissions. The heat demand profiles in CHP systems have been examined by many authors (e.g., Lundström et al. [9] and Harrestrup et al. [10]), and the general conclusion is that reducing the peak power demand is favourable.

3. Introduction of New Customers for Higher System Efficiency

In the following paragraph, three views on a typical mature DHSs are presented, followed by a proposal for a technical improvement that would increase system efficiency. The three views are chosen to represent fundamental aspects of a DHS, namely, process control, energy delivery, and storage. By examining these three aspects of a DHS, the efficiency improvement potential of the system will be easier to analyse.
3.1. Three Views of a Typical Swedish DHS

3.1.1. First View—Temperature and Control

Lund et al. [6] describe the opportunities and challenges for fourth generation district heating (4GDH), and how all generations of district heating technology have been moving towards lower system temperatures, both supply and return temperatures, thereby improving efficiencies and reducing heat losses. In a survey of supply and return temperatures in Swedish DHSs, the average annual supply temperature was 86 °C and the average return temperature was 47.2 °C [11]. Roughly 20 °C lower temperatures are possible if a common indoor temperature is considered to be 22 °C and a temperature difference of 5 °C between radiator water and indoor air is added.

Another aspect of 4GDH described by Lund et al. [6] is higher complexity with more energy sources, both intermittent and controllable, and more advanced process control. Looking at a DHS in Sweden today, and only viewing a part of the system (e.g., a steam turbine or a modern radiator in an apartment), the DHS looks like a highly controlled energy system. However, a closer look at the system will reveal that parts of it are controlled, but a key entity in the DH network, the return water temperature, has no feedback control loop. In a process control context, this can be regarded as fairly primitive. The traditional way of managing supply and return water temperatures in a DHS is by controlling only the supply water temperature. The return water temperature then becomes a passive result that reflects the overall energy efficiency of the DHS. A DHS with many poorly functioning district heating centrals (low cooling) will create a high return water temperature, and for the overall energy efficiency of the DHS, this is negative in a number of ways (e.g., lower efficiency of flue gas condensers, higher heat losses in pipes, and higher electricity consumption in water pumps).

3.1.2. Second View—Counter Flow Design Principle

A basic design principle in steam turbine power plants is to conserve energy quality (exergy) by arranging heat exchangers in a counter flow arrangement. High enthalpy water, steam, or flue gas moving away from the heat source can heat water with slightly lower enthalpy flowing towards the heat source (boiler or reactor). In this way, the preheating of the feedwater will take place in one or more steps in power plant preheaters. More preheating steps will increase power plant efficiency, but will also mean higher building costs, so the number of preheaters installed is a trade-off between building costs and running costs. Extending this counter flow principle outwards from the power plant and into the district heating network would also mean higher efficiency, and this is of course also a trade-off between building costs and running costs. For individual dwellings, research has shown how better control and/or new radiators can reduce DH return water temperature and save fuel (see, for example [12–14]). For the district heating network, these kinds of actions in individual dwellings improve the overall network efficiency, but at a slow pace, considering that all dwellings must be improved to reach the full efficiency potential for the network.

3.1.3. Third View—Heat Storage and Heat Leakage from Dwellings

Thermal energy storage (TES) methods store energy by changing the temperature of a storage medium. In the built environment, commonly used materials for TES are water, rock, bricks, concrete, and soil. Research into energy storage in buildings normally focuses on positive effects for the individual building, and the optimization objective is understood to be the external energy input that is as low as possible. Hoes et al. [15] describe several different technical solutions to achieve a building that combines the benefits of a low thermal mass and a high thermal mass, and thereby reduces energy input. Naturally, all buildings store and leak heat in both the short term (hours) and the long term (days or weeks), and with planning and process control, this can be used to achieve better system efficiency. When talking about system efficiency, it is important to note which system efficiency is involved. In this case, it is the whole district heating system efficiency. A system perspective with wise
system boundaries is important (see, for example, Churchman [16]). Here, a perspective regarding only the energy use for individual buildings would be too narrow.

Kensby et al. [17] describe how residential buildings in DH networks have the potential for short-term thermal energy storage by periodically overheating and underheating buildings. The company NODA uses a similar concept to reduce power peaks by up to 20%, using a distributed software system that restricts power output for substations [18]. Both of these control methods act on the supply side of the DHS and can be used to alter the system load profile, but they will only have a minor impact on the return water temperature.

3.1.4. Combining Views—Proposal for Better System Efficiency

Combining these three views—the uncontrolled return water to the DH power plant, the counter flow design principle of a steam turbine power plant, and thermal energy storage—leads to the suggestion of controlling the return water temperature by introducing low-grade heat customers with the ability to store and use low-grade heat inside dwellings. With the strategic introduction of low-grade heat customers situated in proximity to central production units (CHPs), the return water temperature can be lowered and, to some extent, controlled. This system design would also mean adding one more stage to the heat exchanger counter flow design, thereby increasing system efficiency. Figure 3 illustrates a DHS with low-grade heat customers.

Figure 3. Illustration of a district heating system with controllable low-grade heat customers: (1) CHP power plants; (2) traditional heat load—DH substations in parallel; (3) low-grade heat customers; (4) temperature-dependent flue gas condenser (FGC); (5) temperature-dependent steam turbine; (6) studied system with boundary connections to fuel and electricity market.

With heat exchange using water from the return water pipe, this type of customer would be able to not only receive heat, but also improve overall efficiency for the DHS.

An improvement of a mature DHS would have to satisfy the following four points:

1) Build on an existing system
(2) Reasonable costs and level of reconstruction
(3) Inclusion of life-cycle cost and emissions
(4) Inclusion of boundary effects in surrounding markets such as the fuel market and the electricity market.

None of these four points are easy to address in an exact and clear manner, because of the high complexity of the DHS development. This can partly be explained by the large number of involved actors, and the fact that investments often stretch over a long period of time.

The implementation of these proposed low-grade heat customers would have to be carried out with some additional investments, compared with traditional heat customers connected in parallel. Implementation could be carried out with a combination of the technical solutions listed below.

• Counter flow heat exchange between the customer side and the return water side
• Increased radiator area
(4) Inclusion of boundary effects in surrounding markets such as the fuel market and the electricity market.

None of these four points are easy to address in an exact and clear manner, because of the high complexity of the DHS development. This can partly be explained by the large number of involved actors, and the fact that investments often stretch over a long period of time.

The implementation of these proposed low-grade heat customers would have to be carried out with some additional investments, compared with traditional heat customers connected in parallel. Implementation could be carried out with a combination of the technical solutions listed below.

- Counter flow heat exchange between the customer side and the return water side
- Increased radiator area
- Reduced water flow through radiators
- Batch delivery of heated water combined with a long cooling time
- Increased water volume in DHS, and the introduction of low temperature thermal storage tanks inside dwellings.

4. Methodology

In this study, the optimization software Model for Optimization of Dynamic Energy Systems with Time-dependent components and boundary conditions (MODEST) was used. The DHS system was represented in the model by four different kinds of nodes—fuel nodes, conversion nodes (boilers, turbines, and flue gas condensers), demand nodes (traditional heat customers and low-grade heat customers), and waste nodes (electricity production and heat losses). The power plants were described in terms of the efficiencies, maximum capacity, temperature-dependent power-to-heat ratio, and temperature-dependent flue gas condenser efficiency. The heat load profile was taken from measurements from 2015. The MODEST model is described in detail by Henning [19]. In recent years, several authors have used MODEST to analyse DHS, for example Lidberg et al. [20] and Gebremedhin [21]. MODEST is a top-down tool that can be used to represent the largest flows in an energy system. Figure 4 illustrates the workflow used in this study.

First, a base model based on power plant data and measurements was created. This model was optimized to cover the yearly heat load at the lowest cost. The optimization result determines which power plants are used for each time step in the model, which in turn gives the used fuels and the amount of electricity produced.

The base model was then adjusted with the introduction of low-grade heat customers and the resulting lower values for return water temperature and supply temperature. Efficiency values corresponding to each temperature were calculated with linear equations for each specific component (turbine or FGC). All of the models used the same yearly heat load.

After creating and optimizing parallel models, their results were compared and evaluated regarding efficiencies and fuel consumption, GHG emissions, and system costs.

Methodological Difficulties and Boundaries

This method is a top-down method, which means that the study starts at the top, in this case a regional energy system, and then moves down in finer and finer detail. At a certain degree of system detail, one needs to stop, but there is no distinct way to choose this level. In the time domain, this study starts with year, then moves to months, weeks, and days, and then stops. In the physical domain, this study starts with DHS in a municipality, then moves to supply side, power plants, and power plant components, and then stops. It is the opinion of the authors that more details in this model would not be beneficial for the calculations, but would rather add uncertainties. There are many details in the physical domain that are omitted, in some cases by choice, and in some cases by necessity.
Because the DHS pipe structure is not included in the study, a choice was made to have all of the models use the same difference between the supply temperature and return water temperature. This choice is based on the linear characteristics for the specific heat capacity for water.

4. Methodology

In this study, the optimization software Model for Optimization of Dynamic Energy Systems with Time-dependent components and boundary conditions (MODEST) was used. The DHS system was represented in the model by four different kinds of nodes—fuel nodes, conversion nodes (boilers, turbines, and flue gas condensers), demand nodes (traditional heat customers and low-grade heat customers), and waste nodes (electricity production and heat losses). The power plants were described in terms of the efficiencies, maximum capacity, temperature-dependent power-to-heat ratio, and temperature-dependent flue gas condenser efficiency. The heat load profile was taken from measurements from 2015. The MODEST model is described in detail by Henning [19]. In recent years, several authors have used MODEST to analyse DHS, for example Lidberg et al. [20] and Gebremedhin [21]. MODEST is a top-down tool that can be used to represent the largest flows in an energy system. Figure 4 illustrates the workflow used in this study.

Because this article does not evaluate a concrete technical solution, building costs and life-cycle costs are omitted, and the focus is instead on the overall efficiency potential.

5. Case Study

Linköping is a municipality with about 150,000 inhabitants, situated in the southeast of Sweden. Tekniska verken AB is the regional power company and has a yearly production of 1500 GWh heat and 260 GWh electricity at two production sites. In the urban area, DH is the dominant way of supplying heat to multi-family buildings, small houses, and commercial buildings. The base load in the DHS is covered by waste incineration at CHP plants. With the increasing load, other CHP plants are starting to burn other fuels such as wood, rubber, coal, and oil. Heat only boilers are used to cover peak loads. The fuel merit order is as follows: waste, wood, coal/rubber, and oil. In daily production, the heat load determines how much power is needed from the power plant boilers, and the electricity production in this system is a by-product. CHPs in this region normally operate in an electricity market with low price, hence electricity production is not prioritized.

The optimization objective was to minimize the annual system cost while satisfying a given heat load demand. The fuel costs were fixed during the examined year, and were mainly set to force the model optimization algorithm to choose plants in the correct merit order. Details of the model are shown in Tables 1–4 and Figures 5 and 6.
Table 1. Production units in Linköping’s district heating system. FGC—flue gas condenser.

<table>
<thead>
<tr>
<th>Power Plant</th>
<th>Maximum Output (MW Thermal Power)</th>
<th>Fuel</th>
<th>Flue Gas Condenser Efficiency (% of Boiler Power)</th>
<th>Steam Turbine Efficiency (Electricity Production/Input Heat)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KV 50</td>
<td>70</td>
<td>Waste incineration</td>
<td>15–40</td>
<td>0.10–0.15</td>
</tr>
<tr>
<td>KV 61</td>
<td>66</td>
<td>Waste incineration</td>
<td>0–22</td>
<td>0.17–0.27</td>
</tr>
<tr>
<td>KV 1—wood</td>
<td>60</td>
<td>Wood</td>
<td>20–40</td>
<td>0.18–0.26</td>
</tr>
<tr>
<td>KV 1—coal</td>
<td>60</td>
<td>Coal/rubber</td>
<td>FGC not available</td>
<td>0.18–0.26</td>
</tr>
<tr>
<td>KV 1—oil</td>
<td>120</td>
<td>Oil</td>
<td>FGC not available</td>
<td>0.18–0.26</td>
</tr>
<tr>
<td>HOBs (Heat only boilers; several distributed in DH network)</td>
<td>240</td>
<td>Oil</td>
<td>FGC not available</td>
<td>No turbine</td>
</tr>
</tbody>
</table>

Table 2. Details of the Model for Optimization of Dynamic Energy Systems with Time-dependent components and boundary conditions (MODEST) model. DHS—district heating system.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Linköping DHS</th>
<th>MODEST Model Linköping DHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature in supply flow and return flow</td>
<td>Supply: Measured on an hourly basis</td>
<td>Represented in the model by a function that affects efficiency in turbines and flue gas condensers for each time step</td>
</tr>
<tr>
<td></td>
<td>Return: Measured on an hourly basis</td>
<td></td>
</tr>
<tr>
<td>Heat load</td>
<td>Measured daily in 2015</td>
<td>From 2015 measurements—monthly duration</td>
</tr>
<tr>
<td>Heat losses in distribution pipes</td>
<td>Not measured and not calculated</td>
<td>Not included</td>
</tr>
<tr>
<td>Heat losses in flue gas</td>
<td>Not measured and not calculated</td>
<td>Included indirectly via FGC efficiency</td>
</tr>
<tr>
<td>Flue gas condenser efficiencies</td>
<td>Efficiencies measured with historic values from 2010–2012</td>
<td>Included in model with linear equation</td>
</tr>
<tr>
<td>Electricity use for distribution pumps</td>
<td>Measured value: 4391 MWh (0.3% of heat load)</td>
<td>Not included</td>
</tr>
<tr>
<td>Turbine efficiencies</td>
<td>Efficiencies measured with historic values from 2010–2012</td>
<td>Included in model with linear equation</td>
</tr>
<tr>
<td>Supply temperature management</td>
<td>Active management can choose between electricity production and heat production</td>
<td>Not included in model as a result of the monthly duration heat load input. Supply temperature in fixed relation to return temperature</td>
</tr>
</tbody>
</table>

Table 3. Fuel prices in the model. CHP—combined heat and power.

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Price in Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waste</td>
<td>0 SEK/MWh</td>
</tr>
<tr>
<td>Wood</td>
<td>70 SEK/MWh</td>
</tr>
<tr>
<td>Coal/rubber</td>
<td>180 SEK/MWh</td>
</tr>
<tr>
<td>Oil CHP</td>
<td>320 SEK/MWh</td>
</tr>
<tr>
<td>Oil HOB</td>
<td>600 SEK/MWh</td>
</tr>
</tbody>
</table>
Table 4. Time division in the model.

<table>
<thead>
<tr>
<th>Period</th>
<th>Time Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>January–April (first 10 days in monthly duration diagram)</td>
<td>Average heat load for 48 h periods</td>
</tr>
<tr>
<td>January–April (remaining days in monthly duration diagram)</td>
<td>Average heat load for 96 h periods</td>
</tr>
<tr>
<td>May–August</td>
<td>Average heat load for each week</td>
</tr>
<tr>
<td>September–December (first 10 days in monthly duration diagram)</td>
<td>Average heat load for 48 h periods</td>
</tr>
<tr>
<td>September–December (remaining days in monthly duration diagram)</td>
<td>Average heat load for 96 h periods</td>
</tr>
</tbody>
</table>

The heat load was modelled with the monthly duration diagram in Figure 6. The shortest time step used was 48 h. In total, there are 96 time steps in the model. For each of these steps the optimization algorithm chooses which plants to operate in order to satisfy the heat load (the demand node in the model). The model time division is described in Table 4. All of the fast transients (less than 48 hours) are handled with the power plant heat accumulator, so the 48 h time step is reasonable. It is also important to note that too short a time step, for example, an hour, will create false power peaks in the model that do not exist in the real CHP plant. These power peaks are handled by the accumulator.
Table 4. Time division in the model.

<table>
<thead>
<tr>
<th>Period</th>
<th>Time Resolution</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>January–April</td>
<td>Average heat load for 48 h periods</td>
<td></td>
</tr>
<tr>
<td>January–April</td>
<td>Average heat load for 96 h periods</td>
<td></td>
</tr>
<tr>
<td>May–August</td>
<td>Average heat load for each week</td>
<td></td>
</tr>
<tr>
<td>September–December</td>
<td>Average heat load for 48 h periods</td>
<td></td>
</tr>
<tr>
<td>September–December</td>
<td>Average heat load for 96 h periods</td>
<td></td>
</tr>
</tbody>
</table>

The heat load was modelled with the monthly duration diagram in Figure 6. The shortest time step used was 48 h. In total, there are 96 time steps in the model. For each of these steps the optimization algorithm chooses which plants to operate in order to satisfy the heat load (the demand node in the model). The model time division is described in Table 4. All of the fast transients (less than 48 hours) are handled with the power plant heat accumulator, so the 48 h time step is reasonable. It is also important to note that too short a time step, for example, an hour, will create false power peaks in the model that do not exist in the real CHP plant. These power peaks are handled by the accumulator.

Figure 6. Heat load in the model, presented with monthly duration diagram (i.e., days sorted by heat load in each month). For days with higher heat loads are modelled in greater detail, see Table 4.

5.1. Temperatures in the Model

In the MODEST model, the assumption was made that the difference between supply temperature and return temperature is equal to the measured base case, i.e., equal to differences compared to temperature measurements from 2015. Four different cases were examined: first a base case with data from measurements, then three different cases with return temperatures and corresponding supply temperatures. The modelled return temperatures were 40 °C, 35 °C and 30 °C. A summary of modelled cases is presented in Table 5.

Table 5. Description of the studied cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>Efficiencies for turbines and FGC corresponding to temperature measurements from 2015.</td>
</tr>
<tr>
<td>Case 1</td>
<td>Low-grade heat customers with sufficient heat load to control return water temperature to 40 °C.</td>
</tr>
<tr>
<td>Case 2</td>
<td>Low-grade heat customers with sufficient heat load to control return water temperature to 35 °C.</td>
</tr>
<tr>
<td>Case 3</td>
<td>Low-grade heat customers with sufficient heat load to control return water temperature to 30 °C.</td>
</tr>
</tbody>
</table>

The temperatures derived from measurements are presented in Figure 7. The temperatures used in the model are presented in Figure 8. The period of May–August was considered to be outside of the heating season, so this period did not have any temperature adjustments.
Table 5. Description of the studied cases.

<table>
<thead>
<tr>
<th>Case Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case Efficiencies for turbines and FGC corresponding to temperature measurements from 2015.</td>
</tr>
<tr>
<td>Case 1 Low-grade heat customers with sufficient heat load to control return water temperature to 40 °C.</td>
</tr>
<tr>
<td>Case 2 Low-grade heat customers with sufficient heat load to control return water temperature to 35 °C.</td>
</tr>
<tr>
<td>Case 3 Low-grade heat customers with sufficient heat load to control return water temperature to 30 °C.</td>
</tr>
</tbody>
</table>

The temperatures derived from measurements are presented in Figure 7. The temperatures used are given in Figure 7.

Figure 7. Measured supply and return temperatures in Linköping’s DHS in 2015.

A small part of the district heating load in today’s system needs a 90 °C supply temperature, so this was the lowest measured temperature during 2015. In this study, that temperature limit was omitted, as this part of the heat load can be supplied with an alternative solution, and is in fact not an absolute obstacle for lower supply temperatures for the rest of the DHS.

5.2. Efficiencies in the Model

The efficiencies for backpressure turbines and flue gas condensers have been modelled with linear equations for each component. The linear equations have been calculated from plant measurements covering a period of several years. The measurements from a turbine can be seen in Figure 9, and the measurements from a flue gas condenser in Figure 10, and the equations for all of the temperature-dependent components can be seen in Table 6. Looking at these measured efficiencies, it is obvious that they are not ideally linear. However, the most important aspect for this study is the temperature-dependent trend, which is clear for both electrical efficiencies and flue gas condenser efficiencies. A flue gas condenser extracts latent heat from the flue gas to the return water. A greater difference between the flue gas temperature and the return water temperature will increase the amount of extracted heat. For the flue gas condenser (FGC) in Figure 10, it is very clear that the lower limit for the measured efficiency has a strong correlation with temperature (i.e., a low return temperature is clearly beneficial to FGC efficiency).

Figure 8. System temperatures in the MODEST model.

A small part of the district heating load in today’s system needs a 90 °C supply temperature, so this was the lowest measured temperature during 2015. In this study, that temperature limit was omitted, as this part of the heat load can be supplied with an alternative solution, and is in fact not an absolute obstacle for lower supply temperatures for the rest of the DHS.
5.2. Efficiencies in the Model

The efficiencies for backpressure turbines and flue gas condensers have been modelled with linear equations for each component. The linear equations have been calculated from plant measurements covering a period of several years. The measurements from a turbine can be seen in Figure 9, and the measurements from a flue gas condenser in Figure 10, and the equations for all of the temperature-dependent components can be seen in Table 6. Looking at these measured efficiencies, it is obvious that they are not ideally linear. However, the most important aspect for this study is the temperature-dependent trend, which is clear for both electrical efficiencies and flue gas condenser efficiencies. A flue gas condenser extracts latent heat from the flue gas to the return water. A greater difference between the flue gas temperature and the return water temperature will increase the amount of extracted heat. For the flue gas condenser (FGC) in Figure 10, it is very clear that the lower limit for the measured efficiency has a strong correlation with temperature (i.e., a low return temperature is clearly beneficial to FGC efficiency).

![Figure 9. Measured efficiencies for KV50 turbine—waste incineration plant.](image1)

![Figure 10. Flue gas condenser efficiency for KV61 waste incineration unit. Samples are collected during several years and during different operation modes. There are variations in boiler power, fuel moisture, outdoor pressure, and so on. This gives a great data dispersion, but the temperature trend is clear.](image2)
Table 6. Temperature-dependent efficiencies in the MODEST model (Y = efficiency as fraction of boiler power; X = temperature [°C]).

<table>
<thead>
<tr>
<th>Power Plant Component</th>
<th>Efficiency Equation, Fraction of Boiler Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbine KV 1 **</td>
<td>[ Y = -0.0015 X + 0.3907 ]</td>
</tr>
<tr>
<td>Turbine KV 50</td>
<td>[ Y = -0.0011 X + 0.2201 ]</td>
</tr>
<tr>
<td>Turbine KV 61</td>
<td>[ Y = -0.0019 X + 0.3938 ]</td>
</tr>
<tr>
<td>Flue gas condenser KV 1 – wood</td>
<td>[ Y = -0.0064 X + 0.5557 ]</td>
</tr>
<tr>
<td>Flue gas condenser KV 50 – waste</td>
<td>[ Y = -0.0069 X + 0.54 ]</td>
</tr>
<tr>
<td>Flue gas condenser KV 61 – waste</td>
<td>[ Y = -0.0061 X + 0.394 ]</td>
</tr>
</tbody>
</table>

** Turbine treated as one turbine, but is in reality three turbines, with condenser cooling water in serial connection—efficiency equation represents the turbine with the highest yearly load; this simplification leads to a slight overestimation of electricity production. One of these turbines could also be operated in “condensing mode”, and is then cooled by a nearby river, this operation mode is seldom used and is not included in the model.

5.3. Emissions in the Model

The emission values in Table 7 are derived from The Environmental Fact Book [22]. Coal condensing power (CCP) was used as the marginal production unit in the European electricity market, and the turbine efficiency for these plants was considered to be 40%. To evaluate the impact of the saved fuel, the assumption was made that the saved fuel is used in CCP to replace the coal (see, for example, [23,24]).

Table 7. Emissions of greenhouse gas (GHG) CO₂ eq for each fuel, The Environmental Fact Book [22].

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Emissions kg CO₂ eq/MWh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wood</td>
<td>14</td>
</tr>
<tr>
<td>Oil</td>
<td>288</td>
</tr>
<tr>
<td>Coal/rubber</td>
<td>360</td>
</tr>
<tr>
<td>Waste</td>
<td>136</td>
</tr>
<tr>
<td>Coal</td>
<td>388</td>
</tr>
</tbody>
</table>

6. Model Results

In this section, the results from the Linköping Municipality case study are presented in three different categories—efficiency, GHG emissions, and economic assessment. In Sections 6.1–6.3, the results are presented as relative values in comparison with the modelled base case in Figures 11 and 12. Table 8 presents the absolute numbers for production and fuel use. The base case and the measured production from 2015 differ regarding the amount for each specific fuel. This is natural because the optimization model “chooses” the fuel and the power plants in a more simplistic way than the real power plant operators do. FGC KV1—Wood and FGC KV50 have not been operated at full power during 2015. However, in the modelled cases, all of the FGCs are assumed to be fully available.
In this section, the results from the Linköping Municipality case study are presented in three different categories—efficiency, GHG emissions, and economic assessment. In Sections 6.1–6.3, the results are presented as relative values in comparison with the modelled base case in Figure 11 and Figure 12. Table 8 presents the absolute numbers for production and fuel use. The base case and the measured production from 2015 differ regarding the amount for each specific fuel. This is natural because the optimization model “chooses” the fuel and the power plants in a more simplistic way than the real power plant operators do. FGC KV1—Wood and FGC KV50 have not been operated at full power during 2015. However, in the modelled cases, all of the FGCs are assumed to be fully available.

### Table 8. Model results, production, and fuel use for all cases. The grey field presents measured production from 2015. All numbers in MWh.

<table>
<thead>
<tr>
<th>Case</th>
<th>Heat Production</th>
<th>Electricity Production</th>
<th>FGC KV1—Wood</th>
<th>FGC KV50</th>
<th>FGC KV61 Wood</th>
<th>Coal/rubber</th>
<th>Oil</th>
<th>Waste</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured production 2015</td>
<td>1,481,617</td>
<td>234,069</td>
<td>44,118</td>
<td>82,717</td>
<td>49,501</td>
<td>463,585</td>
<td>153,991</td>
<td>63,411</td>
</tr>
<tr>
<td>Base case</td>
<td>1,459,250</td>
<td>276,534</td>
<td>69,418</td>
<td>123,998</td>
<td>40,994</td>
<td>333,435</td>
<td>212,109</td>
<td>122,962</td>
</tr>
<tr>
<td>Case 1</td>
<td>1,459,250</td>
<td>279,399</td>
<td>77,004</td>
<td>144,472</td>
<td>54,870</td>
<td>321,109</td>
<td>197,195</td>
<td>108,048</td>
</tr>
<tr>
<td>Case 2</td>
<td>1,459,250</td>
<td>281,722</td>
<td>83,253</td>
<td>158,764</td>
<td>65,216</td>
<td>313,657</td>
<td>183,661</td>
<td>96,408</td>
</tr>
<tr>
<td>Case 3</td>
<td>1,459,250</td>
<td>283,139</td>
<td>88,752</td>
<td>173,050</td>
<td>75,376</td>
<td>304,977</td>
<td>170,768</td>
<td>85,779</td>
</tr>
</tbody>
</table>

#### 6.1. Efficiencies and Fuel Consumption

Figure 11. Modelled changes in whole year efficiencies and fuel consumption.

Heat production is a boundary condition in the model, so naturally, this will not differ between the base case and the three cases with controlled return water temperature. For fuel consumption, waste fuel is almost unchanged for all of the cases. This is natural, because it is a preferred fuel in the fuel merit order. Oil use has the largest reduction, with 30% for Case 3. FGC heat is almost doubled, with an 84% increase for KV61 corresponding to 35 GWh of free heat, which, in the base case, is lost with the flue gas. For Case 3, the total increase in FGC heat is 103 GWh, corresponding to around 7% of the total DHS heat.

#### 6.2. GHG Emissions

In this study, three different sets of emission data are presented. In an effort to include the market effects caused by the change in local electricity production for the studied DHS, marginal electricity production and marginal fuel consumption are added in evaluation methods 2 and 3. Method 2 only includes market effects in the electricity market, while method 3 includes both the electricity market and the fuel market. In this article, the authors chose to present coal condensing power as the marginal electricity producer, in order to show two ways in which increased electricity production can be valued. To account for only local emissions is one way, giving no value to changes in electricity production. To account for avoided emissions from the most polluting source, coal condensing power, is another way. Olkkonen et al. [25] present calculations regarding the marginal electricity production for the Finnish, Nordic, and European energy systems, up until 2030. Their calculations indicate that during the winter season, coal condensing power has the largest share between the different marginal generation technologies.

1. Local emissions.
2. Emissions with the assumption that coal condensing power is the marginal electricity producer in the European electricity market.
3. Emissions with the assumption that coal condensing power is the marginal electricity producer in the European electricity market and the assumption that saved fuel replaces coal in the fuel market (co-combustion).

Figure 12. Modelled changes in GHG emissions for the examined cases with three different system boundaries.
Table 8. Model results, production, and fuel use for all cases. The grey field presents measured production from 2015. All numbers in MWh.

<table>
<thead>
<tr>
<th>Case</th>
<th>Heat Production</th>
<th>Electricity Production</th>
<th>FGC KV 1—Wood</th>
<th>FGC KV50</th>
<th>FGC KV61</th>
<th>Wood</th>
<th>Coal/Rubber</th>
<th>Oil</th>
<th>Waste</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>1,459,250</td>
<td>279,399</td>
<td>77,004</td>
<td>144,472</td>
<td>54,870</td>
<td>321,109</td>
<td>197,195</td>
<td>108,048</td>
<td>1,130,845</td>
</tr>
<tr>
<td>Case 1</td>
<td>1,459,250</td>
<td>281,722</td>
<td>83,253</td>
<td>158,764</td>
<td>65,216</td>
<td>313,657</td>
<td>183,661</td>
<td>96,408</td>
<td>1,127,948</td>
</tr>
<tr>
<td>Case 2</td>
<td>1,459,250</td>
<td>283,139</td>
<td>88,752</td>
<td>173,050</td>
<td>75,376</td>
<td>304,977</td>
<td>170,768</td>
<td>85,779</td>
<td>1,124,693</td>
</tr>
</tbody>
</table>

6.1. Efficiencies and Fuel Consumption

Heat production is a boundary condition in the model, so naturally, this will not differ between the base case and the three cases with controlled return water temperature. For fuel consumption, waste fuel is almost unchanged for all of the cases. This is natural, because it is a preferred fuel in the fuel merit order. Oil use has the largest reduction, with 30% for Case 3. FGC heat is almost doubled, with an 84% increase for KV61 corresponding to 35 GWh of free heat, which, in the base case, is lost with the flue gas. For Case 3, the total increase in FGC heat is 103 GWh, corresponding to around 7% of the total DHS heat.

6.2. GHG Emissions

In this study, three different sets of emission data are presented. In an effort to include the market effects caused by the change in local electricity production for the studied DHS, marginal electricity production and marginal fuel consumption are added in evaluation methods 2 and 3. Method 2 only includes market effects in the electricity market, while method 3 includes both the electricity market and the fuel market. In this article, the authors chose to present coal condensing power as the marginal electricity producer, in order to show two ways in which increased electricity production can be valued. To account for only local emissions is one way, giving no value to changes in electricity production. To account for avoided emissions from the most polluting source, coal condensing power, is another way. Olkkonen et al. [25] present calculations regarding the marginal electricity production for the Finnish, Nordic, and European energy systems, up until 2030. Their calculations indicate that during the winter season, coal condensing power has the largest share between the different marginal generation technologies.

1. Local emissions.
2. Emissions with the assumption that coal condensing power is the marginal electricity producer in the European electricity market.
3. Emissions with the assumption that coal condensing power is the marginal electricity producer in the European electricity market and the assumption that saved fuel replaces coal in the fuel market (co-combustion).

Changes in GHG emissions for the three different evaluation methods are almost linear with the return water temperature. This is a natural consequence of the underlying linear equation for FGC and turbine efficiencies in the model. The temperature trend is clear for all of the cases, but the choice of evaluation method has a strong impact on the absolute emission values. Case 3, evaluated with the third emission evaluation category, showed a reduction of almost 20% in GHG emissions.

6.3. System Costs Assessment

Higher FGC and turbine efficiencies give savings and higher earnings in accordance with Figure 13. Oil savings have the largest share, with about 50% of the total economic benefit. Case 3 showed an economic potential of SEK 25 million in yearly improvement; in comparison, it can be mentioned that fuel costs for 2015 were 105 SEK million.
Table 9. Marginal fuel cost for power plant, real values from 2015, including taxes. Source: TvAB (the local energy company).

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Electricity</th>
<th>Heat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waste</td>
<td>0 SEK/MWh</td>
<td>0 SEK/MWh</td>
</tr>
<tr>
<td>Wood</td>
<td>70 SEK/MWh</td>
<td>70 SEK/MWh</td>
</tr>
<tr>
<td>Coal/rubber</td>
<td>170 SEK/MWh</td>
<td>187 SEK/MWh</td>
</tr>
<tr>
<td>Oil</td>
<td>316 SEK/MWh</td>
<td>342 SEK/MWh</td>
</tr>
</tbody>
</table>

![Figure 13. Economic figures for model results, 2015. Costs and earnings from Table 9.](image)

In the figure above, an economic assessment is carried out using the marginal costs and earnings from Table 9.

7. Discussion

7.1. Static Benefits

As the shortest time for the model time step used in this case study was 48 hours, the quantified results from this model can be considered static or at least quasi static. The static benefits are mainly derived from the alteration of the temperature working point for power plant components and the resulting efficiency improvements. The Linköping DHS has a 20,000 m³ heat storage tank on the supply side, which means that all of the fast load transients can be handled without changing power from the individual production units. In practice, this means that power plants can be operated with only a slow increase or decrease in power, and it also means that a model with long time steps can be a fairly good representation of the DHS.

The quantified results in Section 6 are all calculated in this quasi static timescale. There are also benefits in the shorter timeframe, but these benefits are highly dependent on the type of technical implementation that is used, and are therefore not quantified in this study. A general description of these benefits follows in the next section.

7.2. Dynamic Benefits

Dynamic benefits for the power plant can be regarded as the benefits in the timespan of 0 to 48 hours (i.e., shorter than the shortest time step in the model). Depending on how an implementation of
low-grade heat customers would be carried out, the dynamic properties of the DHS would be different. Compared to today’s system, where the power plant control is limited to the supply side heat storage, many benefits can be identified. These benefits are not included in the quantified benefits represented in Section 6.

An opportunity to use domestic integrated storage tanks as a buffer would make it easier to plan the power plant production. A demand side management (DSM) solution on the network return side would give the power plant the ability to react to the heat demand fluctuations in the network, instead of trying to forecast loads 4–6 h in advance. With process control terminology, this would mean feedback control instead of open loop control with weather forecasts.

With better process control and a larger heat buffer, a likely system impact is economic savings, because of the fewer starts and stops of individual power plants.

Higher electrical efficiency in the base load situation would give a wider control span in the choice between electricity production and heat production. This applies for both fast and slow transients.

A low-grade heat customer situated downstream from a malfunctioning district heating substation (bad cooling) can reduce the negative impact of the malfunction on the DHS.

7.3. Evaluation of GHG Emissions

The fuel mix for one particular CHP plant or one particular region is not the main issue when considering how markets are linked to each other in the global economy. There is not enough biomass on the planet to sustain our current use of energy [1], so if all efficiencies and demands remain at the same level, this implies that a fuel switch for one power plant will lead to a fuel switch in the other direction somewhere else. This is the fundamental conclusion to be drawn if we consider the resource limitations of our planet. In a fully connected and closed system, all emissions matter and all efficiencies matter.

To assess the global effects of the proposed action, electricity market connections alone are not enough—some system effects must also reach the fuel market. Here, we use the assumption that fuel that is saved because of higher efficiencies is instead used in co-combustion in CCP plants [23,24].

Considering ideal market connections for both the fuel and electricity markets, it is just as harmful to be inefficient with wood as with coal, because inefficiencies in one part of the system play out as higher marginal production for the entire system. In this article, we use coal condensing power as an estimate of that marginal production.

The need for a system perspective is crucial. Looking at this case study, the fuel efficiency gain is around 7% for the 30 °C case, corresponding to 10% lower local GHG emissions, but that number is doubled to almost 20% if electricity market and fuel market connections are considered.

These idealized connections in the electricity market and the fuel market represent a somewhat simplistic view of the European energy system, but we argue that these connections are needed in order to make a fair evaluation of how efficiency gains should be valued.

Looking even further away from the studied object, there is also a possibility of rebound effects in connected markets, in technical systems, or in the form of lifestyle changes (see, for example, [26]). The rebound effect is omitted in this study, mainly because of complexity.

7.4. System Cost Assessment and Life Cycle Assessment

Model predictions from Section 6.3 point to a yearly value of SEK 25 million for case 3, with a 30 °C return water temperature. The associated cost for reaching that potential must be considered unknown in this study, where a concrete technical implementation is not stated.

With an unknown construction cost, it is obvious that it becomes hard to promote investments. However, as a hedge against higher fuel costs, the active management of heat customers could be an interesting option to increase network efficiency.

It must also be stated that there is a fundamental contradiction between a free fuel (waste incineration) and investments in efficiency improvements.
A life cycle assessment (LCA) would be beneficial in terms of assessing the impact of these proposed new low-grade heat customers in the DH network. This is important for the evaluation of the proposed action, but remains outside the scope of this case study. It is important to note that there is a considerable difference in environmental impact between, for example, the reuse of radiators, adjustment of working points for valves, or installation of newly produced heating substations. With the active management of heat customers, both LCA and DHS efficiency can be included in future network development.

7.5. DHS Development

Looking at Linköping Municipality in 2050, with an efficient energy system that mitigates the problem of GHG emissions in an effective manner, it seems unlikely that the existing DHS will not be a part of that system. However, the authors also believe that it is unlikely that the supply and return temperatures in the DH network will remain at today’s levels, when the benefits of lower temperatures are clear and technologies are available.

The assessment and evaluation of GHG emissions is crucial for understanding and interpreting how different technologies contribute to an increase or decrease in GHG emissions. A system approach gives a wider view, but also adds numerical uncertainties and increases the number of assumptions. Given that the effect of GHG emissions is a global issue, this leads us to the conclusion that the system approach is favourable.

A less detailed approach and focus on the trends and the wider system perspective show us that some observations can be made. DH is a well-established technology, and the need for heating will—with high degree of certainty—remain, even in a future low energy society, in 2050. With a system control perspective, it is possible to improve the situation for the CHP plant with existing technology. Lower return water temperature is beneficial for DHS efficiency, and the function is continuous regarding temperature. The continuous function means that an experimental introduction of low-grade heat customers can be initiated and then evaluated in an iterative process.

With the results from this case study, we propose that an interesting next move for DHS with CHP would be to introduce low-grade heat customers on the DH return water pipes, to achieve better system control and higher system efficiency.

During 2016, TvAB commissioned another waste incineration plant with a production capacity of 83 MW and an electrical efficiency of 22.5%. In practice, this means that the economic benefits of lower return temperature are greatly reduced for TvAB. However, considering electricity market connections and fuel market connections, the potential for GHG emission reduction, with the actions proposed in this paper, still remains.

8. Conclusions

The active management of customers in a DHS can lower return water temperatures faster and in the long run lead to better controlled return water temperatures. Active management is defined as an adjustment of a domestic heating system in order to improve DHS efficiency without affecting the heating service for the individual building.

In this study, the effects of introducing active management within a local DHS in Linköping, Sweden, have been analysed.

The conclusions from the study are the following:

- Possible efficiency gains of around 7%, corresponding to 103 GWh heat
- GHG emission reduction of 4–20%
- Reduced system cost by SEK 25 million per year

The authors believe that the examined system shows results that are generalizable to other Swedish DHs, given the high degree of technical similarity between these systems. However,
individual differences between DHSs regarding fuel mixture and electrical efficiency for turbines must be acknowledged.
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Abstract: Linköping municipality has managed biogas driven buses in the regional transport system since 1997 and all buses in the municipality have run on biogas since 2015. Biogas is a renewable fuel and by replacing fossil fuels it can help to lower net CO2 emissions. However, Internal Combustion Engines (ICE) in buses still have a rather low efficiency, in the range of 15–30%. If the combustion of biogas instead takes place in a combined cycle gas turbine (CCGT) efficiency could be higher and heat losses reduced. This could be a feasible solution if the transport system instead used electric buses charged with electricity generated by the CCGT. This article has a top-down perspective on the regional transport system and the regional district heating system (DHS) in Linköping municipality. Two alternative systems are compared regarding CO2 emissions, electricity production and component efficiencies. The first system that is studied is in operation today and uses locally produced biogas in the ICE buses. In parallel the combined heat and power (CHP) system delivers electricity and heat to households in the region. The second system that is studied is a system with electric buses and a CHP system that uses biogas in the CCGT to deliver electricity and heat to the regional power grid and DHS. The study shows that emissions would be reduced if biogas use is changed from use in ICE buses to use in the CCGT in the CHP-DHS. Improved biogas use could lower CO2-eq emissions by 2.4 million kg annually by using a better fuel-energy pathway.

Keywords: District heating; system perspective; electric buses; biogas; smart energy systems

1. Introduction

Biogas is an energy carrier that is produced by anaerobic digestion of organic material, often various kinds of food waste. Biogas can be used in several different ways to replace fossil fuels and hence reduce the emission of greenhouse gases (GHG). The reduction in GHG emissions compared to fossil fuels is estimated to be between 67% and 148%, these reduction values include system expansion consequences such as changed land use and fertilizer substitution (organic fertilizer can be a residue from biogas production) [1]. In 2016, biogas production in Sweden amounted to 2 TWh [2], which corresponds to 0.3% of the total energy used in Sweden that year [3]. The most common use of biogas in 2016 was as vehicle fuel at 1145 GWh and the second most common use was for heating at 400 GWh [2]. In a modelling assessment of cost-effective biogas utilization, Börjesson et al. [1] conclude that only about 10–16% of the technical biogas potential will be utilized without subsidies. However, biogas utilization of about 90% is predicted with subsidies of EUR 40–60/MWh.

At the end of 2017, there were 55,117 gas vehicles in Sweden, of which 2533 were buses, 854 other heavy vehicles and the rest were cars [5]. When gas vehicles were first introduced, almost all the gas came from fossil natural gas. Since then there has been a steady trend whereby biogas has increased its share and in 2017 it accounted for 86% of the gas fuels in Sweden [5]. Fallde et al. [6] describe the biogas bus development in Linköping municipality during 1976–2015, a transition from a small niche to a new socio-technical regime with all city buses powered by biogas.
Large truck companies such as Scania and Volvo are constantly trying to improve the gas engine but it is still not as efficient as the diesel engine, although the difference is now just a few percent [5]. Engine development will continue but the laws of thermodynamics also set an absolute upper limit to all heat-based engines. Heat losses through the cooling system, the exhaust pipe and the engine block will continue to be a large part of the energy flow from gas and diesel engines. A useful energy service derived from these heat losses is hard to envision.

After real-world testing of electric buses in eight Swedish municipalities in 2014–2015, Börn et al. [7] concluded that the tested buses had low energy use and low external noise levels. The average energy use in the tests was between 0.86 and 1.02 kWh/km and passengers and drivers gave positive feedback about the electric buses [7]. At the beginning of 2017, Sweden had 41 electric buses in commercial traffic [8] and by June 2019 that figure had risen to 172 [9]. With low energy use, low external noise and no exhaust pipe emissions, a rapid increase in electric buses in commercial traffic is a probable scenario once the technology becomes more mature. Since 2016, the Swedish Government has paid a 20% subsidy for the purchase of electric buses in order to support low emission vehicles [10]. In a lifecycle cost assessment Lajunen et al. [11] found that electric buses still have not reached competitive levels regarding cost but the authors also concluded that electric buses have the potential to significantly reduce carbon dioxide emissions, by up to 75%.

A technological change from biogas ICE buses to electric buses implies more than just a fuel change. Figure 1 illustrates the more complex energy flow that must be considered if biogas is used in a CHP system and transport is carried out with electric busses.

**Figure 1.** Schematic illustration of alternative energy flows. At the top, the energy flow for a biogas bus with internal combustion engine (ICE). At the bottom, the more complex energy flow when biogas is used in a combined heat and power (CHP) system and transport is carried out with electric buses.

Alternative uses of the produced biogas must be included in the analysis to accurately evaluate the energy system performance. In the worst case, there are no alternative uses for the produced biogas and hence the biogas will be burnt in a gas flare without creating a useful energy service. In 2016, biogas burnt in gas flares was the third most common use for biogas, corresponding to 9% of the biogas produced; this was partly due to a lack of biogas customers [2]. Hedegaard et al. [12] examined biomass use and consequences of constrained biomass availability, they concluded that technology pathways involving heat and power production and/or biogas, natural gas or electricity for transport are advantageous.
In a Swedish context, a probable alternative use for biogas is as fuel in a CHP plant in a DHS. During 2013, the most common energy carrier for heating and hot water was district heating, at 47 TWh [3]. DH is available in most Swedish cities but the fuel mix for each system varies considerably. The introduction of biogas in a DHS would therefore have a different impact depending on which fuels are being replaced. Some DHSs only deliver industrial waste heat to their heat customers and in those cases the introduction of biogas would not create a beneficial energy service. However, in other cases, replacing a fuel mix containing fossil fuels, it would be beneficial.

The technical solution to enable biogas use in a DHS can be implemented in several different ways. The biogas could be burnt in a heat only boiler, in a boiler connected to a steam turbine or in a CCGT (Combined Cycle Gas Turbine). The most energy efficient solution is to use a CCGT, which has the highest electrical efficiency of the three alternatives. However, CCGT is the most expensive hardware and is therefore not always a feasible option. Börjesson et al. [13] examined the cost of oil use reduction in the Swedish transport sector and concluded that biomass gasification pathways show high potential for low cost oil reduction. Use of CCGTs is central in those pathways if electric vehicles are prioritized before vehicles with ICES.

It is crucial to consider alternative fuels, conversion efficiencies and the alternative production for the produced services. There is also a practical need to set boundaries for the analytical study. In this study the three categories: bus transport, electricity production and heat production are considered to be final products.

The aim of this study is to examine and compare two alternatives for biogas use in Linköping municipality. The first alternative that is examined is in operation today. In this system, the locally produced biogas is used as fuel in the ICE biogas buses. In parallel, the CHP system delivers electricity and heat to households in the region. The second alternative that is studied is a system with electric buses and a CHP system that uses biogas in a CCGT to deliver electricity and heat to the regional power grid and DHS. In this study CCGT is assumed to be fuelled with upgraded biogas (97% methane) that is, the same fuel quality as the buses use today. A whole year analysis has been conducted to summarize the accumulated system impact.

2. Methodology

This study used the optimization software MODEST (Model for Optimization of Dynamic Energy Systems with Time-dependent components and boundary conditions) (version—August 2015, Linköping, Sweden). The combined system and the separate transport system and DHS system were represented in the model by four different kinds of nodes: fuel nodes, conversion nodes (boilers, turbines, buses and flue gas condensers), demand nodes (heat load and transport demand) and waste nodes (electricity production and heat losses). The power plants were described in terms of efficiencies, maximum capacity and fuel type. The heat load profile was taken from measurements from 2015. The MODEST model is described in detail by Henning [14]. In recent years, several authors have used MODEST to analyse DHS, for example Lidberg et al. [15], Gebremedhin [16] and Blomqvist et al. [17]. MODEST is a top-down tool that can be used to represent the largest flows in an energy system. Figure 2 illustrates the workflow used in this study.

Two models based on power plant data, bus transport data and measurements were created. The models were optimized to cover the yearly heat load and transport demand at the lowest cost. The optimization result shows which power plants are used for each time step in the model, which in turn gives used fuels and the amount of electricity produced.

After creating and optimizing the parallel models, their results were compared and evaluated regarding fuel consumption and GHG emissions.
Figure 2. Schematic illustration of the workflow for the study. Horizontal lines show borders for the MODEST model.

Methodological Difficulties and Boundaries

This method is a top-down method, which means that the study starts at the top, in this case a regional energy system and then moves down in finer and finer detail. At a certain degree of system detail, one needs to stop but there is no distinct way to choose this level. In the time domain, this study starts with year, then moves to months, weeks and days and then stops. In the physical domain, this study starts with the CHP-DHS and the regional transport system in a municipality, then moves to the supply side, power plants, power plant components, fuels, buses, bus engines and then stops. It is the opinion of the authors that more detail in this model would not be beneficial for the calculations but would rather add uncertainties. There are many details in the physical domain that are omitted, in some cases by choice and in some cases by necessity. The top-down method used here is to be considered as a strategic tool to compare and evaluate possible technological pathways, not a tool to give an exact forecast of future system emissions or energy flows.

3. Case Study

Linköping is a municipality with about 150,000 inhabitants situated in the southeast of Sweden. Fallde et al. [6] describe how in the late 1980s LITA, the municipally owned public transport company, began to investigate a fuel change, from diesel to biogas. After a test period between 1992 and 1994, a gradual change from diesel buses to biogas was initiated. Linköping municipality has managed biogas driven buses in the regional transport system ever since, with all the buses in the municipality running on biogas from 2015. There are 65 city buses and in 2017 they delivered 5.3 million km of transport service. The fuel consumption was 0.6 Nm³/km, corresponding to 32 GWh annually [18]. The biogas is locally produced and the annual production exceeds the consumption of the bus fleet. During 2017, production stood at 10.7 million Nm³ of upgraded biogas, corresponding to 104 GWh [19]. There is not a natural gas grid in this region where the produced gas can be injected. However, the biogas production site is situated in proximity to the city’s CHP plants, which could use this biogas.

Tekniska verken AB is the regional power company and has a yearly production of 1500 GWh heat and 260 GWh electricity at two production sites. In the urban area, DH is the dominant way of supplying heat to multi-family buildings, small houses and commercial buildings. The base load in the DHS is covered by waste incineration at CHP plants. With increasing load, other CHP plants are starting to burn other fuels such as wood, rubber, coal and oil. Heat only boilers are used to cover peak loads. The fuel merit order is waste, wood, coal/rubber, oil.
The optimization objective was to minimize the annual system cost while satisfying the given heat load demand and the transport demand. Fuel costs were fixed during the examined year and were mainly set to force the model optimization algorithm to choose plants in the correct merit order. Details of the model are shown in Tables 1–5 and Figures 3 and 4.

Table 1. Description of studied cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>Model of the current system. The local transport service provided by 65 biogas driven buses. CHP and DHS provide power and heat to the region.</td>
</tr>
<tr>
<td>Case 2</td>
<td>Model of an integrated system. Biogas is used in CCGT, which is integrated in the CHP and DHS. The local transport service is provided by electric buses.</td>
</tr>
</tbody>
</table>

Table 2. Modelled production units in Linköping’s CHP system. Source: TvAB.

<table>
<thead>
<tr>
<th>Power Plant</th>
<th>Maximum Output (MW)</th>
<th>Fuel</th>
<th>Flue Gas Condenser Efficiency (% of Boiler Power)</th>
<th>Turbine Efficiency (Electricity Production/Input Heat)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KV 50</td>
<td>72</td>
<td>Waste incineration</td>
<td>15–40</td>
<td>0.10–0.15</td>
</tr>
<tr>
<td>KV 61</td>
<td>66</td>
<td>Waste incineration</td>
<td>0–22</td>
<td>0.17–0.27</td>
</tr>
<tr>
<td>KV 81</td>
<td>83</td>
<td>Waste incineration</td>
<td>0–22</td>
<td>0.17–0.27</td>
</tr>
<tr>
<td>CCGT</td>
<td>150</td>
<td>(Oil or Gas) + Waste</td>
<td>FGC not available</td>
<td>0.33</td>
</tr>
<tr>
<td>KV 1—wood</td>
<td>60</td>
<td>Wood</td>
<td>20–40</td>
<td>0.18–0.26</td>
</tr>
<tr>
<td>KV 1—coal</td>
<td>60</td>
<td>Coal/rubber</td>
<td>FGC not available</td>
<td>0.18–0.26</td>
</tr>
<tr>
<td>KV 1—oil</td>
<td>120</td>
<td>Oil</td>
<td>FGC not available</td>
<td>0.18–0.26</td>
</tr>
<tr>
<td>Heat only boilers (several distributed in DH network)</td>
<td>240</td>
<td>Oil</td>
<td>FGC not available</td>
<td>No turbine</td>
</tr>
</tbody>
</table>

Table 3. Bus data in the model.

<table>
<thead>
<tr>
<th>Bus Type</th>
<th>Transport Intensity</th>
<th>Fuel</th>
<th>Heating and AC</th>
<th>Engine Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biogas ICE</td>
<td>605 km bus transport/hour</td>
<td>Upgraded biogas (97% methane)</td>
<td>Included in annual fuel use.</td>
<td>0.6 Nm³ biogas/km</td>
</tr>
<tr>
<td>Electric</td>
<td>605 km bus transport/hour</td>
<td>Electricity from regional network</td>
<td>Time dependent (see Section 4.1)</td>
<td>1.4 kWh/km</td>
</tr>
</tbody>
</table>

Table 4. Time division in the model.

<table>
<thead>
<tr>
<th>Period</th>
<th>Time Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>January–April (first 10 days in monthly duration diagram)</td>
<td>Average heat load for 48 h period</td>
</tr>
<tr>
<td>January–April (remaining days in monthly duration diagram)</td>
<td>Average heat load for 96 h period</td>
</tr>
<tr>
<td>May–August</td>
<td>Average heat load for one week</td>
</tr>
<tr>
<td>September–December (first 10 days in monthly duration diagram)</td>
<td>Average heat load for 48 h period</td>
</tr>
<tr>
<td>September–December (remaining days in monthly duration diagram)</td>
<td>Average heat load for 96 h period</td>
</tr>
</tbody>
</table>

Table 5. Fuel prices in Model.

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Price in Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waste</td>
<td>0 SEK/MWh</td>
</tr>
<tr>
<td>Wood</td>
<td>70 SEK/MWh</td>
</tr>
<tr>
<td>Coal/Rubber</td>
<td>180 SEK/MWh</td>
</tr>
<tr>
<td>Oil CHP</td>
<td>320 SEK/MWh</td>
</tr>
<tr>
<td>Oil—Heat only boiler</td>
<td>600 SEK/MWh</td>
</tr>
</tbody>
</table>
Figure 3. Illustration of nodes and flows in the Case 1 model.

Figure 4. Illustration of nodes and flows in the Case 2 model.
In the model the bus traffic is evenly distributed during the year. The smallest time step in the model is 2 days, which means that the transport demand node needs fuel for 48 h × 605 km/h = 29,040 km to cover that period. Time periods used in the model are presented in Table 4.

The heat load was modelled with the monthly duration diagram in Figure 5. The shortest time step used was 48 h. All fast transients (less than 48 h) are handled with the power plant heat accumulator, so the 48 h time step is reasonable. It is also important to note that too short a time step, for example, an hour, will create false power peaks in the model that do not exist in the real CHP plant; these power peaks are handled by the accumulator.

![Figure 5. Heat load in the model, presented with monthly duration diagram, i.e., days sorted by heat load in each month. Days with higher heat loads are modelled in greater detail, see Table 4.](image)

3.1. Electric Bus Engine Efficiency

The electric bus engine efficiency for the future system in Case 2 is unknown. However, there are electric buses in operation today and a calculation of electricity use based on existing buses is possible. The electric bus fleet in Case 2 is assumed to be of equal size to Case 1, that is 65 buses: 53 units of 18 m buses and 12 units of 12 m buses. The average energy use in the test ranged between 0.86 and 1.02 kWh/km for 12 m buses. In this case study, energy use is assumed to be 1 kWh/km for 12 m buses and 1.5 kWh/km for 18 m buses. With a linear calculation, energy use for the entire bus fleet becomes 1.4 kWh/km. This energy use is consistent with other sources, see for example [20–22].

3.2. Bus Heating and Air-Conditioning in the Model

The introduction of an alternative drive train, without ICE, also affects the heating and air-conditioning for the bus. The required energy for heating and air-conditioning must be provided by the onboard energy system, instead of utilizing excess heat from the combustion. During cold days heating can be a considerable part of the total energy use for an electric bus. Borén et al. [7] measured the energy use for heating as 0.67 kWh/km in January. That measurement was done in a region with a similar climate to Linköping municipality.

In the MODEST model used in this case study, heating and AC were assumed to have an energy demand corresponding to values in Figure 6. Temperatures are average values in the region derived from SMHI [23]. Heating was assumed to be generated by an onboard heat-pump with COP 3.0. This assumption is in accordance with Göhlich et al. [24].
3.1. Electric Bus Engine Efficiency
The electric bus engine efficiency for the future system in Case 2 is unknown. However, there are electric buses in operation today and a calculation of electricity use based on existing buses is possible. The electric bus fleet in Case 2 is assumed to be of equal size to Case 1, that is 65 buses: 53 units of 18 m buses and 12 units of 12 m buses. The average energy use in the test ranged between 0.86 and 1.02 kWh/km in [7] for 12 m buses. In this case study, energy use is assumed to be 1 kWh/km for 12 m buses and 1.5 kWh/km for 18 m buses. With a linear calculation, energy use for the entire bus fleet becomes 1.4 kWh/km. This energy use is consistent with other sources, see for example [20–22].

3.2. Bus Heating and Air-conditioning in the Model
The introduction of an alternative drive train, without ICE, also affects the heating and air-conditioning for the bus. The required energy for heating and air-conditioning must be provided by the onboard energy system, instead of utilizing excess heat from the combustion. During cold days heating can be a considerable part of the total energy use for an electric bus. Borén et al. [7] measured the energy use for heating as 0.67 kWh/km in January. That measurement was done in a region with a similar climate to Linköping municipality.

In the MODEST model used in this case study, heating and AC were assumed to have an energy demand corresponding to values in Figure 6. Temperatures are average values in the region derived from SMHI [23]. Heating was assumed to be generated by an onboard heat-pump with COP 3.0. This assumption is in accordance with Göhlich et al. [24].

3.3. Emissions in the Model
The emission values in Table 6 are derived from The Environmental Fact Book [25]. Emissions for electricity use are calculated as average CO₂-eq in the Nordic region. If excess electricity is produced by the examined system, then 131.2 kg CO₂-eq/MWh is subtracted from the system’s local emissions.

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Emissions kg CO₂-eq/MWh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wood</td>
<td>14</td>
</tr>
<tr>
<td>Oil</td>
<td>288</td>
</tr>
<tr>
<td>Coal/rubber</td>
<td>360</td>
</tr>
<tr>
<td>Waste</td>
<td>136</td>
</tr>
<tr>
<td>Biogas</td>
<td>39.6</td>
</tr>
<tr>
<td>Electricity use</td>
<td>131.2 *</td>
</tr>
</tbody>
</table>

* Emissions for electricity use in the Nordic region, source: IVL—Swedish Environmental Research Institute [26].

3.4. CCGT Operation
Linköping municipality’s CHP-DHS has one CCGT unit. It is a 150 MW unit running on 75 MW of gas or oil and 75 MW of waste incineration, where the steam part of the turbine uses waste as fuel. When comparing annual biogas production and the power of this CCGT unit, it is clear that this unit is oversized. However, the amount of biogas used by the buses today corresponds to running this unit at full power approximately 8 h every week and that is a feasible operation time. Using all locally produced biogas in the CCGT turbine would correspond to 26 h of full power every week. Detailed CCGT operation is not included in this study but there are several options available to handle the difference in biogas fuel access and CCGT power. Turbine retrofit is one option and dual fuel use another (burning both oil and biogas).

4. Model Results
This section presents the model results. The full model results for each case consist of a 38 × 96 matrix with all energy flows between different nodes in the model for each time step. The results presented here are selected results to illustrate the most important differences between the studied cases.
4.1. Efficiencies and Fuel Consumption

A comparison of biogas use in the two studied systems is not easy. The change from Case 1 to Case 2 is not just a bus engine change; it is also a change in the delivered service from the biogas use. In Case 2 the biogas use is involved in a more complex energy flow, as illustrated in Figures 7 and 8. In Case 2 the biogas use affects waste incineration, DH heat production, electricity production and fuel supply to cover the bus transport demand. The services produced by the biogas use are a bus transport service, a heating service and an electricity production service. The biogas use in Case 2 is also directly integrated with a waste incineration fuel-energy flow.

Figure 7. Fuel-energy pathway for the regionally produced biogas when the combined cycle gas turbine (CCGT) is used.

Figure 8. Fuels and services when biogas is used in the CCGT at the CHP plant.

In Case 1 the fuel-energy flow is a simple flow, where 32 GWh biogas fuel results in 5.3 million km bus transport service. The more complex energy system service produced in Case 2 is shown in Figure 8., with two fuels giving three services. One way to assess the value of the system integration in Case 2, compared to Case 1, is to examine the added system service. Moving from Case 1 to Case 2, 38 GWh waste incineration is added on the fuel side and at the same time 43 GWh of “heat delivered to DHS” is added and 8 GWh “excess electricity production” is added. Hence, the system integration is beneficial because more services are produced with less fuel. This becomes easier to see when the entire system is studied.

4.2. Entire System Results

Table 7 shows the model results for the entire systems, Case 1 and Case 2. Only Case 2 uses electric buses and the CCGT, apart from that the greatest difference between the cases is in electricity production, where there is a 4% increase comparing Case 2 with Case 1. The greater electricity production is a consequence of the use of CCGT, which has the highest electrical efficiency in the CHP system (see Table 2). Case 2 also has lower fuel use for waste, wood, coal/rubber and oil. Emissions are
1% lower for Case 2, if excess electricity production is considered. In relation to the annual load for the integrated system, the differences between Case 1 and Case 2 then become small. However, in relation to the biogas flow, the differences are substantial.

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waste incineration (GWh)</td>
<td>1560</td>
</tr>
<tr>
<td>Wood (GWh)</td>
<td>144.7</td>
</tr>
<tr>
<td>Coal/Rubber (GWh)</td>
<td>38</td>
</tr>
<tr>
<td>Oil (GWh)</td>
<td>6.9</td>
</tr>
<tr>
<td>Biogas (GWh)</td>
<td>31.7 *</td>
</tr>
<tr>
<td>Total heat production (GWh)</td>
<td>1459</td>
</tr>
<tr>
<td>Total electricity production (GWh)</td>
<td>256.6</td>
</tr>
<tr>
<td>CCGT electricity production (GWh)</td>
<td>0</td>
</tr>
<tr>
<td>Electric bus electricity use (GWh)</td>
<td>0</td>
</tr>
<tr>
<td>Local CO2-eq emissions (million kg)</td>
<td>232.5</td>
</tr>
<tr>
<td>CO2-eq emissions with subtraction for excess electricity production (million kg)</td>
<td>232.5</td>
</tr>
</tbody>
</table>

* A small difference in biogas use is caused by the numerical method.

Figure 9. shows the differences in fuel used and electricity produced between Case 1 and Case 2. The use of wood as fuel is reduced by 2 GWh, coal/rubber is reduced by 0.9 GWh, oil is reduced by 0.3 GWh and waste incineration is reduced by 6.4 GWh. The model also shows an 8 GWh increase in electricity production. These system changes can also be calculated as CO2-eq emission reductions, as shown in Figure 10.

Increased electricity production from the CHP-DHS will replace other electricity production in the electricity market. Here, the average emission value for electricity production in the Nordic region is used to calculate the effect of that replacement. With 8 GWh increased electricity production, the CO2 reduction is greatest for this system change. Lowered waste incineration has the second largest reduction in CO2 emissions and coal/rubber combustion the third largest. The uncertainties in the top-down method should be emphasized regarding exact emission values; the interesting result is not the exact emission values but rather the overall tendency of a general fuel saving and an efficiency gain.
4.3. Sensitivity Study Electric Bus Efficiency

The use of electric buses for inner city transport is a new technology and this implies greater uncertainties about efficiencies than for more established alternatives. To address this issue, the model with electric buses was also calculated with lower efficiencies for the electric bus drive train. Figure 11 shows the excess electricity production from Case 2—the integrated system with CCGT.

Figure 11. Excess electricity from Case 2 with different values for electric bus efficiency.

The trend is obvious and expected, lower efficiency for the electric bus will give lower excess production of electricity from the CHP-DHS. However, there is excess electricity production for the integrated system, even with an electric bus efficiency of 1.82 kWh/km. The value of 1.82 kWh/km corresponds to a 30% increase in electricity use compared with the calculated value used in the model.

5. Discussion

The biogas fuel-energy flow is a small part of the studied regional energy system in Linköping municipality. Biogas energy use in today’s ICE buses is only 2%, compared to the energy use in the CHP-DHS in the municipality. This difference in size between the bus transport system and the CHP-DHS can be a problem when evaluating a system integration between these two systems. Comparing the studied cases, Case 1 and Case 2 and looking at the whole system, there is only a 1% reduction in CO2 emissions. However, from another perspective, looking at the fuel-energy pathway for the biogas, the improvement is substantial. The change from Case 1 to Case 2 eliminates 65 sources of heat loss (the buses) and redirects fuel-energy flows in more efficient pathways. The study indicates that improved biogas use could lower CO2-eq emissions by 2.4 million kg annually by using a better fuel-energy pathway.

There is an asymmetrical information situation regarding the two compared cases in this case study. The first case is well known and the input data for the model is derived from reliable measurements.
Input data for the second case model has more uncertainties. Both electricity use for the electric bus engine and the electricity use for AC and heating in the buses are based on theoretical assumptions guided by literature and experiments. There is also uncertainty about CCGT efficiency for the suggested operation. However, these three uncertainties all affect the same part of the model result, the excess electricity production.

With an overall evaluation of the uncertainties regarding the differences between Case 1 and Case 2, the following can be stated. Increased electricity production is likely. Elimination of heat losses is certain. A net reduction in fuel use is certain. However, there is less certainty about which specific fuel use (waste, wood, oil, coal/rubber) will be reduced.

This case study can to some extent be generalized to other CHP-DHSs and regional bus transport systems. A changed fuel-energy pathway for biogas can be beneficial for CHP-DHS with CCGT and the key issue is whether the change results in higher efficiencies in the fuel-energy pathway. The higher efficiency could be both a reduction in heat losses and lower losses of energy quality, that is, higher electrical efficiency. However, each specific energy system must be analysed separately in order to evaluate a change in the fuel-energy pathway for biogas.

6. Conclusions

Moving from Case 1 to Case 2, 38 GWh waste incineration is added to the fuel side, along with 43 GWh of “heat delivered to DHS” and 8 GWh “excess electricity production.” Hence, the system integration is beneficial because more services are produced with less fuel. The study indicates that improved biogas use could lower CO₂-eq emissions by 2.4 million kg annually by using a better fuel-energy pathway.

Implementation of new technology is complicated and certainly not only a matter of theoretical calculations; several practical issues and economic conditions must also be addressed. However, this theoretical case study does not reject a development where biogas use is altered from combustion in bus engines to combustion in combined cycle gas turbines. On the contrary, the regional energy system perspective is in favour of such a development, because of the elimination of heat losses and the improvement to the biogas fuel-energy pathway.
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