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Abstract
This paper concerns a case study for optimal planning and coordination of railway 
maintenance windows and train traffic. The purpose is to validate a previously pre-
sented optimization model on a demanding real-life problem instance and to obtain 
results that apply in similar planning situations. A mixed integer linear program-
ming model is used for a 913 km long, single-track railway line through the northern 
part of Sweden, with traffic consisting of 82 trains per day, most of which are freight 
trains. Cyclic 1-day schedules are produced, which show that 2 h long maintenance 
windows can be scheduled with small adjustments of the train traffic. The sensitiv-
ity for cost changes is studied, which shows that the train costs must increase by 
more than 30% in order to change the structure of the window solutions. Resource 
efficient window schedules are obtained by assigning maintenance teams to all win-
dows while respecting crew work and rest time restrictions. A comparison with 
manually constructed plans from the Swedish Transport Administration indicates 
that larger window volumes can be scheduled at a lower cost and with solution struc-
tures which are deemed reasonable and useful as guidance for constructing the real 
window patterns. Finally, we estimate that using an integrated planning approach 
(where maintenance and trains are jointly planned) instead of a sequential approach 
(where a train timetable has precedence over the maintenance windows), will give 
maintenance cost savings of 11–17%, without incurring any large cost increases for 
the train traffic. The paper also presents a method for achieving cyclic schedules 
without any period-deciding variables, and discusses the consequences of the aggre-
gated capacity usage model that has been adopted.
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1 � Introduction and motivation

Railway infrastructure maintenance consumes large budgets, is complicated to 
organize and has numerous challenging planning problems (Lidén 2015). In mon-
etary volumes, the European countries have an average spending for maintenance 
and renewals of 70,000 EUR per km track and year (EIM-EFRTC-CER Work-
ing Group 2012). Statistically, the maintenance spendings are in the order of 40% 
of the gross value added for the railway sector in Europe, with similar figures 
found in Sweden (Lidén 2016).

Train services and maintenance tasks should ideally be planned together, but 
are usually treated by different organisations. Historically, practice and research 
about railway scheduling has focused mainly on train operations and timetabling, 
while maintenance planning has received less attention. Although the monetary 
volumes cited above indicate a large potential for a more efficient use of mainte-
nance spendings if the coordination with train traffic can be improved, there are 
few research publications that treat such joint scheduling problems. Lidén and 
Joborn (2017) presented a macroscopic optimization model for the integrated 
scheduling of maintenance windows and train services, which was improved and 
extended with maintenance crew resource considerations in Lidén et al. (2018). 
The methods developed in these previous publications were tested on various 
theoretical test instances, but were not applied on any practical case, which is the 
aim of the current work.

In this paper, we present a case study for a real-life problem instance concern-
ing the main railway line through the northern part of Sweden, which is over 
900 km long, mostly single-track, and has over 80 trains per day, predominantly 
freight trains. The purpose of the case study is to (a) validate the model on a real 
and demanding planning problem, and to (b) obtain results that apply for similar 
railway lines. For this study, it was decided to produce 1-day periodic production 
plans which can be repeated every week day. Since the longest train runs take 
more than 10 h, the train traffic must run continuously over the day and with con-
siderable overlap between consecutive days. Hence a cyclic schedule is necessary, 
and we adapt the optimization model so as to handle cyclicity as well as variable 
maintenance window lengths.

The contributions of this paper are: (1) verification that optimal schedules can 
be obtained for real-life one-day instances of practical interest; (2) results showing 
that the obtained schedules are stable for relatively large cost uncertainties (up to 
30%) and that consideration of crew resources give more efficient solutions for the 
contractors. Furthermore: (3) it is validated that the obtained solution structures are 
reasonable and useful as guidance for constructing the real window patterns; and 
(4) that integrated planning of maintenance and trains give estimated maintenance 
cost savings of 11–17%, as compared to sequential planning (where an existing or 
new train timetable has precedence over the maintenance windows), without incur-
ring any large cost increases for the train traffic. Finally, a model approach for cyclic 
scheduling that does not require any period-deciding variables is presented and the 
consequences of the aggregated capacity usage model are discussed.
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The paper is organized as follows: Sect.  2 presents research literature close to 
our problem setting. Section 3 describes the planning problem and features consid-
ered. The mathematical model is presented and discussed in Sect. 4, followed by the 
case study and results in Sect. 5. Finally, some conclusions and future directions are 
given in Sect. 6.

2 � Literature review

This section describes research literature that is close to our problem setting, i.e. 
tactical coordination of train traffic and infrastructure maintenance, while han-
dling resource limitations and cyclic (periodic) scheduling. We focus on how cyclic 
aspects have been treated, and refer to Lidén et  al. (2018) regarding handling of 
resource considerations. The publications are divided into three groups: those that 
schedule infrastructure maintenance (in Sect.  2.1), those that schedule trains or 
adjust timetables to make room for maintenance (2.2) and those where maintenance 
and trains are jointly scheduled (2.3).

A neighboring research field, which we do not cover here is maintenance han-
dling for rolling stock problems [see e.g. Giacco et al. (2014), Lai et al. (2015)] and 
robustness of such rolling stock plans during disruptions [see e.g. Cacchiani et al. 
(2012), Cadarso and Marín (2011)]. The basic difference is that rolling stock main-
tenance is individually scheduled for each vehicle and directly coupled to the train 
timetable, while infrastructure maintenance is scheduled at a network level, not as 
part of the train schedules.

2.1 � Maintenance scheduling

We use the same categorization as proposed in Lidén (2015, 2016), where three 
classes of tactical maintenance scheduling problems have been identified: (1) dete-
rioration-based maintenance scheduling, (2) maintenance vehicle routing and team 
scheduling, and (3) possession scheduling.

The first class concerns the scheduling of preventive and corrective maintenance, 
sometimes also renewals, while considering the deterioration of the track. The 
deterioration aspects make these scheduling problems non-cyclic. The majority of 
papers focus on tamping, such as Vale et al. (2012), Vale and Ribeiro (2014), Gus-
tavsson (2014), Wen et al. (2016), but the coordination with train traffic is seldom 
included. One exception is Su et al. (2017) who study grinding of tracks to handle 
rail cracks and squats. A three-level decision model is used where the middle level 
finds suitable time slots for the maintenance actions such that the interferences with 
train traffic volumes are minimized. This paper considers the repeated (monthly) 
replanning that will take place and how the system will evolve over a longer time 
period (several years) as new measurements and maintenance actions are performed. 
Thus, the planning is non-cyclic.

The second class concerns the assignment and scheduling of a given set of main-
tenance tasks to different maintenance teams, which can vary regarding capabilities, 
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equipment and home location. The problem is sometimes labelled curfew planning 
and if train traffic is considered, it is done by imposing constraints or costs on how 
and which tasks that can be scheduled simultaneously. Some examples are Peng and 
Ouyang (2012), Borraz-Sánchez and Klabjan (2012), Camci (2015), but none of 
these treat cyclic schedules.

The third class concerns the scheduling of work possessions. In these problems, 
the traffic impact must be considered and various approaches have been used for 
doing so. Higgins (1998) minimizes the expected interference delays (train delays 
due to late ending job as well as job delays due to late trains) while Budai et  al. 
(2006) cluster short routine tasks of preventive maintenance and larger projects 
together, in order to minimize possession time and maintenance cost. Boland et al. 
(2013) adjust a given maintenance plan for a complete transportation chain so as to 
maximize the transported throughput (where traffic is treated as flows of trains), and 
Savelsbergh et al. (2015) use a similar approach for optimizing a transportation plan. 
All these models are non-cyclic.

The only reference known to us, that treats a tactical cyclic maintenance sched-
uling problem is van Zante-de Fokkert et al. (2007). The paper describes how the 
maintenance work planning was reorganized in The Netherlands by dividing the 
track into work zones (den Hertog et al. 2005), constructing regular work possession 
patterns (called single-track grids), and schedule them in a cyclic four-week plan 
so as to give access to every part of the network at least once every fourth week. 
Consideration to train traffic is handled manually when constructing the single-track 
grids but no method for dimensioning these patterns is given.

2.2 � Train scheduling (with fixed maintenance closures)

This research field has an abundance of literature and there are also several surveys 
which cover different problem types and aspects, for example Caprara et al. (2007, 
2011), Cacchiani and Toth (2012), Cacchiani et  al. (2014), Corman and Meng 
(2014). Cyclic planning is common and one of the earliest models was introduced 
by Serafini and Ukovich (1989), labelled the Periodic Event Scheduling Problem 
(PESP). As discussed in Caprara et al. (2007) the PESP model needs decision vari-
ables to determine the periodic separation of events and these variables make the 
problem considerably harder to solve than the non-cyclic scheduling problem.

Despite the many train scheduling publications, there are relatively few publica-
tions that consider infrastructure maintenance. As shown in Caprara et al. (2006), 
fixed maintenance closures that are known beforehand can be handled in a time-
tabling problem by reducing the train scheduling possibilities in the graph repre-
sentation. For an existing timetable, the replanning or timetable adjustment prob-
lem due to given and fixed track closures or maintenance activities has been studied 
in: Brucker et  al. (2005) (scheduling of single-track traffic past a working site on 
a line section); Vansteenwegen et  al. (2015) (robust rescheduling due to planned 
track closures on large stations and junctions); Veelenturf et al. (2016) and Louw-
erse and Huisman (2014) (rescheduling of timetables, rolling stock and crew during 
major disruptions in operational dispatching); Van Aken et al. (2017a, b) (timetable 
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adjustment for multi-day infrastructure possessions); Arenas et  al. (2018) (short-
term and detailed adjustment of regular trains as well as introduction of maintenance 
trains due to planned track works); and Zhu et al. (2018) (combined rescheduling, 
reordering and adjustment of train turning patterns during simultaneous disrup-
tions). Only Van Aken et al. consider a cyclic problem, since the work possessions 
in that problem are substantially longer (1–2 days) than the timetable period (30–60 
min). The other publications consider shorter possessions and how to adjust the train 
scheduling before, during and after the track closures. Louwerse and Huisman use 
train series that are equally spaced to retain the timetable regularity but the sched-
uling model itself is non-cyclic. Van Aken et al. (2017b) reduce the complexity of 
the cyclic timetable adjustment problem by various aggregation techniques. Since 
relatively small time adjustments are studied (max 10 min), many period-deciding 
variables and headway constraints can be avoided which enables faster solving and 
larger problem instances.

2.3 � Combined scheduling of maintenance and trains

Here we list references that schedule both trains and maintenance in the same model. 
None of these treat cyclic schedules. First, there is a group of papers that introduce 
a small number of work possessions into an existing train timetable, by allowing dif-
ferent types of adjustments to the trains. Ruffing (1993) is an early paper and one of 
few that consider operational restrictions (reduced speed) for trains passing a work 
site. Albrecht et al. (2013) address the real-time operational control case for a single-
track line, treat maintenance as pseudo trains and allow train times to be adjusted but 
not cancelled. Forsgren et  al. (2013) treat the tactical timetable revision planning 
case with a model that can handle a network with both single and multi-track lines, 
can shift the work start time, allow trains to be rerouted or cancelled and consider 
different running times depending on train stops. Luan et al. (2017) and D’Ariano 
et al. (2019) also address the timetable revision planning case for mixed networks, 
the former treating maintenance activities as pseudo trains, while the latter use sepa-
rate maintenance tasks to be scheduled consecutively whenever possible and also 
apply a stochastic approach in order to find robust scheduling solutions.

Lidén and Joborn (2017) treat a long-term tactical planning case where a traf-
fic plan does not yet exist and many work slots shall be coordinated with the train 
traffic. An exact model is used but the network capacity is controlled with an aggre-
gated approach that does not guarantee a conflict-free timetable. A mathematically 
stronger model is presented in Lidén et al. (2018), which is extended with a main-
tenance crew resource assignment model such that resource-efficient planning is 
achieved, while respecting work and rest time regulations. Both these papers use 
synthetic test instances to show that multi-day problems can be solved optimally 
with reasonable solution times in a commercial mixed integer solver. As an example, 
a 24 h single-track line instance with 18 links and 80 trains can be solved optimally 
without resource considerations, but does, however, not reach acceptable optimality 
gaps within a time limit of 1 h when including resources. This size is comparable 
with the case study for Trafikverket and since we will also introduce cyclic handling, 
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we expect that solution times of several hours are needed in order to find good qual-
ity solutions.

2.4 � Findings

Section 2.1 shows that maintenance planning rarely treats a cyclic problem. The one 
example found (van Zante-de Fokkert et al. 2007) uses a periodicity of four weeks, 
which is too long for our purposes, although the ratio of maintenance time to sched-
uling period is similar. Also, we want the window patterns to be constructed auto-
matically rather than given as predefined input variants. As discussed in Sect. 2.2, 
cyclic train scheduling has been extensively studied, but the periodicity for these 
problems are usually shorter (1 h) than what we want (1 day). Only one example has 
been found (Van Aken et al. 2017a, b) that considers maintenance and treats a cyclic 
problem, but that model is not suitable in our case since the maintenance closures 
are longer than the scheduling period. The results in Caprara et al. (2007) regarding 
the added complexity when introducing period-deciding variables has motivated a 
modeling approach that avoids such variables—as described in Sect. 4. Finally, from 
previous computational results (Lidén et al. 2018), we got an indication of the solu-
tion times that can be expected in our case study.

3 � Problem description

The planning problem we consider applies to organisations that are responsible for 
coordinating railway traffic and network maintenance, such as infrastructure manag-
ers, transport administrators or railway companies that own and operate the infra-
structure network. The planning horizons of train services and maintenance tasks 
can differ substantially, which—depending on the planning procedure—may favor 
early applicants and leave costly or even insufficient track access possibilities for 
other actors. This situation has been observed in Sweden where the increase in rail 
traffic together with the previous planning regime has forced maintenance to be per-
formed at odd times and/or in shorter time slots which lead to inefficiency and cost 
increases for the maintenance contractors, potentially even reduced track quality, 
resulting in higher governmental spending.

To increase the possibility of suitable work possessions, a new planning regime 
is being introduced, where Trafikverket (the Swedish Transport Administration) 
proposes regular, 2–6 h train-free maintenance windows before the timetable is 
constructed. The maintenance windows are given as a prerequisite for: (a) the pro-
curement of multi-year maintenance contracts, and (b) the yearly timetable pro-
cess, which give stable quotation and planning conditions for the contractors. The 
overall aim is to increase efficiency, reduce the cost and planning burden as well as 
to improve robustness and punctuality. However, since maintenance windows will 
reduce the train scheduling possibilities, the window patterns should be designed 
such that maintenance activities and train operations are coordinated in a well-bal-
anced manner, which is non-trivial.
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We address the coordination of maintenance windows and train traffic as an 
optimization problem for a railway network. The purpose of the optimization 
model is to find a pattern of maintenance windows that allows a desired set of 
train services to be run, and that minimizes the total cost for train operations 
and maintenance. In this study, the train operating cost is measured by total run-
ning time and deviation from preferred departure, while the maintenance cost 
consists of direct work time, indirect setup/overhead time and crew usage costs. 
Scheduling of trains must respect given minimum travel and dwelling durations 
as well as line capacity limitations imposed by other trains and the maintenance 
scheduling. The maintenance window schedule shall fulfill given work volumes, 
window requirements, as well as maintenance resource considerations.

A macroscopic infrastructure model is used, which allows for networks of 
arbitrary size and granularity. Nodes are placed where train services start, end or 
may change route, as well as between different maintenance areas. The nodes are 
connected by links which correspond to single-, double- or multi-track lines that 
may contain intermediate stations (meet/pass loops). Traffic capacity restrictions 
are modeled as limitations on the number of trains that can be scheduled over 
each link per time period, both in each direction and as a sum of both directions. 
The traffic capacity is reduced when maintenance windows are scheduled on the 
links. Single-track links will be completely blocked, while double-track links 
will be reduced to single-track capacity, by a maintenance window. This mod-
eling approach gives a basic traffic capacity control, but not the full meet-pass 
planning necessary for a conflict-free timetable.

In summary, the problem properties are as follows: First of all, both main-
tenance windows and train services are to be scheduled over a railway network 
for a period of one or more days. For the case study, we will consider a railway 
line and a one-day schedule which is cyclically repeated with a 24 h period in 
order to get a production plan for a standard work day. The tasks are typically 
from one to several hours long, where the train services have continuous (real-
valued) start/end times and durations over the links, and the maintenance win-
dows use discrete (1 h) event times, but may have a varying length. A moder-
ately large scheduling flexibility ( ± 2 h) will be used for the train services, while 
maintenance windows can be freely scheduled in the planning period. Mainte-
nance crew resources will be considered in some experiments, but only their 
spatial availability is given beforehand. The temporal crew scheduling and loca-
tion sequencing shall respect a limitation of available crew resources, as well 
as work time regulations regarding maximum work hours per working day and 
minimum rest time between working days. Thus, the crew schedules that result 
from the resource assignments may start any time on the day, but each working 
shift will not be longer than the work day limitation (typically 8–10 h), and the 
non-working time between two shifts will be at least as long as the minimum 
required rest time (typically 10–12 h). These constraints will be enforced cycli-
cally. A delimitation is that different crew types and varying travel time between 
work locations are not considered.
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4 � Mathematical model

In this section we describe the optimization model that has been used. It is essen-
tially the same model as presented in Lidén et al. (2018), but with minor adjustments 
in the objective function and some crucial changes in the constraints, which enable a 
cyclic schedule and varying maintenance window size. We label the model CISMR 
as an abbreviation for the Cyclic Integrated train Service and railway Maintenance 
planning problem with Resource considerations. In Sect. 4.1 we give a simplified 
formulation of CISMR, so as to show the overall structure, while Sect. 4.2 describes 
the model adjustments for cyclic schedules and varying maintenance window size. 
The complete model with all details is given in Appendix A. Finally, Sect. 4.3 dis-
cusses mathematical and practical properties of the model.

4.1 � Model structure

The railway network is modeled by a link set L. The scheduling problem has a plan-
ning horizon of length H, divided into a sequence T = {0, … , H − 1} of unit size 
time periods t ∈ T  , each covering real-valued event times between t and t + 1 . Start 
index 0 is used here since we will treat all time indices as modulo H to get cyclic 
constraints.

For the train traffic we have a set S of train services. Each train service s ∈ S has a 
set Rs of possible routes, defined as a sequence of links, which gives the set Ls of all 
possible links that train service s can traverse. The scheduling of trains shall be done 
by selecting one route r ∈ Rs and deciding entry and exit times for each link in that 
route, with a preferred departure time �s from the origin. (Although the optimiza-
tion model can select among different train routes (including cancellations) for each 
train service, the case study will not explore these possibilities and will only use one 
route per train service. We still describe the general model, so as to be consistent 
with previous publications.)

For the maintenance, a subset LM ⊆ L of the links shall have maintenance win-
dows. Each link l ∈ LM shall have a volume of at least Vl time periods covered by 
windows and the scheduling shall be done according to a set Wl of window options. 
Each option o ∈ Wl is defined by a tuple o = (�min

o
, �max

o
) that gives the shortest �min

o
 

and longest �max
o

 allowed window length. As an example, if the maintenance vol-
ume Vl is 4 h on link l and the window options Wl = {(4, 4), (1, 3)} , then the first 
option ( �min

1
= �max

1
= 4 ) means that one 4 h long window will be scheduled, while 

the other option ( �min
2

= 1 , �max
2

= 3 ) will give one of the following window combi-
nations: 1+3, 2+2, 1+1+2 or 1+1+1+1 h.

For the resource considerations, we have a set K of maintenance crews and sub-
sets Kl ⊆ K stating which crews can maintain link l. The crews are partitioned into 
crew bases, such that all crews belonging to a base can maintain the same set of 
links. The resource constraints to handle are: (a) a limited number of maintenance 
crews, with (b) work time limitations enforcing a maximum length of the work day 
and a minimum rest time between the work days.
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The model has three groups of variables, which concern the scheduling of train ser-
vices, maintenance windows and maintenance crews, respectively. The main variables 
for scheduling train services are: 

zsr	� Route choice: whether train service s uses route r or not
e+
sl
, e−

sl
	� Event time: entry(+)/exit(−) time for train service s on link l

eO
s
, eD

s
	� Event time at the origin (O) and destination (D) for train service s

x+
slt
, x−

slt
	� Link entry/exit: whether train service s enters/exits link l in time period t 

or not
uslt	� Link usage: whether train service s uses link l in time period t or not
nh
lt
	� Number of train services traversing link l in direction h during time period 

t

 The variables for scheduling maintenance windows are: 

wlo	� Maintenance window option choice: whether link l is maintained with window 
option o or not

ylt	� Maintenance work: whether link l is maintained in time period t or not
vlot	� Work start: whether maintenance on link l according to window option o is 

started in time period t or not

 The main variables for scheduling maintenance crews are: 

qk	� Crew usage: whether crew k is used/assigned to any work or not
y̌kt	� Crew availability: whether crew k is available for maintenance work in time 

period t or not
v̌kt	� Start of work day: whether time period t is the first in a working day for crew k 

or not
dlkt	� Crew assignment: whether maintenance on link l in time period t is done by 

crew k or not
qL
kl

	� Link assignments: whether crew k is assigned to work on link l or not

The complete formulation of CISMR can now be summarized as follows:

(1)minimize c(�, �, �, �, �, �̌)

(2)subject to �(�, �, �, �)route

(3)�(�, �)trains

(4)�(�, �, �)maintenance

(5)�(�, �, �)capacity
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where c(..) is a linear objective function and �(..) are linear constraint functions over 
the indicated variables. The event variables � are continuous (real-valued) and give 
the detailed scheduling times. The counting variables � are also continuous but will 
take integer values since they are summations over the binary usage variables �.

The objective (1) is a linear combination of the train, maintenance and crew 
scheduling variables. In this paper, we use the objective function

where 

measure the train cost ( c1 ), window cost ( c2 ) and crew cost ( c3 ), respectively. The 
train cost uses cost factors �time

s
 for total running time between origin and destina-

tion, and �dev
s

 for deviation from the preferred departure time. The window cost uses 
cost factors �time

lt
 for work time, and �start

lot
 for setup/overhead time. The crew cost uses 

cost factors �use for the number of crews used, �avail
t

 for crew availability time, and 
�link for the number of links scheduled per crew. The values for these cost factors are 
given in Table 2 and Sect. 5.4.

The constraints enforce: (2) correct (feasible) bounds on the train events and link-
ing of entry/exit and usage variables according to the selected route, (3) sufficient 
travel durations and dwell times along the chosen route, (4) sufficient maintenance 
windows scheduled according to the chosen option, (5) that the available network 
capacity is respected, (6) assignment of crew resources, and (7) that work time regu-
lations are respected (max work day length and min rest time between work days).

The full details of the model is presented in Appendix A.

4.2 � Adjustments for cyclic schedules and variable window size

We now describe the model adjustments (as compared to Lidén et  al. 2018) that 
enable a cyclic schedule and variable window sizes. For the train scheduling, the 
event times must be within a band given by the preferred departure time �s and a 

(6)�(�, �,�̌)resource

(7)
�(�, �̌, �̌)work day

�, �, �,�, �, �, �, �̌, �̌, � binary

�,� non-negative

c(..) = c1(�) + c2(�, �) + c3(�, �̌)

c1(�) =
∑
s∈S

[
𝜎time
s

(eD
s
− eO

s
) + 𝜎dev

s

|||e
O
s
− 𝜏s

|||
]
,

c2(�, �) =
∑
l∈L

[∑
t∈T

𝜆time
lt

ylt +
∑
o∈Wl

∑
t∈T

𝜆start
lot

vlot

]
, and

c3(�, �̌) = 𝜆use
∑
k∈K

qk +
∑
k∈K

∑
t∈T

𝜆avail
t

y̌kt + 𝜆link
∑
k∈K

∑
l∈LK

k

qL
kl
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scheduling margin ±Fmarg . Each train scheduling band corresponds to a set Tsl of 
allowed time periods for train service s on link l, which may wrap around the start or 
end of the scheduling horizon. Event times are kept consistent with the time periods 
Tsl by compensation factors p defined by Psl =

{
(t, p) ∈ Tsl × {−H, 0,H}

}
 . This for-

mulation allows cyclic schedules without any additional variables, under the restric-
tion that all train scheduling bands fit within the range [−H,H] , which limits the 
selection of Fmarg . Figure 1 illustrates this for a train service, where there is a wrap 
around for the first and last link. The tilted lines show the earliest possible (blue), 
preferred (green), and latest possible (blue) train schedule, while the white boxes 
show the corresponding time periods where the link usage will be counted. Greyed 
out boxes indicate forbidden time periods for this train service. As an example, the 
topmost link has compensation factor p = 0 for time periods 0, … , 3 while time 
period 7 has p = −8 , which means that trains with event times � < 0 will affect the 
capacity count for period 7.

The compensation factors Psl are used in the bound constraints for the event vari-
ables as follows:

where � is a small positive number, which ensures that x+
slt

= 1 ⟺ t ≤ e+
sl
< t + 1 

and x−
slt

= 1 ⟺ t < e−
sl
≤ t + 1 . (The value of � has been set to 0.001 which gives a 

time accuracy of a couple of seconds. It could also be set to a value that corresponds 
to the signalling margin before and after a train.)

For the window and crew scheduling, all sequence constraints over time period 
variables will be applied for all time periods, and period indices are treated as 

∑
(t,p)∈Psl

(t + p)x+
slt

≤ e+
sl
≤

∑
(t,p)∈Psl

(t + 1 + p − �)x+
slt

∀s ∈ S, l ∈ Ls

∑
(t,p)∈Psl

(t + p + �)x−
slt

≤ e−
sl
≤

∑
(t,p)∈Psl

(t + 1 + p)x−
slt

∀s ∈ S, l ∈ Ls

Psl = {(t, p) ∈ Tsl × {−H, 0, H}}

{(0, 0), (1, 0), (2, 0), (3, 0), (7,−8)}

{(0, 0), (1, 0), (2, 0), (3, 0), (4, 0), (5, 0)}

{(1, 0), (2, 0), (3, 0), (4, 0), (5, 0)}

{(2, 0), (3, 0), (4, 0), (5, 0), (6, 0), (7, 0)}

{(0, 8), (3, 0), (4, 0), (5, 0), (6, 0), (7, 0)}

Fig. 1   Illustration of Tsl and Psl for a case with 5 links, H = 8 and Fmarg
= 2 . Tilted lines indicate the 

earliest (blue), preferred (green) and latest (blue) possible train schedule, while the white boxes indicate 
the affected time periods. Dashed lines show the wrap around for the train scheduling and time periods, 
respectively



	 T. Lidén

1 3

modulo H. Thus, the cyclic model gets slightly more constraints and also more 
variables participating in the constraints that wrap around the schedule horizon, as 
compared to a non-cyclic model. Finally, the shortest and longest allowed window 
lengths ( �min

o
 and �max

o
 ) are used in the window length and separation constraints as 

follows:

where MSo is the max separation between two windows for window option o.

4.3 � Mathematical and practical properties

Our modeling approach combines a detailed representation of each train schedule 
(using real valued event variables) with an aggregated representation of the capacity 
usage—both temporally and spatially. Some of the advantages of this approach are 
that larger problem instances can be handled, and that integrated train and main-
tenance scheduling is enabled. Also, as seen above, the modeling adjustments are 
straightforward for cyclic planning. The obvious drawback is that the coarse capac-
ity representation does not give conflict-free schedules and that train running times 
and adjustments may be erroneously estimated. As a consequence, the minimal 
travel durations should include suitable margins which will be necessary for train 
separation, meetings, etc, in the final timetable. In the case study we will use data 
obtained from real timetables to establish reasonable travel durations over the links 
(see Appendix B).

Figure 2 shows a non-cyclic example where a set of train services are homoge-
neously spaced in the left graph, along with the resulting capacity usage for each 
link and period. In the right graph, a 2 h maintenance window has been introduced 
(the yellow rectangle) and, as a consequence, several trains need to be rescheduled 
(marked with blue color). Trains C and D are moved earlier, while E is moved later. 
Train C will overlap train D in the model, but we show them slightly separated 
for sake of clarity. If the capacity restriction is 3 trains/h, then train A will also be 
moved earlier (overlapping its preceding train) due to trains B, C and D consum-
ing all capacity in the vicinity of the maintenance window. As a chain reaction, the 
star-marked train will also be moved slightly earlier. The capacity-restricted link-
period combinations that cause these schedule adjustments are marked with light 
grey in the figure. In this example, the scheduling adjustments are underestimated 
for trains B and C, while the adjustment of A and the star-marked train is over-
estimated. This is a classic discretization error, that will arise in most time-space 

�
o∈Wl

⎡
⎢⎢⎣

t�
t�=t+1−�min

o

vlot�

⎤
⎥⎥⎦
≤ ylt ∀l ∈ L, t ∈ T

t�
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o

vlot� + 1 ≥ ylt + wlo ∀l ∈ L, o ∈ Wl, t ∈ T

t+MSo�
t�=t+1

vlot� ≥ wlo − ylt ∀l ∈ L, o ∈ Wl, t ∈ T



1 3

Coordinating maintenance windows and train traffic

network representations. Boland et al. (2019) show that the discretization error can 
be 20% for service network design problems. Our problem is slightly different, but 
clearly suffers from a similar deficiency. In cases with homogenous or very similar 
train services it is possible to introduce separation constraints (see Lidén and Job-
orn, 2017) that achieve more realistic plans, but for cases with mixed traffic and var-
ying train costs it is more cumbersome to resolve this issue. Hence, it is necessary 
to verify whether feasible timetables are possible to achieve, either by using manual 
reviews or some technical method such as simulation or a timetabling tool.

The adjustments for achieving a cyclic schedule also have some important impli-
cations. It is a great advantage that no extra variables are needed for the cyclic train 
scheduling.1 However, the train service scheduling restrictions limit the usage of this 
model to problems where the total running time of each train is less than, or in the 
same order of magnitude as the planning period. Thus, it will not fit problems with 
very short (e.g. hourly) periodic schedules and long train running times.

The cyclic sequence constraints for the maintenance and resource handling has an 
important mathematical drawback. In the non-cyclic case, these constraints define 
the convex hull and are, therefore, naturally integral as shown by Queyranne and 
Wolsey (2017), while in the cyclic case this is not the case—despite that slightly 
more constraints are used and more variables participate in the constraints that wrap 
around the schedule boundaries. This is further analyzed in Kalinowski et al. (2018). 
Thus, an increase in solution time might be expected, since more branching will be 
necessary in the solver.

In some situations it is possible to relax the problem by only applying cyclic han-
dling for the train scheduling and let the maintenance scheduling remain non-cyclic. 

Fig. 2   Train adjustments due to capacity restrictions ( ≤ 3)—non-cyclic case. Numbers indicate capacity 
usage, letters indicate trains. Green lines indicate trains with their original schedule and blue lines the 
rescheduled trains. The yellow box marks the introduced maintenance window while the light grey boxes 
are the link-period combinations which cause the train adjustments

1  Note that it is the complete schedule that is cyclic. Groups of train services with equal spacing, i.e. 
having the same schedule repeated with a time shift (e.g. 30 min), where the interval is shorter than the 
schedule horizon are currently not handled—but could also be included in the model.
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This can be done when the cost structure for the maintenance work will push the 
maintenance windows together. In our case, scheduling maintenance during day time 
is encouraged since evening and night time is substantially more expensive. Given 
that the number of expensive time periods are close to the required rest time between 
work days, the chances of finding cyclically feasible schedules are fairly good even 
without applying cyclic sequence constraints. We have experimented with this set-
ting and for some instances there is a slight performance gain with this approach—
but the solutions are often cyclically infeasible until the optimality gap has been 
sufficiently reduced. Our standard approach is, therefore, to use cyclic sequence con-
straints. The small performance differences indicate that the problem complexity is 
dominated by the train scheduling part and since our focus is on the practical case 
study, we have not performed any computational experiments on cyclic versus non-
cyclic problem instances.

5 � Case study

In this case study, the experimental design has been to produce optimized plans 
for different window options and resource considerations, study the cost sensitiv-
ity, evaluate and compare the obtained plans to current timetables, and estimate the 
benefits of doing integrated rather than sequential planning. The solutions have been 
reviewed by a reference group from Trafikverket in order to judge how well they 
could work in practice.

The remainder of this section is organized as follows: The input data and cost set-
tings are described in Sect. 5.1. Basic scheduling results are presented in Sect. 5.2, 
followed by a cost-sensitivity study in Sect. 5.3 and plans which consider the crew 
resources in Sect. 5.4. Then an assessment of the produced plans is given in Sect. 5.5 
by comparing with the actual outcome of the capacity planning at Trafikverket. In 
Sect. 5.6 we estimate how large the benefit is when doing an integrated planning of 
traffic and maintenance. Finally, a summary of the results is given in Sect. 5.7.

5.1 � Input data and cost settings

The area of study is the major freight transportation line through the northern part of 
Sweden as shown in Fig. 3, between Storvik and Boden, where Trafikverket has had 
difficulty in scheduling maintenance windows as wanted.

The total length is 913 km and most of the line is single-track (780 km). The 
traffic consists of 82 trains, and is a mixture of long- and medium-distance freight 
trains, intercity and regional passenger trains. In Appendix B, more details are given 
regarding the network and the wanted train traffic, together with capacity settings 
and train schedules obtained when no maintenance windows are planned. Appendix 
B also contains information about problem sizes and performance statistics for all 
conducted tests.

In this study, we let the model schedule maintenance windows only on the sin-
gle-track links. Since safety regulations in Sweden do allow for maintenance to be 
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done on one track while trains are run on neighboring tracks (often at a reduced 
speed), the double-track links are relatively easy to find windows for. Hence we do 
not schedule any windows on the double track-links, but assume that they can be 
scheduled after the single-track patterns have been constructed.

The yearly maintenance volumes have been estimated by using budget data from 
Trafikverket for the stretch Ockelbo to Ljusdal (see Lidén and Joborn, 2016) con-
cerning 30-min, 1- and 2-h tasks as shown in Table 1. We assume that these fig-
ures are representative for the whole line and scale the values accordingly to get 
the yearly volumes for each link. Furthermore, we assume that this work shall be 
performed during the weekdays of 48 normal working weeks, i.e. 240 working 
days. Under these assumptions, the necessary work time per working day (for one 

Fig. 3   Map of the study area

Table 1   Yearly maintenance 
volume, Ockelbo–Ljusdal (167 
km with 21 stations)

The two last columns (obtained by dividing the volume figures with 
167 km and 21 stations, respectively) give two different estimates of 
the maintenance volume when applied to other links

Volume (h) Volume per km Volume 
per station 
stretch

Half hour tasks 0.5 × 696 = 348 2.1 17.4
1 h tasks 1 × 1376 = 1376 8.2 68.8
2 h tasks 2 × 843 = 1686 10.1 84.3
Sum 3410 20.4 170.5
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maintenance team) ranges between 2 and 6 h for the different links, of which half 
is required for the 2 h tasks. Other work distributions can be considered, such as 
moving some work to weekends and concentrated maintenance weeks, but here we 
focus on finding solutions where the bulk of work is performed on daily mainte-
nance windows.

For the cost settings, we use a monetary scale where 1 equals the hourly cost for 
running a train. All the cost factors, as given in Table 2, have been decided in coop-
eration with Trafikverket. According to the guidelines for cost-benefit appraisals 
used in Sweden ASEK (2018, chapter 13 and 14), the time-dependent train running 
cost varies between 1800 (intercity passenger trains) and 4700 (overnight sleeper 
trains) SEK/h, with most freight trains at 2700 SEK/h. We make no distinction 
between train types and use 2700 SEK/h as our reference value. For the maintenance 
windows, we use 0.5 as our standard hourly cost rate which corresponds with cur-
rent contractual levels in Sweden. Compensation factors for evening and night work 
along with the setup time of 1h for each maintenance window have been obtained 
from maintenance contractors in Sweden.

5.2 � Basic scheduling results

Our first option is to schedule one 2 h long maintenance window on all links, which 
is sufficient for all 2 h tasks, while assuming that shorter tasks can be fitted into 
slots where no trains are scheduled. (According to our experiments, this is indeed 
the case, since such open slots will appear in the shadow of windows scheduled at 
other links.) We label this option L (for low window volume) and note that it only 
requires one maintenance team per link and day.

If all tasks are to be done within scheduled maintenance windows, we can either 
stay with 2 h long windows and use 1–3 maintenance teams in parallel, or we can 
schedule 2–4 h long maintenance windows with only one team per window (again 
assuming that some open slots will become available for the shorter tasks). In our 
experiments, the alternative with one 2 h window and parallel teams have been mod-
eled by changing the cost factors for the affected links, but the resulting schedules 

Table 2   Cost factors in the 
objective function

Description Value

Train running per hour ( �time
s

) 1

Deviation cost per hour ( �dev
s

)
  Regional passenger trains 1
  Intercity passenger trains, prioritized freight trains 0.5
  Regular freight trains 0.1

Work cost per hour and team ( �time
lt

) 0.5
Setup cost per maintenance window ( �start

lot
) 0.5

Compensation for late work hours
  Evening, 18–22 + 25%
  Night, 22–06 + 60%
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are very similar to the L-option and we do not discuss them further here. The alter-
native with windows of length 2–4 h is labelled H (for high window volume).

The minimum train running cost (while respecting the capacity limits) is 448.4 
(see Appendix B). For case L (with one 2h window per link) the minimum window 
cost is 16 × (2 + 1) × 0.5 = 24 (16 links with 2h windows and 1h setup at cost 0.5), 
while case H (with 2–4h windows) requires 49 h of window time, which gives a 
minimum window cost of (49 + 16) × 0.5 = 32.5 . In the latter case we allow solu-
tions with split windows, such as 1 + 3 and 2 + 2, but with extra cost for additional 
setup times. Thus, it is preferred to schedule one single window per link. For case L 
we only allow one single window per link.

We note that the total train cost is an order of magnitude larger than the window 
costs. However, this does not necessarily mean that the trains will have precedence 
over the maintenance windows in the scheduling problem. From Table 2, we see that 
the cost increase for placing windows on late working hours or splitting windows 
(which require more setup) is larger than adjusting the departure times for regular 
freight trains. Hence, the freight trains are more flexible and, as a consequence, we 
get solutions where: (1) primarily the freight trains get adjusted departure times, (2) 
most maintenance windows are placed on regular working hours, and (3) few trains 
get prolonged running times. At first sight this might seem non-intuitive, but follow-
ing the global optimality view the model takes and shows the importance of how the 
cost structure is chosen.

The obtained solutions are plotted in Fig. 4a, b, with time on the horizontal axis 
and distance on the vertical axis. The normal working hours between 6 and 18 have 
been marked, and we see that case L has all windows scheduled within this time 
frame, while case H has only one window outside it. The reference group from 
Trafikverket assesses the train scheduling as reasonable for case L, while case H 
looks too cramped. It is doubtful if a feasible timetable can be found (with reason-
able time supplements), since both a north- and south-bound group of trains need 
to be fitted into 2h wide corridors. Case H has, however, been stopped after 8 h of 
computation, when an optimality gap of 0.78% had been achieved; so there might be 
better solutions.

In Table  3 the cost results are summarized. The upper half tabulates the train 
costs along with runtime additions (row 2), departure deviations (row 3) and depar-
ture statistics (row 4). The lower half tabulates the maintenance window costs along 
with cost additions due to late work hours (row 6) and extra setup/overhead time 
(row 7). These results are directly taken from the different parts of the objective 
function (see Sect.  4.1). The cost additions are given as “volume ⇒ cost”. As an 
example, case L has a runtime addition of 0.2 h which gives a cost addition of 0.2, 
and a total amount of departure deviations of 13.9 h which gives a cost addition 
of 2.3. The deviation statistics are given as “#trains: mean ± stdev [max]”, meas-
sured in minutes. (The mean and standard deviation results have been calculated for 
the adjusted trains only.) Even without any maintenance windows (first column), 10 
trains get their departure adjusted with an average of 17 min, standard deviation of 
16 min and max value of 46 min.

Firstly, we observe that the window costs are at their minimum for case L and 
almost at minimum for case H (windows have been split at four links). The train 
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costs have a slight increase, mostly due to an increase of departure deviations, 
but since they mostly affect the freight trains, the cost effect is small. The relative 
cost increase (compared to the case with no windows) is 2.1/448.4 = 0.5% and 
5.8/448.4 = 1.3% for case L and H, respectively. For case L, 24 trains get their 

Fig. 4   Basic solutions

Table 3   Cost comparison, basic solutions

Cost additions are given as volume ⇒ cost. Deviation statistics are given as #trains: mean ± stdev [max] 
minutes

No windows Case L Case H

Train cost 448.4 450.5 (+2.1) 454.2 (+5.8)
Run time addition 0 0.2 h ⇒ 0.2 0.3 h ⇒ 0.3
Departure deviation 2.9 h ⇒ 0.4 13.9 h ⇒ 2.3 23.4 ⇒ 5.8
Deviation statistics 10: 17 ± 16 [46] 24: 34 ± 31 [102] 31: 46 ± 32 [112]
Window cost 24 34.6 (+2.1)
Late work hour cost 0 1 h ⇒ 0.1
Additional setup cost 0 4 times ⇒ 2
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departure adjusted with 34 ±  31  [102] (mean ±   stdev  [max]) minutes and for 
case H, 31 trains are adjusted with 46 ±  32 [112] min.

From these results we conclude that: (1) it is possible to schedule 2-h windows 
at all single-track links by adjusting the trains moderately and with a 0.5% cost 
increase for the trains, (2) windows longer than 2 h increase the train adjustment 
costs and give a cramped schedule for which it is unlikely that a feasible timeta-
ble can be found.

5.3 � Cost sensitivity

We now analyze how sensitive the solutions are to changes in the cost settings. 
This is of general interest, since the uncertainties in cost data, train running times 
and maintenance prices can be substantial. First, we note that for case L the win-
dow costs are already minimal, and it will, therefore, have no effect to increase 
the maintenance costs factors for this case. For case H an increase in maintenance 
cost factors will reduce the maintenance costs and increase the train costs—which 
has been confirmed experimentally. However, the train costs are already high and, 
therefore, such solutions are of little interest, so we do not present them here. We 
only note that even if the maintenance cost factors are doubled, there are still split 
windows in the solution and the train costs are increasing a bit more than what is 
gained for the window costs.

Instead, we study the effect of increasing the train cost factors (which is the 
same as reducing the maintenance cost factors). We perform a series of experi-
ments where all train cost factors are increased with a common factor and note 
when the structure of the window solution changes. The result is presented in 
Table 4, which shows that the solution stays the same, even with a 30% increase 
in train cost factors. At 40% some windows are scheduled at the early morning 
and late evening, but that solution remains even if the cost factors are doubled. 
Hence, we conclude that the scheduling solutions are stable to train cost differ-
ences even as large as 30% for this case. However, it can be anticipated that the 
details of the train schedule may change considerably if the cost factors for differ-
ent train types are modified, or if the number of trains is changed. Such a detailed 
analysis has not been done yet.

Table 4   Cost sensitivity, train 
cost scale factor: case L

Train cost scale factor, sf 1 ≤ sf ≤ 1.3 1.4 ≤ sf ≤ 2.0

Train cost 450.5 (+2.1) 449.7 (+1.3)
Run time addition 0.2 h ⇒ 0.2 0.2 h ⇒ 0.2
Departure deviation 13.9 h ⇒ 2.3 8.7 h ⇒ 1.5
Deviation statistics 24: 34 ± 31 [102] 21: 25 ± 25 [102]
Window cost 24 24.9 (+0.9)
Late work hour cost 0 0.9
Additional setup cost 0 0
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5.4 � Plans considering maintenance resources

All the solutions obtained so far have several concurrent maintenance windows, 
which require more crew resources for the maintenance contractors. As an example, 
the basic solution for case L shown in Fig. 4a requires 14 maintenance teams. There-
fore, we now consider limitations and costs for maintenance resources and try to find 
solutions that are more resource-efficient for the contractors. The network has been 
divided into seven crew bases as described in Table 5. The number of maintenance 
teams is equal to the number of links (so that a feasible solution always exists), but 
each team that is utilized, incurs a cost of 1, which is equivalent to a 25% overhead 
cost for an 8 h working day (at work time cost 0.5/h). The crew cost counts from 
the start of the first window to the end of the last, even if the team is not assigned to 
maintenance windows during their whole work day. Half of the setup times incur a 
cost in order to avoid double counting preparations that can be done with an unas-
signed time that are within the working day limit. The maximum working hours are 
set to 10 h and the minimum rest time between working days is set to 12 h. Apart 
from this, the same maintenance cost factors are used as previously, and the same 
compensation factors are applied for scheduling crew resources during early morn-
ings, late evenings and night time.

Since the resource considerations tend to spread out the maintenance windows, 
we anticipate that the train scheduling will need larger adjustments. To this end, we 
extend the train scheduling window, but not too much, since the problem size (and 
solution time) grows quickly with such an increase. After some calibration experi-
ments we have chosen 

�⌊�s − 3⌋, ⌈�s + 3⌉� , i.e. ± 3 h, for the train scheduling win-
dow in these computations.

The problem complexity and solution times increase considerably when the 
resource scheduling is included. In our experiments we have, therefore, used a rela-
tive optimality gap of 0.5%, but still the computations need to run for several days 
before solutions with reasonable gaps are obtained. Even then the wanted optimal-
ity gap is usually not reached. Providing a reasonably good initial solution greatly 
helps, and we have either used the basic solution obtained from case L or a good 
resource solution from previous runs. In some cases it helps to use the semi-cyclic 
approach, where cyclic constraints are only applied to the train scheduling.

Table 5   Maintenance bases Station stretches # Main-
tenance 
teams

Boden–Älvsbyn–Storblåliden 2
Storblåliden–Jörn–Bastuträsk–Hällnäs 3
Hällnäs–Vännäs–Trehörningssjö 2
Trehörningssjö–Mellansel–Aspeå–Långsele 3
Långsele–Roback–Bräcke 2
Ramsjö–Ljusdal–Bollnäs 2
Kilafors–Holmsveden, Ockelbo–Storvik 2
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The resource considerations will further emphasize the maintenance part and 
we expect to see even larger train cost increases (and possibly unreasonable train 
schedules). To counter this effect a limitation on the maximum train cost has been 
included, which enables us to find solutions that give different balances between 
train and maintenance cost. In effect, this is the same as treating the problem as a bi-
objective optimization and finding the Pareto-optimal solutions. In order to explore 
the Pareto front, other efficient multi-objective optimization methods should be 
considered, like the �-constraint method, the hybrid method or the elastic constraint 
method (Ehrgott 2005).

Figure 5a–c show the solutions found with no train cost limit, train cost below 
452 and 451, respectively. The same solutions are compared in Table 6 where we 
also include the basic solutions for case L as comparison. The expected solution 
structure is clearly seen: With no train cost limit, the model is able to find a solution 
with only 7 maintenance teams, but here groups of three trains have been scheduled 
“on top of each other” and then spaced with 1 h to comply with the capacity require-
ments. This is a cramped solution and even though it might be possible to create 
a feasible timetable, the train costs are clearly underestimated. The two solutions 
where the train cost has been limited are better, but need more maintenance teams.

From these results, we conclude that: (1) resource considerations give much 
better solutions for the contractors, (2) the schedule changes for the trains must be 
limited in order to avoid cramped and unreasonable plans, and (3) solution times 
increase substantially when including resource considerations. The latter indicate 
that heuristic approaches should be investigated.

5.5 � Comparison with actual plans

In this section, we study the window solution constructed manually by Trafikverket 
with the ones produced by the optimization model. The window plan from Trafikver-
ket was made for the 2018 timetable period, using the actual train path requests for 
that year, and is shown in Fig. 6a. Several of the windows only apply for a limited 
number of operating days, as indicated in the figure. The traffic shown in Fig. 6a is 
the one used in our case study (based on data from 2017) without any adjustment for 
the windows. Hence, the figure is not a valid plan, but rather it shows how well the 
actual window plan matches the traffic patterns that we have been using. This high-
lights the problem of using historic traffic data for designing window patterns before 
the actual train path requests are known. Nevertheless, the windows match the traf-
fic relatively well, but we also see some possible open slots in the afternoon that 
have not been utilized by Trafikverket—which of course can be due to an increase in 
actual traffic need or other unknown factors. (The lack of windows between Lång-
sele (Lsl) and Ånge (Aag) is because maintenance windows will be introduced later 
for that part of the network.)

In Fig. 6b we compare the windows planned by Trafikverket with the optimiza-
tion solution, which considers resources and limits the total train cost to 451. The 
manual solution has less window time (on a weekly basis) and more night win-
dows, which gives a higher window cost than the optimized solution (also after 



	 T. Lidén

1 3

being compensated for the volume difference). Although the optimization model 
has scheduled a larger volume of windows, there are several similarities between 
the plans. This comparison shows that there is a gain in using the integrated 

Fig. 5   Solutions with resource considerations. Colored bars on the maintenance windows indicate the 
maintenance teams
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optimization approach (more windows can be scheduled at a lower cost) and 
that it seems plausible that the obtained solutions can be used as a starting point 
and guidance when constructing the real window patterns. A quantitative cost 

Table 6   Cost comparison, solutions with resource considerations

No train cost limit Train cost ≤ 452 Train cost ≤ 451 Case L

Train cost 454.0 (+5.6) 451.9 (+3.5) 451.0 (+2.6) 450.5 (+2.1)
Run time addition 0.5 h ⇒ 0.5 0 0.2 h ⇒ 0.2 0.2 h ⇒ 0.2
Departure deviation 26.5 h ⇒ 5.5 21.5 h ⇒ 3.8 15.6 h ⇒ 2.8 13.9 h ⇒ 2.3
Deviation statistics 36: 44 ± 33 [140] 29: 44 ± 38 [158] 26: 36 ± 32 [124] 24: 34 ± 31 [102]
Window cost 28.7 (+0.1) 31.0 (+2.4) 33.5 (+4.9) 35.6 (+7.6)
Late work hour cost 1 h ⇒ 0.1 3 h ⇒ 0.4 13 h ⇒ 3.9 0
Crew cost 7 teams ⇒ 8.6 9 teams ⇒ 10.6 8 teams ⇒ 9.6 14 teams ⇒ 15.6

Fig. 6   Actual maintenance window plans
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comparison for the train services has not been done, since the plans are based on 
different traffic conditions.

5.6 � Integrated versus sequential planning

We now investigate the effect of using an existing timetable and making very small 
adjustments to the trains in order to make room for the maintenance windows. This 
corresponds to the process used by Trafikverket or a sequential planning where the 
train traffic is constructed first and then minimally adjusted for the necessary main-
tenance. Such a process will increase the cost for maintenance and we want to inves-
tigate how large that effect can be.

In this experiment, we change the cost factors so that all trains have the same 
deviation cost per hour and equal to the train running cost ( �dev

s
= �time

s
 ). Further-

more, we scale the train costs by factors 2 and 3 for the basic case and when consid-
ering resources, respectively, which makes it very costly to change the train sched-
uling. We also reduce the train scheduling window to be ± 1 h, since small train 
adjustments will be used. With these settings, more windows are overlapping and 
placed at costly working hours in the obtained solutions. For the resource solution 
14 teams are needed instead of 8. On the other hand the adjustments to the trains are 
reduced substantially.

In Table 7 the cost effects are shown. For comparison reasons we use the original 
cost factors, although it should be noted that the rescaling does not guarantee that 
the train costs are reduced—only the actual scheduling changes—which explains 
why there is a small train cost addition for the sequential planning case without 
resources.

For the trains we see that the cost difference is rather small despite the relatively 
large reduction in adjustments. This is due to an increase in train running times and 
that departure adjustments are placed also on high priority trains. By contrast, the 
window costs increase substantially. Without resource considerations the relative 
maintenance cost increase is 2.9 / 24 = 12%, while plans that consider resources get 
an increase of 7.1 / 33.5 = 21%. Thus, we conclude that sequential planning may 
drive up maintenance costs with 12–21%, with little or no gain in train costs (but of 

Table 7   Cost comparison, integrated versus sequential planning

Without resources With resource considerations

Integrated Trains first Integrated Trains first

Train cost 450.5 450.6 (+0.1) 451.0 450.3 (−0.7)
Run time addition 0.2 h ⇒ 0.2 1.9 h ⇒ 1.9 0.2 h ⇒ 0.2 1.5 h ⇒ 1.5
Departure deviation 13.9 h ⇒ 2.3 1.9 h ⇒ 0.7 15.6 h ⇒ 2.8 1.8 h ⇒ 0.8
Deviation statistics 24: 34 ± 31 [102] 11: 10 ± 5 [19] 26: 36 ± 32 [124] 11: 10 ± 5 [19]
Window cost 24 26.9 (+2.9) 33.5 40.6 (+7.1)
Extra work cost 0 2.9 3.9 5.0
Crew cost 8 teams ⇒ 9.6 14 teams ⇒ 15.6
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course less changes to the timetable). Conversely, an integrated planning may give 
savings for the maintenance costs in the order of 11–17% as compared to sequential 
planning—without incurring any large cost increases for the train traffic. Note that 
these figures have been obtained by comparing optimized production plans.

5.7 � Summary of results

The primary result is that optimal cyclic one-day plans can be produced for trains, 
maintenance windows and maintenance resources. For the studied scenario, 2 h 
long windows can be achieved with small adjustments of the trains (amounting to 
an increase in train running costs of 0.5%). Longer windows will increase the train 
costs and give a cramped plan for which it is unlikely that a feasible timetable can 
be found. The results are stable for cost changes, and the train costs must increase by 
more than 30% in order to change the structure of the window solutions. By consid-
ering the maintenance resources, it is possible to produce window schedules that use 
less maintenance crews and are much more efficient for the contractors. However, 
the cost increase for the trains then needs to be constrained in order to get reason-
able traffic plans and avoid cramped schedules. A comparison with manually con-
structed plans from Trafikverket indicates that the optimization model can schedule 
larger window volumes at a lower cost and that reasonable solution structures are 
obtained, which can be used as guidance for constructing the real window patterns. 
Finally, we estimate that using an integrated planning approach (where maintenance 
windows and trains are jointly planned) instead of a sequential approach (where an 
existing or new train timetable has precedence over the maintenance windows), will 
give maintenance cost savings of 11–17%, without incurring any large cost increases 
for the train traffic.

In our discussions with Trafikverket, the resource solution shown in Fig.  5c 
appears to be the most promising. It also has a nice structure where it is easy to 
achieve longer train-free windows (4 or 6 h) by cancelling one or two trains only. 
Thus, much less train adjustments are needed when longer work tasks are required 
or when concentrated maintenance weeks are to be scheduled, which is highly 
appreciated also by the train operators. Our reference persons confirm that the solu-
tion structure looks reasonable, but a more detailed assessment is needed—also on 
other traffic and network situations.

Although we have included some margins in the travel durations to account for 
daily variations and short stops due to meetings and overtakings, a feasible timetable 
will need further modifications and additional train stops. Based on existing timeta-
bles (see Appendix B) and possible discretization errors in the capacity model (see 
Sect. 4.3) we estimate that an 8–20% increase in total train running time is necessary 
in order to obtain a conflict-free timetable from the obtained solutions. Since it is 
unknown which trains will be affected by these modifications, some of the mainte-
nance windows might also need to be adjusted in the final timetable.

With these experiments we have applied and partly validated the optimization 
model on a demanding planning problem. Furthermore, several interesting results 
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have been obtained which we believe are of general interest and apply in similar 
planning situations—which was the purpose of this case study.

6 � Conclusions and future directions

We have addressed the integrated scheduling of rail traffic and network maintenance 
with a mixed integer optimization model suitable for long-term tactical capacity 
planning. A cyclic scheduling model, without any period-deciding variables, has 
been used on a real-life case study concerning an important railway line in Sweden. 
The results show that it is indeed possible to produce globally optimal schedules 
for the coordination of trains and maintenance, also including crew resource consid-
erations. However, the plans have an aggregated capacity usage model which means 
that the detailed meet-pass planning is not included and, therefore, fully conflict-free 
timetables are not obtained. Nevertheless, the results show that substantial mainte-
nance cost savings can be achieved with only small cost increases for the train traf-
fic. This is a strong argument for developing and using integrated scheduling solu-
tions. Furthermore, timetable construction can use these schedules for finding good 
initial solutions or for reducing the search space.

An important conclusion from this study is the fundamental impact that the cost 
structure has on the obtained solutions. It has become obvious that the marginal cost 
changes when adjusting trains and maintenance windows is more important than the 
absolute cost levels. Despite that the total train costs have been an order of mag-
nitude larger than the total maintenance cost, the latter have still been scheduled 
close to their minimum cost—since the total adjustment of trains has been cheaper 
than moving windows to lowly utilized but costly evening and night hours. A more 
detailed cost model for the train scheduling, which considers the cost differences for 
train driving that is done during daytime, evening and night time, would change this 
balance and make the cost comparison between train services and maintenance win-
dows more fair. Furthermore, it should be noted that we have not considered connec-
tion times between turning trains or the rolling stock circulations.

The discretization problem of our aggregated capacity usage model has been dis-
cussed, which gives a tendency to group train services “on top of each other” in the 
solutions. In future research a closer analysis of these aspects would be useful, with 
the purpose of suggesting how to appropriately set the capacity limits—possibly 
also studying alternate or adjusted model approaches. Furthermore, long solution 
times have been observed for several instances, particularly when including resource 
considerations. Although several hours or days of computation could be acceptable 
when working with long-term planning problems, the usability would be improved 
with heuristic methods that give high-quality solutions quicker and enable interac-
tive experiments with end users and capacity planners.

A long single-track line has been extensively studied, but other cases, such as 
double- or multi-track lines, networks etc., should also be studied under varying traf-
fic patterns. Such work is planned together with Trafikverket, with the intention of 
paving the way for the possibility of using optimization-based methods as schedul-
ing and decision support in the regular capacity planning process.
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Appendices

A. Detailed model description

In this appendix we give the complete and detailed description of the mathemati-
cal model. The structure of the model is illustrated in Fig. 7 as a constraint (or co-
occurrence) graph, with vertices for the variables and edges connecting variables 
that occur in the same constraint. The purpose of the illustration is to show how 
the different (groups of) variables are connected to each other. The constraints cor-
respond to cliques in the graph as indicated by the equation references in the figure. 

Fig. 7   Variable and constraint graph. The edge labels refer to the constraint numbering

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
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The figure shows that the central variables are uslt  (link usage), nh
lt
  (train counts), 

ylt (maintenance work) and dlkt (crew assignment).

Sets and parameters

The scheduling shall be done within a planning period defined by 

H	� the length of the planning horizon
T	� a sequence {0,… ,H − 1} of unit size time periods t, covering real-valued event 

times between t and t + 1.

Railway network

The network is defined by 

N	� A set of network nodes
L	� A set of network links l = (i, j) ∶ i, j ∈ N ∧ i ≠ j ∧ i ≺ j

C
Nom,d

l
	� Nominal track capacity (number of trains per time unit) in each direction 

for link l ∈ L

C
Red,d

l
	� Reduced track capacity in each direction for link l ∈ L , when maintenance 

is carried out
CNom
l

	� Nominal link capacity (sum for both directions) for link l ∈ L

CRed
l

	� Reduced link capacity (sum for both directions) for link l ∈ L

Train services

The scheduling of train services is defined by 

R	� A set of routes r, each defined as an ordered set of link-direction pairs 
(l, h) ∈ L × {0, 1} , where h = 1 if the route traverses link l in the i, j (for-
ward) direction, and 0 otherwise. One route alternative may be a cancella-
tion—consisting of no links.

Lr,Nr	� The links and nodes in route r ∈ R , given by Lr = {l ∈ L ∶ (l, h) ∈ r} and 
Nr = {i, j ∈ N ∶ (i, j) ∈ Lr}

S	� A set of train services s to be scheduled
Rs ⊂ R	� The set of possible routes r for train service s ∈ S

Ls,Ns	� All links and nodes that can be visited by train service s, given by 
Ls =

⋃
r∈Rs

Lr; Ns =
⋃

r∈Rs
Nr

NO
s
,ND

s
	� The origin and destination node for train service s

Tsl	� The allowed time periods for train service s on link l
Psl	� Time period compensation factors, defined by 

Psl =
{
(t, p) ∈ Tsl × {−H, 0,H}

}
�s	� The preferred departure time for train service s
�srl	� Minimum duration over link l ∈ Lr when train service s uses route r ∈ Rs
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�sn	� Minimum duration (dwell time) at node n ∈ Ns for train service s
�time
s

	� Cost per travel time for train service s
�dev
s

	� Cost per time unit for train service s, when deviating from the preferred 
departure time �s

�route
sr

	� Cost for using route r for train service s

Maintenance windows

The scheduling of maintenance windows is defined by 

W	� A set of maintenance window options
Wl ⊆ W	� The set of possible maintenance window options for link l ∈ L

Vl	� The required maintenance volume (total time) for link l ∈ L

�min
o

, �max
o

	� Minimum and maximum number of time periods for maintenance win-
dow option o ∈ W

MSo	� Maximum separation between two maintenance windows for option o
�time
lt

	� Cost per time unit when performing maintenance work on link l in time 
period t

�start
lot

	� Cost for starting maintenance work on link l with window option o in 
time period t

Crew resources

The availability and assignment of crew resources is defined by 

K	� A set of maintenance crews
B	� The number of crew bases
Kl ⊆ K	� The maintenance crews that can maintain link l ∈ L

LK
k

	� The set of links that can be maintained by crew k, given by 
LK
k
∶=

{
l ∈ L ∶ k ∈ Kl

}
Kbase
b

⊆ K	� The ordered set of crews belonging to crew base b, with the require-
ment that no crew can belong to more than one crew base, i.e., 
Kbase
b

∩ Kbase
b+i

= �,∀b = 1,… ,B − 1; i = 1,… ,B − b

�,�	� Maximum length for, and minimum rest after, a crew work day (num-
ber of periods)

Dmin
k

	� The shortest possible work day length for crew k
�max
k

	� Largest possible separation crew k can have between two work days
�use	� Cost for using a crew
�avail	� Cost per time unit for having a crew available for work
�link	� Cost for assigning one crew to do maintenance on one link

Variables and bounds

The variables and bounds are defined as follows: 
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zsr Route choice: = 1 if train service s uses route r, 0 otherwise ∈ {0, 1} ∀s ∈ S, r ∈ Rs

e+
sl
, e−

sl
Event time: entry(+)/exit(−) time for service s on link l, = 0 

if not using link l
∈ [0,H] ∀s ∈ S, l ∈ Ls

eO
s
, eD

s
Departure/arrival time at the origin/destination for service s ∈ [0,H] ∀s ∈ S

fs Departure time deviation for train service s, i.e., how much 
eO
s
 deviates from �s

∈ [0,H] ∀s ∈ S

x+
slt
, x−

slt
Link entry/exit: = 1 if train service s enters/exits link l in 

time period t, 0 otherwise
∈ {0, 1} ∀s ∈ S, l ∈ Ls, t ∈ Ts

uslt Link usage: = 1 if train service s uses link l in time period t, 
0 otherwise

∈ {0, 1} ∀s ∈ S, l ∈ Ls, t ∈ Ts

nh
lt

Number of train services traversing link l in direction h dur-
ing time period t

∈ [0, |S|] ∀l ∈ L, t ∈ T , h ∈ {0, 1}

wlo Maintenance window option choice: = 1 if link l is main-
tained with window option o, 0 otherwise

∈ {0, 1} ∀l ∈ L, o ∈ Wl

ylt Maintenance work: = 1 if link l is maintained in time period 
t, 0 otherwise

∈ {0, 1} ∀l ∈ L, t ∈ T

vlot Work start: = 1 if maintenance on link l according to win-
dow option o is started in time period t, 0 otherwise

∈ {0, 1} ∀l ∈ L, o ∈ Wl, t ∈ T

qk Crew usage: = 1 if crew k is used/assigned to any work, 0 
otherwise

∈ {0, 1} ∀k ∈ K

y̌kt Crew availability: = 1 if crew k is available for maintenance 
work in time period t, 0 otherwise

∈ {0, 1} ∀k ∈ K, t ∈ T

v̌kt Start of work day: = 1 if time period t is the first in a work-
ing day for crew k, 0 otherwise

∈ {0, 1} ∀k ∈ K, t ∈ T

dlkt Crew assignment: = 1 if maintenance on link l in time 
period t is done by crew k, 0 otherwise

∈ {0, 1} ∀k ∈ K, l ∈ LK
k
, t ∈ T

qL
kl

Crew link usage: = 1 if crew k is used/assigned to any work 
on link l, 0 otherwise

∈ {0, 1} ∀k ∈ K, l ∈ LK
k

Objective function

The objective function, to be minimized, is formulated as follows:

The function consists of three traffic costs (total running time, deviation from the 
preferred departure time and route choice), two maintenance window costs (work 
time and setup/overhead time) and three crew costs (number of crews used, crew 
availability time and number of links scheduled per crew). In the case study the 
route cost is always zero.

(1)

∑
s∈S

[
𝜎time
s

(eD
s
− eO

s
) + 𝜎dev

s
fs +

∑
r∈Rs

𝜎route
sr

zsr

]

+
∑
l∈L

[∑
t∈T

𝜆time
lt

ylt +
∑
o∈Wl

∑
t∈T

𝜆start
lot

vlot

]

+ 𝜆use
∑
k∈K

qk + 𝜆avail
∑
k∈K

∑
t∈T

y̌kt + 𝜆link
∑
k∈K

∑
l∈LK

k

qL
kl
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Constraints

The constraints are grouped into categories as describerd in Sect. 4.1. Time period indi-
ces are treated as modulo H.

Train routing, link usage and event bounds

This group of constraints ensures correctness of: (2.1) route choice, (2.2) linking of 
entry/exit variables to route choice, (2.3) calculation of usage values, and (2.4, 2.5) 
bounds for the event variables. Here � is a small positive number, which ensures that 
x+
slt

= 1 ⟺ t − 1 ≤ e+
sl
< t and x−

slt
= 1 ⟺ t − 1 < e−

sl
≤ t.

Train scheduling and durations

(2.1)
∑
r∈Rs

zsr = 1 ∀s ∈ S

(2.2)
∑
t∈Ts

xa
slt

≥
∑
r∈Rl

zsr
∀s ∈ S, l ∈ Ls, a ∈ {+,−}

Rl = {r ∈ Rs ∶ l ∈ Lr}

(2.3)uslt =
∑

t�∈Ts∶t
�≤t

x+
slt�

−
∑

t�∈Ts∶t
�≤t−1

x−
slt�

∀s ∈ S, l ∈ Ls, t ∈ Ts

(2.4)
∑

(t,p)∈Psl

(t + p)x+
slt

≤ e+
sl
≤

∑
(t,p)∈Psl

(t + 1 + p − �)x+
slt

∀s ∈ S, l ∈ Ls

(2.5)
∑

(t,p)∈Psl

(t + p + �)x−
slt

≤ e−
sl
≤

∑
(t,p)∈Psl

(t + 1 + p)x−
slt

∀s ∈ S, l ∈ Ls

(3.1)eO
s
=

∑
l∈OUT

s,NOs

e+
sl

∀s ∈ S

(3.2)eD
s
=

∑
l∈IN

s,NDs

e−
sl

∀s ∈ S

(3.3)fs ≥ eO
s
− �s ∀s ∈ S

(3.4)fs ≥ �s − eO
s

∀s ∈ S

(3.5)e−
sl
− e+

sl
≥ �srlzsr ∀s ∈ S, r ∈ Rs, l ∈ Lr
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This group of constraints handles: (3.1, 3.2) calculation of departure and arrival 
times, (3.3, 3.4) deviation from preferred departure time, (3.5) sufficient travel dura-
tions, and (3.6) dwell times along the chosen route. Here INsn and OUTsn are func-
tions returning all possible incoming and outgoing links for train service s at node n.

Maintenance window scheduling

This constraint group concerns: (4.1) choice of maintenance window option; (4.2) 
work volume; (4.3–4.6) consistency of work start variables vlot , window choice wlo 
and work variables ylt ; and (4.7–4.9) length of maintenance windows and the sepa-
ration between them.

(3.6)�sn

∑
r∈Rs∶n∈Nr

zsr ≤
∑

l∈OUTsn

e+
sl
−

∑
l∈INsn

e−
sl

∀s ∈ S, n ∈ Ns⧵
{
NO
s
,ND

s

}

(4.1)
∑
o∈Wl

wlo = 1 ∀l ∈ L

(4.2)
∑
t∈T

ylt ≥ Vl ∀l ∈ L

(4.3)
∑
o∈Wl

vlot ≥ ylt − yl,t−1 ∀l ∈ L, t ∈ T

(4.4)vlot ≤ wlo ∀l ∈ L, o ∈ Wl, t ∈ T

(4.5)
∑
o∈Wl

vlot ≤ ylt ∀l ∈ L, t ∈ T

(4.6)
∑
o∈Wl

vlot ≤ 1 − yl,t−1 ∀l ∈ L, t ∈ T

(4.7)
�
o∈Wl

⎡⎢⎢⎣

t�
t�=t+1−�min

o

vlot�

⎤⎥⎥⎦
≤ ylt ∀l ∈ L, t ∈ T

(4.8)
t∑

t�=t+1−�max
o

vlot� + 1 ≥ ylt + wlo ∀l ∈ L, o ∈ Wl, t ∈ T

(4.9)
t+MSo∑
t�=t+1

vlot� ≥ wlo − ylt ∀l ∈ L, o ∈ Wl, t ∈ T
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Train counting and link capacity

These constraints control: (5.1) train counting for each link and direction, and (5.2, 
5.3) capacity usage under normal and maintenance conditions.

Crew resource assignment

These constraints control: (6.1, 6.2) assignment of crew resources to each mainte-
nance window period, (6.3) ordering of crew resource assignments, and (6.4) assign-
ment of crews to links.

Work day regulations

(5.1)nh
lt
=

∑
s∈Sdir

lh
∶t∈Ts

uslt
∀l ∈ L, t ∈ T , h ∈ {0, 1}

Sdir
lh

= {s ∈ S ∶ (l, h) ∈ r ∀r ∈ Rs}

(5.2)nh
lt
≤ (1 − ylt)C

Nom,d

l
+ yltC

Red,d

l
∀l ∈ L, t ∈ T , h ∈ {0, 1}

(5.3)n0
lt
+ n1

lt
≤ (1 − ylt)C

Nom
l

+ yltC
Red
l

∀l ∈ L, t ∈ T

(6.1)
∑
k∈Kl

dlkt = ylt ∀l ∈ L, t ∈ T

(6.2)
∑
l∈LK

k

dlkt ≤ y̌kt ∀k ∈ K, t ∈ T

(6.3)qk ≤ qk−1 ∀b = 1,… ,B; k ∈ Kbase
b

⧵first
(
Kbase
b

)

(6.4)dlkt ≤ qL
kl

∀k ∈ K, l ∈ LK
k
, t ∈ T

(7.1)v̌kt ≥ y̌kt − y̌k,t−1 ∀k ∈ K, t ∈ T

(7.2)v̌kt ≤ y̌kt ∀k ∈ K, t ∈ T

(7.3)
t∑

t�=t+1−Dmin
k

v̌kt� ≤ y̌kt ∀k ∈ K, t ∈ T

(7.4)
t∑

t�=t+1−𝛺

v̌kt� ≥ y̌kt ∀k ∈ K, t ∈ T
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These constraints control: (7.1, 7.2) coupling between crew availability and start of 
work day, (7.3)/(7.4) minimum/maximum work day length, and (7.5)/(7.6) mini-
mum/maximum rest time between work days.

Variable types

B. Instance data and performance statistics

The studied railway network consists of a sequence of lines, mostly single-track, 
with a total length of 913 km between Storvik and Boden. For this case study, the 
network has been divided into 20 links (16 single-track) corresponding to the entry/
exit stations for the traffic, single/double-track changes and some minor stations 
that give a reasonable partitioning into maintenance areas. The link lengths range 
between 16 and 69 km (mean value 47) and the single-track links having between 3 
and 10 station-to-station sections (mean value 6); all in all there are 110 stations and 
meet-pass loops along the complete network stretch.

There are 11 stations where traffic originates/enters or terminates/exits, and the 
traffic consists of 82 trains in 15 relations. The longest train run requires more than 
13 h and the shortest 36 min. The traffic data has been collected from the published 
timetable for a standard weekday (Thursday) in March 2017. Some short-distance 
freight trains that are regarded as easy to schedule have been removed but otherwise 
this is the complete traffic running over the studied line.

The minimum duration times for the trains over each link include margins for 
daily variations and short additional stops due to meetings and overtakings—as 
scheduled in the published timetable. Dwell times for critical stops due to passen-
ger and crew exchanges etc have been included, but technical stops longer than 
30 min have been removed since the placement of them cannot be done until the 
train schedule is decided. About half of the trains have such long technical stops 
(mean value 50 min) which have been removed, and the total sum of all these adjust-
ments amounts to 37 h. After these adjustments the total train running time is 448 
h (or an average of 5.5 h per train). Based on these figures, we expect a feasible 

(7.5)
t+𝛹∑

t�=t+1

v̌kt� ≤ qk − y̌kt ∀k ∈ K, t ∈ T

(7.6)
t+𝛥max

k∑
t�=t+1

v̌kt� ≥ qk − y̌kt ∀k ∈ K, t ∈ T

�, �,�, �, � binary

�, � , � non-negative

�, �̌, �̌,�,�L binary
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and conflict-free timetable to have a train running time that is at least 37/448 = 8% 
higher than obtained from our optimization model.

All trains have a preferred departure time �s (taken from the timetable), and we 
adopt a normal scheduling window of 

�⌊�s − 2⌋, ⌈�s + 2⌉� , i.e. ±2 h (adjusted for 
some of the test cases). Although it is possible to choose between alternate routes 
for some trains (e.g. running over the coastal lines), these rerouting possibilities 
have not been included in the study. Also, we have not included the possibility to 
cancel any trains.

We impose limitations on the traffic capacity, expressed as the number of train 
movements per link and hour, both for the number of trains in each direction and 
for the total number of trains. These limits have been set to, respectively, 4 and 
6 trains per link and hour for the single-track links, which means that at most 4 
trains can pass over a link each hour in one direction and at most 6 trains in total. 
This is roughly equivalent to a train separation of 15 min for one-way traffic and 
20 min for two-way traffic, which is a slightly conservative setting, given that the 
longest station-to-station distance is about 10 km, which takes about 7.5 min to 
pass at 80 km/h.

As a baseline, we first produce a schedule for only the trains. To respect the 
capacity limits, the optimization model adjusts the departures for about 10 trains 
with up to 45 min each. The total departure adjustment is a little less than 3 h, 
which, with the chosen cost factors (see Sect. 5.1), amounts to a cost addition of 
0.4—a marginal value compared to the minimum train running cost of 448 (given 
by the minimum train running time of 448 h and train running cost 1/h). Fig-
ure 8 shows the obtained train schedule, where grey boxes indicate time periods 
where the capacity limits are active (dark grey for the sum of trains and light grey 
for one direction). Trains with a departure adjustment of more than 15 min are 
depicted with blue color.

All experiments have been run with Gurobi 7.5.2, limited to use at most 4 
threads, on a network server with 12 CPU’s, 24 Gb memory and Ubuntu 16.04.3. 

Fig. 8   Scheduling trains only. Active capacity limits marked with grey color (light grey for one direction, 
dark grey for sum of trains)
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Apart from setting the relative MIP gap threshold, only default options have been 
used. Performance statistics for all the experiments are given in Table 8, which 
lists problem sizes, solution times and optimality gaps—along with references to 
solution figures and result tables.
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