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Abstract

Indoor positioning is desired in many areas for various reasons, such as posi-
tioning products in industrial environments, hospital equipment or firefighters
inside a building on fire. One even tougher situation where indoor positioning
can be useful is locating a specific object on a shelf in a commercial setting.

This thesis aims to investigate and design different network deployment strate-
gies in an indoor environment in order to achieve both high position estima-
tion accuracy and availability. The investigation considers the two positioning
techniques downlink time difference of arrival, dl-tdoa, and round trip time,
rtt. Simulations of several deployments are performed in two standard scenar-
ios which mimic an indoor open office and an indoor factory, respectively.

Factors having an impact on the positioning accuracy and availability are
found to be deployment geometry, number of base stations, line-of-sight condi-
tions and interference, with the most important being deployment geometry. Two
deployment strategies are designed with the goal of optimising the deployment
geometry. In order to achieve both high positioning accuracy and availability in a
simple, sparsely cluttered environment, the strategy is to deploy the base stations
evenly around the edges of the deployment area. In a more problematic, densely
cluttered environment the approach somewhat differs. The proposed strategy is
now to identify and strategically place some base stations in the most cluttered
areas but still place a majority of the base stations around the edges of the deploy-
ment area.

A robust positioning algorithm is able to handle interference well and to de-
crease its impact on the positioning accuracy. The cost, in terms of frequency
resources, of using more orthogonal signals may not be worth the small improve-
ment in accuracy and availability.
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1
Introduction

This chapter presents some background to motivate why this thesis work has
been conducted. The purpose is described, after which the problem formulation
and limitations are stated. Finally, previous works related to the area is explored.

1.1 Background

Localisation in cellular networks was in the beginning considered as an optional
feature. Since then, from First Generation (1g) in the 1980’s to Fifth Generation
(5g) today, the localisation methods have gone from almost non-existent and cov-
ering outdoor-only scenarios to now achieving up to sub-meter level accuracy in
indoor environments [9]. When a User Equipment (ue) is located outdoors, the
Global Navigation Satellite System (gnss) can be supported by the cellular net-
works to enable meter-level accuracies. Therefore, when indoor requirements for
positioning emergency calls became mandatory the case of studying positioning
scenarios with indoor users was initiated since it had not been investigated and
applied thoroughly up until then [21].

The principle of indoor positioning is based on a ue being placed somewhere
in an indoor environment where a deployment of several Base Stations (bss) is
present. An indoor bs is often referred to as a node or cell. There is always a
trade-off between how accurate the position estimation can be and how complex
and costly the bs deployment planning is [25]. Indoor and outdoor positioning
differs since the indoor environment contains more obstacles and therefore often
leads to multipath propagation, higher Non-Line-Of-Sight (nlos) probability and
longer delay spread. The environment, in [21] defined as either indoor urban or
deep indoor, is also characterised by very limited or no gnss support at all, which
means that alternative solutions are needed for positioning compared to relying
on gnss as in outdoor urban or rural environments.
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2 1 Introduction

The Third Generation Partnership Project (3gpp) sets the standards in telecom-
munication [8] and the United States Federal Communications Commission (fcc),
amongst others, regularly issues requirements related to communication and per-
formance a few years ahead. One requirement fcc stated is how accurate the
position estimation of ues must be in case of emergency calls to 911, more specif-
ically how large percentage of the ues should be positioned with an error less
than 50 m in the horizontal plane with any radio access technology. For the years
2017, 2018, 2020 and 2021 the requirements from fcc were mandated for 40%,
50%, 70% and 80% of the ues [1, 21].

Except for emergency calls, indoor positioning is today desired in many other
areas for various reasons, such as positioning products in industrial environ-
ments, hospital equipment or firefighters inside a building on fire [9, 18]. One
even tougher situation where indoor positioning can be useful is locating a spe-
cific object on a shelf in a commercial setting. All these use cases require more
precise position estimation compared to outdoor positioning [6].

With this in mind there is a constant urge for telecommunication companies
to continuously improve their indoor positioning techniques in order to meet
fcc’s requirements concerning emergency service situations, while simultane-
ously providing opportunities for usage in other upcoming areas of application.
Seeing that this topic is relatively unexplored there are a lot of possible improve-
ments lying ahead which can contribute to obtaining better position estimation
accuracy.

1.2 Problem Formulation

This thesis aims to investigate and design different network deployment strate-
gies in an indoor environment in order to achieve both high position estimation
accuracy and availability. The results are then to be analysed for the purpose
of understanding how accuracy and availability relates to different deployments.
The questions to consider for accomplishing the objective are as follows

1. How does network deployment affect the position estimation accuracy and
availability in two standard 3gpp scenarios when considering a limited
number of deployments?

2. How does orthogonality and resource consumption affect the position esti-
mation accuracy and availability?

1.3 Limitations

One limitation in this thesis is to investigate positioning only in a 5g context and
only in an indoor environment. The indoor environment is limited to the two
standard 3gpp scenarios called Indoor Open Office (ioo) and Indoor Factory (inf).
There are several positioning methods available and in this thesis only Downlink
Time Difference Of Arrival (dl-tdoa) and Round Trip Time (rtt) are considered,
with dl-tdoa as the main study item. To investigate these positioning methods
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in an indoor environment, simulations are made where only the deployment as-
pect of positioning is considered. Main focus will therefore lie on investigating
deployment strategies and not on solving the actual positioning problem.

1.4 Related Work

Extensive research concerning positioning systems has been conducted over the
years. Main focus has been on outdoor scenarios but recently the indoor environ-
ment has become increasingly interesting because of federal regulations and new
areas of applications as mentioned in Section 1.1. Much work has been made
with regard to improving the position accuracy, not necessarily for 5g but still
within the cellular context using current and proposed new methods.

In [22] the authors investigated the horizontal and vertical positioning accu-
racy for two 3gpp Three Dimensional (3d) scenarios from Release 13 utilising two
Long-Term Evolution (lte) positioning methods, Observed Time Difference Of Ar-
rival otdoa and Cell ID (cid). Before 5g, dl-tdoa was called otdoa but they
are the same technique. The first scenario included an outdoor deployment with
a mix of macro cells and small cells whereas the second scenario consisted of an
outdoor deployment with macro cells and an indoor deployment with small cells.
In both cases the otdoa method showed promising results and could meet the
fcc requirement for localising indoor ues, yielding best result in the case with an
added indoor deployment. The cid based method performed surprisingly well
in the indoor deployment scenario both concerning horizontal and vertical accu-
racies. Consequently, the authors made the conclusion that an increasingly wider
deployment of indoor cells proves very effective for indoor positioning.

Another positioning technique available that relies on time measurements be-
sides dl-tdoa is rtt. The performance of Ericsson’s rtt positioning method
is presented for a commercial Wideband Code Division Multiple Access (wcdma)
network in [27], where ues were present in different outdoor and indoor envi-
ronments. The results displayed a 95% availability and 67% of the ues having
a radial distance error within 78 m. Based on the results the authors concluded
that rtt can act as a fallback method emergency service positioning.

How the geometry affects the position determination in a Two Dimensional
(2d) scenario is investigated in [17] where the Geometric Dilution Of Precision
(gdop) is studied. The gdop helps stating how the position estimate is influenced
by the measurement error. By placing all available bss in a polygon the lowest
gdopwill be achieved at the centre of the polygon, meaning the centre is the most
favourable ue position when doing position estimation. The gdop will increase
further away from the centre of the polygon, especially when moving outside the
polygon.

In [24] the authors perform a gdop analysis of several scenarios where the bss
are evenly placed on a circle. A single ue is located either on the circumference
of the circle, along radials within and beyond the circle or near a bs. They derive
analytical expressions and compare the result with simulations. What they can
show is a good agreement between theory and simulation except when the ue
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position is too close to a bs. This disparity occurs due to the ranging errors being
a significant proportion of the range.

When estimating positions using time of arrival techniques comes a non-linear
estimation problem which can be solved by different means. The authors con-
cluded in [19] that the choice of algorithm matters and can promote better po-
sitioning performance. In [23] the authors propose a new iterative method for
detection of the first channel tap in an estimated Channel Impulse Response (cir),
which is used to determine Time Of Arrival (toa), and compare it to the com-
monly used non-iterative method. The proposed algorithm is proven to out-
perform the non-iterative threshold-based method while also being more robust,
thus supporting better position estimates.

1.5 Thesis Outline

The theoretical background on which this thesis is based is presented in Chap-
ter 2. It includes brief explanations of some indoor positioning aspects and two
positioning techniques. Additional useful theory for analysing positioning per-
formance is also covered. Chapter 3 contains descriptions of the positioning sim-
ulator, the deployment parameters and the process of studying the two 3gpp stan-
dard scenarios. Thereafter, theoretical and simulation results from all conducted
investigations are visualised in Chapter 4. In Chapter 5 the results presented
in Chapter 4 are discussed and analysed. Finally, in Chapter 6, the questions
asked in the beginning of the thesis is answered by drawing conclusions from the
results and discussions. At last, future work on the subject is proposed.



2
Theoretical Background

Relevant theoretical background on the work conducted in this thesis is pre-
sented in this chapter and it starts with mentioning some performance require-
ments and issues related to indoor positioning. Moving on, the positioning tech-
niques and additional useful theory for analysing positioning performance are
explained. Lastly, the Positioning Reference Signal (prs) is described.

2.1 Positioning Performance Requirements and
Metrics

When analysing the performance of a positioning method it is not sufficient to
only observe the accuracy, more aspects are relevant. The authors bring up six
different performance metrics in [18] that are worth considering in wireless in-
door positioning systems.

Accuracy

The most prominent performance requirement in positioning is accuracy, or posi-
tioning error, which is usually expressed as the mean distance error. This metric
is the Euclidean distance between the true position and the estimated position
of the ue. Generally, higher accuracy means better system but there still is a
compromise to be made between accuracy and other characteristics.

Precision

Location precision differs from accuracy in a way that while accuracy focuses
on the mean distance error, the precision considers the consistency of the sys-
tem. It measures the position method’s robustness by showing the variation in

5



6 2 Theoretical Background

performance over multiple trials. When presenting and comparing the precision
of different positioning methods the Cumulative Distribution Function (cdf) is a
useful tool. The cdf is based on the percentile format, thus a cdf plot visualises
how large fraction or percentage of the total error lies within a certain limit. One
example is that, assuming the accuracy of two positioning techniques are equal,
one would prefer the option which reaches higher probability values faster.

Complexity

Software, hardware and operation factors altogether contribute to the complex-
ity of a positioning system and in [18] the authors put emphasis on the software
complexity, which translates to computational complexity. The computations per-
formed by the positioning algorithm can either take place in the network or on
the ue. If it is carried out on the network side, where there exists sufficient power
supply and powerful processing capability, the calculation will be faster. On the
other hand, if the same calculation was to be carried out on the ue the effects
of complexity would be noticeable, in terms of longer computation time, due
to limited battery life and the lack of strong processing power. Therefore, a low
complexity positioning algorithm would be preferred when the computations are
made by the ue.

Robustness

Robustness is an important aspect when considering performance since even
though some signals may not be available, the positioning method must still
function normally. Reasons to receiving many bad signals or having a reduced
number of available signals are for example blocked signal paths or harsh envi-
ronments creating problems.

Scalability

The positioning must function properly independent of the scope and that is mea-
sured using the scalability characteristic. When the distance between the receiver
and transmitter increases, the positioning performance typically degrades. The
authors mention that a positioning system needs scalability on two axes which
are geography and density [18]. The density scale implies the number of units
present per unit geographic area and the geography scale means the area cov-
ered. An area densely populated with ues might cause congested signal channels
and demand more position calculations while a large geographic coverage needs
an expanded communication infrastructure.

Cost

The last performance metric is cost, which for a positioning system depends on
several factors. Amongst the most important ones are money, space, time and
energy. Every system has a price, therefore the money factor. The supplier also
has to consider the measuring unit density which is a space cost. When using a
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positioning system, installation and maintenance is required and that relates to
the time factor. Finally, some ues are energy passive, capable of an unlimited
lifetime whereas others have a limited lifetime until recharging is needed.

2.2 Issues with Indoor Positioning

Some issues that can have an impact on position estimation accuracy are pre-
sented in this section. The issues presented are caused by measurement geometry,
network synchronisation, incorrect parameters stored for antenna coordinates,
network planning and the radio environment [10].

Deployment Geometry

The geometry of the deployment affects the accuracy and is often characterised
by a parameter called gdop. gdop tells how much the ue/bs relative geometry
affects the positioning error and the smallest error is achieved when the bs are
symmetrically placed around the ue [10]. The theory behind gdop is further
explained in Section 2.5.

Incorrect Parameters

In a telecommunication network the coordinates of the antennas are needed when
computing the hyperbolic lines used when estimating ue positions. The position
estimation technique will be further explained in Section 2.3. The coordinates of
the antennas mounted on different bss should together with the ue be expressed
in the same coordinate system. If a bs participating in a ue positioning process
uses an incorrect coordinate system for the antenna coordinates, the position es-
timation will not be correct. Errors in the antenna coordinates will result in a
proportional increment of ue positioning error [10].

Network Planning

Network planning aims to avoid making signals collide and also to keep them
orthogonal since they will interfere with each other otherwise. To get orthogo-
nality, there is need for a planning pattern which will remove the risk of having
the same frequency in the same site, in adjacent cells, or in cells pointing at each
other [10]. An explanation of orthogonality is given in Section 2.6.

Radio Environment

Environmental phenomena that affect the position estimation accuracy are for
instance nlos conditions, multipath propagation and shadow-fading. Multipath
propagation is caused by reflection, diffraction and scattering of the transmit-
ted signal because of obstacles in the environment, resulting in the signal taking
different paths before it is received. This means the transmitted signal will be
received from different directions and with different delays. Moreover, the multi-
path propagation will result in fading of the signal. This has a significant impact
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on the toa estimation, one step in the position estimation chain, and can lead to
large errors in the position estimation accuracy. If there are many measurements
available, it is possible to detect and reduce large bias errors from the position
calculations if some of the measurements suffer from less multipath and nlos
propagation [10].

Network Synchronisation

For a positioning technique such as dl-tdoa, the synchronisation between the
bss is vital for the position estimation accuracy. Each nanosecond translates to
approximately 0.3 m of ranging error if the signal is propagating with the speed
of light. This could mean large errors in the position estimation since the hy-
perbolic lines used for ue position estimation will be more uncertain. As the
synchronisation error increases, the ue position estimation error also gradually
increases [10].

2.3 Positioning Techniques

There are several positioning methods that can be used in a telecommunication
network, that is, a network where bss and ues wirelessly are exchanging informa-
tion. Using wireless communication leads to bandwidth limitations and synchro-
nisation problems that must be considered in the methods used. The positioning
methods either depend on waveform observations, timing observations or power
observations [12]. In this report, focus will lie on methods that are based on
timing observations, more specifically dl-tdoa and rtt.

In a timing observation model the position to be estimated is calculated using
observed travel times of a signal. Often it is easier to interpret the time as a
distance and from here on all measured times are therefore multiplied by the
speed of light to obtain measurement in meters.

The positioning methods are based on nonlinear models with assumed ex-
plicit additive noise. For this case, a general measurement equation at time t has
the form

yt = h(θt) + et , (2.1)

where yt is the measurement, h(θt) is a nonlinear measurement model and et is
the measurement noise [13]. All recently mentioned variables are vector-valued.
The variable θt = [xt yt zt]T is the 3d position of the ue. In general, the function
h(θt) will implicitly depend on the known and constant 3d positions of the N bss,
pi = [xi y i zi]T , i = 1, . . . , N . This thesis will only cover the static case, meaning
everything will be studied at a single time instance and therefore all time indices
will be omitted from the upcoming equations.

2.3.1 Downlink Time Difference of Arrival

A Time Difference Of Arrival (tdoa) measurement is obtained by taking the dif-
ference between two toa measurements. The toa technique, which measures



2.3 Positioning Techniques 9

the travel time of a signal between a bs and a ue, works best in an entirely syn-
chronous network. Normally, the ue clock is not synchronised with the bs clock,
meaning this clock bias will occur as a nuisance parameter [13]. The expression
for a toa observation, y iTOA, based on bs i in an asynchronous network is

y iTOA = |θ − pi | + δi + ei , i = 1, . . . , N , (2.2)

with δi being the unknown clock bias between the ue and bs i.
There are two different ways to implement the tdoa method in a telecom-

munication network and that is to specify a network direction, either downlink
or uplink. dl-tdoa makes use of toa measurements from the downlink signal,
that is, the time for the signal to travel from a bs to the ue. The downlink sig-
nal that is used is called prs and will be further described in Section 2.7. From
Equation (2.2) and assuming all bss are synchronised a dl-tdoa observation,
y
i, j
DL-TDOA, based on a reference bs i and any other bs j is then expressed as

y
i, j
DL-TDOA = |θ − pi | − |θ − pj | + ei − ej , 1 ≤ i ≤ N, j = 1, . . . , N , j , i. (2.3)

In Equation (2.3) the clock bias has been cancelled out due to the assumption
of the bss being synchronised. This measurement model further assumes Line-
Of-Sight (los) measurements. With a nlos measurement, a positive offset is
included in y i, jDL-TDOA due to a longer signal path. The offset is not taken into con-
sideration in the position estimation, meaning Equation (2.3) does not completely
hold in nlos conditions. The dl-tdoameasurement is also known as a Reference
Signal Time Difference (rstd) measurement [10, 13]. All the rstd measurements
are sent to the Location Management Function (lmf) for further computations, re-
sulting in a position estimate of the ue [2]. The position estimation accuracy
depends on how accurate the rstdmeasurements are, which in turn depends on
the network synchronisation accuracy and the bs locations [13].

2.3.2 Multi-cell Round Trip Time

In rtt positioning, the rtt measurement corresponds to the travel time of the
signal from a bs to the ue and back to the bs. The latency between the uplink and
downlink signals is also included in the measurement. As opposed to dl-tdoa,
the signal used with the rtt technique is usually not the prs. When utilising
measurements from multiple bss while conducting the position estimation the
technique is called multi-cell rtt [15]. For simplicity, it will be referred to as
only rtt in the rest of the thesis. An rttmeasurement, y iRTT, based on bs i is the
sum of an uplink and a downlink toameasurement [20, 27],

y iRTT = 2|θ − pi | + eT OA, uplink + eT OA, downlink , i = 1, . . . , N . (2.4)

As with dl-tdoa, the measurement model for rtt assumes los. The measure-
ments are then sent to the lmf in order to finally receive a position estimate of
the ue. Since both the uplink and the downlink signals are used for every bs, no
common clock is needed in the telecommunication network when rtt is used for
position estimation [11].
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2.4 Cramér-Rao Lower Bound

It is often useful to state a lower bound on the variance for any unbiased estimator
and the Cramér-Rao Lower Bound (crlb) serves that purpose. An estimator is said
to be unbiased if it on average yields the true value of the unknown parameter,
mathematically fulfilling the criterion

E[θ̂] = θ, a < θ < b (2.5)

where θ is the parameter to be estimated, θ̂ is the estimate and a and b are the
upper and lower limit of θ, respectively. One can motivate that an estimator is a
Minimum Variance Unbiased (mvu) estimator if it, for all values of the unknown
parameter, achieves the crlb. In an opposite way it can function as a benchmark
to which the performance of other unbiased estimators can be compared, mean-
ing it is impossible to find an unbiased estimator with a variance less than the
bound [14]. In this thesis, θ in Equation (2.5) is the vector with the x, y and z
positions of the ue.

In order to compute the crlb one needs to first determine the Fisher Informa-
tion Matrix (fim), I (θ), which with the current assumptions is given by

I (θ) = E[∇Tθ lnpE(y − h(θ))∇θlnpE(y − h(θ))], (2.6)

where

∇θlnpE(y − h(θ)) =
[
∂lnpE(y − h(θ))

∂x

∂lnpE(y − h(θ))
∂y

∂lnpE(y − h(θ))
∂z

]
(2.7)

and pE(y − h(θ)) is the likelihood function of the given error distribution [13].
When the measurement noise is of the type Additive White Gaussian Noise (awgn),
the fim becomes

I (θ) = HT (θ)R−1(θ)H(θ), (2.8)

where R is the noise covariance matrix and with

H(θ) = ∇θh(θ). (2.9)

One can also note that the information is additive for independent observations
[12], meaning M observations will result in the following expression for I (θ)

I (θ) = I1:M (θ) =
M∑
t=1

It(θ), (2.10)

where It(θ) is the fim at time t. Independent of how I (θ) is calculated, crlb is
finally given by

Cov(θ̂) ≥ I−1(θ). (2.11)

The relation in Equation (2.10) implies what may be intuitive, that more informa-
tion results in a lower bound [13, 14].
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In positioning studies, plotting the positioning error in meters is a relevant
performance metric and it is achieved by calculating the Root Mean Square Error
(rmse) [13]. A lower bound for the rmse of an estimator is obtained by ultimately
taking the square root of the trace of crlb

RMSE =
√

E
[
(x − x̂)2 + (y − ŷ)2 + (z − ẑ)2] ≥ √

Cov(θ̂) ≥
√

tr(I−1(θ)). (2.12)

When only the 2d ue position is of interest, a lower bound for this for this error
can be obtained from the fim as

RMSE =
√

E
[
(x − x̂)2 + (y − ŷ)2] ≥ √

I−1
1, 1(θ) + I−1

2, 2(θ), (2.13)

with I−1
1, 1(θ) and I−1

2, 2(θ) being the two first diagonal elements of I−1.

2.4.1 Downlink Time Difference of Arrival

In this section the analytical expression for crlb using dl-tdoa is derived while
still keeping to the definitions and assumptions made in previous sections. When
studying crlb no signal or network direction is involved, hence dl-tdoa will
here be referred to as tdoa.

According to Equations (2.1) and (2.3), the following applies when bs number
1 is used as reference

hTDOA(θ) =


|θ − p1| − |θ − p2|
|θ − p1| − |θ − p3|

...
|θ − p1| − |θ − pN |

 . (2.14)

Computing HT DOA according to Equation (2.9) for hT DOA(θ) gives

HT DOA =


x−x1
d1
− x−x2

d2

y−y1
d1
− y−y2

d2

z−z1
d1
− z−z2

d2x−x1
d1
− x−x3

d3

y−y1
d1
− y−y3

d3

z−z1
d1
− z−z3

d3
...

...
...

x−x1
d1
− x−xN

dN

y−y1
d1
− y−yN

dN
z−z1
d1
− z−zN

dN

 , (2.15)

where the distance, dj , between the ue and bs j is defined as

dj =
√

(x − xj )2 + (y − yj )2 + (z − zj )2, j = 1, . . . , N . (2.16)

The measurement noise covariance matrix R becomes

R =


σ2

1 + σ2
2 σ2

1 . . . σ2
1

σ2
1 σ2

1 + σ2
3 . . . σ2

1
...

...
. . .

...
σ2

1 σ2
1 . . . σ2

1 + σ2
N

 , (2.17)
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where σ2
i is the measurement noise variance from bs i. The fim is obtained by

inserting Equations (2.15) and (2.17) into Equation (2.8), which when inserted
into Equation (2.11) results in crlb for tdoa. From this, using Equation (2.13),
the 2d rmse is obtained for the position θ of the ue.

2.4.2 Multi-cell Round Trip Time

In this section the analytical expression for crlb using rtt is derived while, as in
the tdoa case, still keeping to the definitions and assumptions made in previous
sections.

According to Equations (2.1) and (2.4), the following applies

hRT T (θ) = 2


|θ − p1|
|θ − p2|

...
|θ − pN |

 . (2.18)

Computing HRT T according to Equation (2.9) for hRT T (θ) gives

HRT T = 2


x−x1
d1

y−y1
d1

z−z1
d1x−x2

d2

y−y2
d2

z−z2
d2

...
...

...
x−xN
dN

y−yN
dN

z−zN
dN

 , (2.19)

where dj is defined as in Equation (2.16). The measurement noise covariance
matrix R becomes

R =


σ2

1 0 . . . 0
0 σ2

2 . . . 0
...

...
. . .

...
0 0 . . . σ2

N

 . (2.20)

fim is obtained by inserting Equations (2.19) and (2.20) into Equation (2.8), which
when inserted into Equation (2.11) results in crlb for rtt. From this, using Equa-
tion (2.13), the 2d rmse is obtained for the position θ of the ue as in the tdoa
case.

2.5 Geometric Dilution of Precision

gdop is an expression describing the effect coming from geometry on the rela-
tionship between positioning error and measurement error [26]

GDOP =
Positioning error

Measurement error
. (2.21)

The range, di , from a ue to the ith bs is defined as in Equation (2.16) and is
obtained by multiplying the corresponding toa measurement with the speed
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of light. If the available measurements are range differences they can be made
independent to each other by utilising the concept of pseudo-ranges, P Ri ,

P Ri = di + ρ, i = 1, . . . , N , (2.22)

where ρ is an arbitrary range offset [17]. Assuming random, independent, zero-
mean noise with equal variance for all measurements, the matrix HGDOP is writ-
ten as

HGDOP =



∂P R1
∂x

∂P R1
∂y

∂P R1
∂ρ

∂P R2
∂x

∂P R2
∂y

∂P R2
∂ρ

...
...

...
∂P RN
∂x

∂P RN
∂y

∂P RN
∂ρ


. (2.23)

The partial derivatives in Equation (2.23) are

∂P Ri
∂x

=
x − xi
di

,
∂P Ri
∂y

=
y − yi
di

,
∂P Ri
∂ρ

= 1. (2.24)

gdop is finally calculated as

GDOP =
√
G1,1 + G2,2, (2.25)

with G1, 1 and G2, 2 being the two first diagonal elements of G

G = (HT
GDOPHGDOP )−1. (2.26)

2.6 Orthogonality

When transmitting serial data, the conventional method is to sequentially trans-
mit symbols bearing information. Each symbol’s frequency spectrum occupies
the entire available bandwidth [28]. The bandwidth itself is then divided into
separate parallel frequency bands, or channels, onto which the different infor-
mation streams are mapped. In order to reduce interference between adjacent
frequency bands a frequency guard is introduced to separate them from each
other. This well-known technique is a modulation scheme called Frequency Divi-
sion Multiplexing (fdm) [16].

The concept of fdm can be extended to what is known as Orthogonal Frequency
Division Multiplexing (ofdm). In ofdm the information is carried by multiple
closely spaced orthogonal subcarriers with a guard interval between the symbols
in the time domain instead of between the frequency bands in the frequency
domain.

Each subcarrier will in the frequency domain result in a sinc function spec-
trum and the ofdm signal can be described as a signal consisting of a set of
closely spaced subcarriers. The side lobes will overlap adjacent subcarriers and
cause interference if the subcarrier spacing is not chosen wisely. In ofdm the
subcarriers are orthogonally spaced which means that each individual peak of a
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subcarrier is aligned with the zeros of any other subcarrier spectra, see Figure 2.1.
The carefully chosen spacing prevents interference between overlapping subcar-
riers and results in an increased spectral efficiency by allowing a larger amount
of subcarriers per bandwidth [16]. This is what is meant by having orthogonal
signals in the frequency domain.

Frequency

Figure 2.1: Example of ofdm signal spectrum.

When the orthogonal subcarriers fill the bandwidth an Inverse Fast Fourier
Transform (ifft) is performed to produce an ofdm signal in the time domain.
As mentioned before, guard intervals are then inserted between the transmitted
signals with the purpose of preventing inter-symbol interference. To recover the
original data, a Fast Fourier Transform (fft) is later performed at the receiver [16].

2.7 Positioning Reference Signal

The signal called prs, which was referred to in Section 2.3.1, was introduced
in 3gpp lte Release 9 to improve the performance of otdoa positioning by al-
lowing proper timing measurements of the signals sent from multiple bss to a
ue. The downlink signals which were previously relied upon suffered from poor
hearability, something that is crucial when using otdoa positioning and when
signals from multiple dispersed bss have to be detected [10].

The prs is allocated on resource elements and these are the smallest time-
frequency resources available. One resource element corresponds to one subcar-
rier. Twelve resource elements make up a physical resource block of which there
can be a maximum of 275 [7]. The number of resource blocks determines the prs
bandwidth.

A notation commonly used for describing the orthogonality of a signal is
comb-X, where X is a number representing the frequency re-use. The frequency
re-use specifies how many orthogonal signals can be generated. Comb-1 means
only one orthogonal signal can be generated and comb-4 means four orthogonal
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signals in total can be generated. The prs in 5g supports multiple configura-
tions and the one considered in this thesis is the standard staggered configuration
which can be configured for comb factors ranging from 2 to 12. Figure 2.2 illus-
trates the standard staggered prs configuration with comb-4 for one bswhere the
prs is allocated on the orange blocks. The prs sequence generation and mapping
to physical resources are defined by 3gpp in accordance with TS 38.211 [5].
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Figure 2.2: Example of comb-4 prs configuration. The prs is allocated on
the orange blocks.





3
Methodology

The solution methodology of the thesis stated problem is presented in this chap-
ter. First thematlab simulation tool is introduced followed by a summary of the
deployment parameters. Moving on, the link level study is described and lastly
the processes of studying the ioo and inf scenarios is explained.

3.1 Positioning Simulator

The positioning studies is performed using an internal simulation tool provided
by Ericsson that supports timing measurements based on both uplink and down-
link reference signals. The work flow when utilising the simulator is to first gen-
erate various data such as toa estimates and los information to then be used
for the position estimations. The simulation type can either be system level or
link level. After the data is collected it is used in a position estimator which out-
puts various figures and data related to, for example, positioning accuracy. The
two simulation types and how they affect the simulation will be explained below,
as well as the toa estimator, the position estimator and the newly implemented
functionalities. The new functionalities are mainly visualisation options for use
in this thesis.

3.1.1 System Level Simulation

A system level simulation means that a complete scenario with a set of ues dis-
tributed geographically has been considered. The position estimation is done for
all ues in that scenario based on the obtained toa estimates from all bss. The
output data consists, as mentioned before, of toa and los information but also
Signal-to-Interference-plus-Noise Ratio (sinr) and node information. The calcula-
tions are usually computationally heavy, hence they are carried out on a compute

17
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cluster.

3.1.2 Link Level Simulation

In contrast to a system level simulation a link level simulation focuses on study-
ing a single link between a bs and a ue. In this kind of simulation the purpose is
to evaluate the performance of the toa estimator when the Signal-to-Noise Ratio
(snr) of a link is changed. The output data consists of toa errors and information
about how many toa estimation attempts failed.

3.1.3 Time of Arrival Estimator

The toa estimator is called upon during the simulations in order to calculate
toa estimates needed by the position estimator. When a ue receives a prs from
a bs it performs a cross-correlation with an original copy of the prs known to
the ue. The cross-correlation will produce a Power Delay Profile (pdp) containing
multiple peaks corresponding to different signal paths. Amongst all the paths,
the toa of the first path is of interest for positioning.

To determine the toa of the first path, the peak corresponding to the first path
needs to be detected. To do so, the toa estimator relies on two threshold values.
The first threshold value is defined as −log2(p) to select the first peak that has
probability ≤ p of being a noise sample. The second threshold value is defined as
Sidelobe Guard Fraction to avoid detecting side lobes in the pdp as first path. For
all system level and link level simulations, a set of Sidelobe Guard Fraction values
as [0.15 0.22 0.30 0.35 0.40] and a set of −log2(p) values as [2 3 30 40 50 100]
are considered. toa estimates are computed for all values and the combination
yielding the most accurate estimates is chosen as the optimal parameter combina-
tion. The toa estimates corresponding to this combination is later used for the
position estimation.

3.1.4 Position Estimator

The position estimator uses the data generated in the system level simulation to
compute position estimates of the ues and returns the positioning error repre-
sented as a cdf. Sometimes the tdoa based algorithm cannot solve the position
estimation problem and then falls back on a simple cid based positioning tech-
nique. This method estimates the position of a ue to the position of its serving
cell. There exists a possibility to choose which toa estimates to include when cal-
culating position estimates, for example one can include all available estimates
or only the ones which completely or partly satisfy the los conditions. Partly
satisfying the los conditions implies that one can put a threshold on how much
the toa estimate is allowed to differ from its true value.

3.1.5 New Functionalities

Some new functionalities for post processing the results from the simulations is
implemented in order to better analyse the data. The additions include visualisa-
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tions of the following:

• los statistics — Presented in a histogram showing a distribution of how
many ues that have a certain number of los links. It is also possible to
choose a selected number of ues and obtain the same information, not in a
figure but only as data.

• Positioning error of ues inside and outside the area enclosed by bss — Pre-
sented as cdf curves, one for each group of ues.

• ues with worst positioning error — Presented in a figure containing the
boundaries of the deployment area with the ue locations plotted inside.
The worst X percent of the ues when considering positioning error are plot-
ted, where X is a manually selected threshold.

• Average link strength — Presented in a bar graph showing the average sinr
for the strongest to the weakest bs–ue link.

3.2 Deployment Parameters

Creating and simulating all deployments to be described in the following sec-
tions means adjusting a variety of parameters in the positioning simulator. As
mentioned in Section 1.3, the two scenarios ioo and inf are considered in this
thesis. Many of the scenario specific parameters are already pre-defined by 3gpp
but some parameters are adjustable. The adjustable parameters can be referred
to as deployment parameters and include, for instance, number of bss, positions
of bss and if interference is present or not. The scenario specific parameters and
deployment parameters for the system level and link level simulations are sum-
marised and commented below.

3.2.1 System Level Simulation

The system level simulations cover the two indoor scenarios ioo and inf. The ioo
scenario is defined as an open area of dimensions 120 m × 50 m × 3 m designed to
capture typical indoor scenarios such as shopping malls or office environments.
The bss are in these cases often mounted either on the walls or on the ceiling
at a height of approximately 2–3 m. The inf scenario is designed to represent
factory halls of varying sizes containing different clutter densities, here meaning
different distributions of machines, storage shelves, assembly lines, etc. The area
is 120 m × 60 m with a ceiling height of 5–25 m where the bss can be mounted
at any height. The presence of objects makes this scenario more challenging than
ioo.

Pre-defined scenario parameters for ioo and inf, found in the 3gpp docu-
ments TR 38.855 [3] and TR 38.901 [4], are summarised in Table 3.1. In order
to simulate and study all deployments presented in Sections 3.4 and 3.5 for the
two environments, the different deployment parameters are changed according
to what is listed in Table 3.2.



20 3 Methodology

Table 3.1: Pre-defined scenario parameters for the ioo and inf scenarios.

Scenario parameter ioo inf

Room size 120 m × 50 m × 3 m 120 m × 60 m × 10 m
bs height 3 m 8 m
ue height 1.5 m
Total bs transmission

24 dBm
power
bs antenna radiation

Isotropic
pattern
ue antenna radiation

Isotropic
pattern
uemobility (2d) 3 km/h
Minimum bs–ue

0 m
distance
ue distribution (2d) Uniform

Channel model
Indoor open office
(according to TR

38.901 [4])

Indoor factory
(according to TR

38.901 [4])
los/nlos los and nlos
Penetration loss 0 dB

Table 3.2: Deployment parameters for the system level simulations of ioo
and inf.

Deployment parameter ioo inf

Scenario -
inf-sh, inf-dh (see

Table 3.5)
No of ues 1000 800

No of bss
6, 12, 18, 24, 30, 36,

68 and 207
12, 36 and 91

bs positions See Figure 3.1 See Figure 3.4
isd See Table 3.4 See Table 3.6
Interference True/False False
prs frequency re-use 1, 4 and 12 -
Network direction Downlink/Uplink Downlink

3.2.2 Link Level Simulation

The different deployment parameters used in the link level simulation are pre-
sented in Table 3.3.



3.3 Link Level Study 21

Table 3.3: Deployment parameters and their corresponding values for the
link level simulation.

Deployment parameter Value
Channel model TDL-D (according to

TR 38.901 [4])
No of ues 1
No of bss 1
No of time instants 1000
snr -20 dB to 20 dB
snr step size 5 dB

3.3 Link Level Study

A link level simulation is carried out to evaluate the performance of the toa es-
timator. A channel model called TDL-D representing los conditions is chosen
and the link snr ranges from -20 dB to 20 dB with a step size of 5 dB. This spe-
cific snr interval is chosen since the coverage is rather good in indoor scenarios
and therefore represents what one might expect. The channel behaviour is time-
variant, making it different every time the channel is realised. To address the
channel behaviour variation, numerous simulations at each snr are made. The
link level simulation results thus return the average error of the toa estimates at
a certain snr level.

3.4 Indoor Open Office Study

The ioo environment is the main study item in this work and consequently the
most covered scenario. All investigations are first done in this environment in
order to collect results and reach conclusions to later be tested and confirmed
in the inf environment. dl-tdoa is evaluated throughout all investigations but
the positioning simulator does not completely support rtt. Due to the software
constraint, rtt is only applied in the simulations performed in Section 3.4.1 and
the crlb study performed in Section 3.4.2. In this section the approach taken to
answer the questions asked in the beginning of the report will be explained.

3.4.1 Deployment Scenarios

To be able to investigate the effect of different deployments on the positioning
accuracy, various deployments are defined. As a starting point, the standard de-
ployment for ioo defined by 3gpp in TR 38.901 [4] with two rows of six bss is
used, see Figure 3.1e. Alternative deployments are then designed by varying the
number of bss and their positions.

The number of bss is both increased and decreased with multiples of six, span-
ning from 6–36 bss, with the aim of exploring how densification affects the posi-
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tion estimation and if the improvement in accuracy will eventually saturate. The
saturation aspect is the reason why there are two extra deployments, number 22
and 23, having a significantly higher number of bss compared to the rest, see
Figures 3.1v and 3.1w.

To study the effect of bs geometry the positions of the bss are changed. What
follows are deployments with all bss around the edges, all spread out in the mid-
dle and a mix of both types. Two types of geometry occur several times and these
are referred to as the standard and the edge type. The standard type geometry
is made up of rows of six bss and is inspired by the 3gpp standard deployment,
whereas the edge type geometry always has all bss at the edges of the room. Why
only these deployments are repeated with different number of bss is because the
edge type intuitively seems to have the best potential making it interesting to
compare with deployments inspired by what initially had been agreed to and
proposed by 3gpp.

In total, 23 deployments are created and simulated in the positioning sim-
ulator. They are illustrated in Figure 3.1. Table 3.4 shows the number of bss,
deployment type and Inter-Site Distance (isd) for every deployment. Sometimes
there is not a common isd for the entire deployment but instead it differs between
bss placed around the edges of the area and the bss placed in the centre of the
area. This is indicated in the table. In some deployments the isd is expressed as
X/Y m which in every case means that the isd between a bs in the corner and the
adjacent one is adjusted to X m in order for the others to have a constant isd of
Y m.
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(c) ioo deployment 3.
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(d) ioo deployment 4.
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(e) ioo deployment 5.
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(f) ioo deployment 6.
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(g) ioo deployment 7.
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(h) ioo deployment 8.
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(i) ioo deployment 9.

Figure 3.1: Every bs deployment studied in the ioo scenario. The red lines
represent the 50 m × 120 m area and the black triangles represent the bss.
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(j) ioo deployment 10.
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(k) ioo deployment 11.
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(l) ioo deployment 12.
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(m) ioo deployment 13.

-60 -40 -20 0 20 40 60

x [m]

-30

-20

-10

0

10

20

30

y 
[m

]

Deployment 14

(n) ioo deployment 14.
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(o) ioo deployment 15.
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(p) ioo deployment 16.
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(q) ioo deployment 17.
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(r) ioo deployment 18.
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Figure 3.1: Continued.
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Figure 3.1: Continued.

Table 3.4: Number of bss, type and isd of the 23 investigated ioo deploy-
ments are presented in this table.

ioo No of Type isddeployment bss

1 6 Standard
X-axis: 30 m
Y-axis: 20 m

2 6 Edge
X-axis: 60 m
Y-axis: 50 m

3 6 -
X-axis (edge): 120 m
Y-axis (edge): 50 m

X-axis (centre): 40 m

4 6 -
X-axis: 40 m
Y-axis: 50 m

5 12 Standard
X-axis: 20 m
Y-axis: 20 m

6 12 Edge
X-axis: 40 m

Y-axis: 16/17 m

7 12 -

X-axis (edge): 60 m
Y-axis (edge): 25 m

X-axis (centre): 60 m
Y-axis (centre): 25 m

8 12 -
X-axis: 12.5 m
Y-axis: 24 m

9 18 Standard
X-axis: 20 m
Y-axis: 20 m

10 18 Edge
X-axis: 24 m

Y-axis: 12.5 m

11 18 -

X-axis (edge): 25 m
Y-axis (edge): 25 m

X-axis (centre): 25 m
Y-axis (centre): 20 m
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12 18 -

X-axis (edge): 40 m
Y-axis (edge): 25 m

X-axis (centre): 40 m
Y-axis (centre): 25 m

13 24 Standard
X-axis: 20 m
Y-axis: 10 m

14 24 Edge
X-axis: 17 m
Y-axis: 10 m

15 24 -

X-axis (edge): 24 m
Y-axis (edge): 16/17 m
X-axis (centre): 24 m

Y-axis (centre): 16/17 m

16 24 -

X-axis (edge): 30 m
Y-axis (edge): 16/17 m
X-axis (centre): 30 m
Y-axis (centre): 16 m

17 30 Standard
X-axis: 20 m
Y-axis: 8 m

18 30 Edge
X-axis: 11/14 m

Y-axis: 8/9 m

19 30 -

X-axis (edge): 24 m
Y-axis (edge): 12.5 m
X-axis (centre): 20 m
Y-axis (centre): 20 m

20 36 Standard
X-axis: 20 m
Y-axis: 8 m

21 36 Edge
X-axis: 10/15 m

Y-axis: 5/8 m

22 207 Standard
X-axis: 5 m
Y-axis: 5 m

23 68 Edge
X-axis: 5 m
Y-axis: 5 m

3.4.2 Cramér-Rao Lower Bound Investigation

During the crlb investigation the theory presented in Section 2.4 is applied. To
be able to make a comparison between the theoretical crlb and the simulated
positioning errors, a reasonable measurement noise level has to be chosen for the
theoretical study. To decide what is a reasonable measurement noise level, mean-
ing the variances of the noise terms in Equations (2.3) and (2.4), the distribution
of the simulated toa estimation errors is determined for dl-tdoa simulations.
The difference between the true and the estimated toa values is calculated for
each deployment and results in a Gaussian distribution with a mean of 0.12 m
and a variance of 0.53. These values are obtained when toa estimation errors
larger than 3 m are considered as outliers and filtered out. Since the theoretical
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measurement model assumes awgn with zero mean, an approximation is made
considering a measurement model that follows a Gaussian distribution with zero
mean and a variance of 0.53. The variance is assumed equal for all N measure-
ment errors, meaning σ2

1 = σ2
2 = · · · = σ2

N = 0.53. These values are used when
studying both dl-tdoa and rtt.

3.4.3 Geometry

One factor affecting the positioning error is the deployment geometry and it is
analysed using the theory presented in Section 2.5. The theoretical gdop is calcu-
lated for deployments 1, 2, 5, 6, 20 and 21, which are all of the edge and standard
types. Deployments 1, 2, 20 and 21 are chosen with the purpose of having rep-
resentatives with the fewest and most number of bss. Deployments 5 and 6 are
included since 3gpp specifies 12 bss in their standard deployment. With this
choice of deployments, it is possible to observe how the gdop develops when the
number of bss increases while still using the same type of deployment.

Another geometry aspect is to investigate if the positioning error of ues lo-
cated inside and outside the convex hull of the bss differs. The convex hull of
the bss is defined as the area enclosed by them. This is thought of as a way to
confirm the results obtained by studying gdop. Since the convex hull of an edge
deployment is the whole area, only three standard deployments are used.

One last point of interest regarding deployment geometry is to find out where
the 10% of the ues with the worst positioning error are located and if this can be
related to gdop. This is examined for the deployments mentioned above.

3.4.4 Interference

The effect of interference on the positioning accuracy is investigated by perform-
ing simulations utilising different numbers of orthogonal signals. Deployments
5, 6, and 20 are studied with the same motivation as in the previous section and
each deployment has three interference cases. Two of the cases correspond to the
extremes where either no or all prss interfere with each other. The third case
corresponds to an intermediate one where three prss interfere with each other.
For deployments 5 and 6 this means two scenarios where the prs is configured as
comb-1 and comb-4 signals, and one scenario where interference is disabled. For
deployment 20 it means two scenarios where the prs is configured as comb-1 and
comb-12, and one scenario where interference is disabled. Setting the frequency
re-use equal to 4 and 12 when using 12 and 36 bss, respectively, results in one
bs interfering with two others. As mentioned in Section 2.6, 3gpp only allows
up to twelve orthogonal signals, implicating that having deployment 20 with no
signals interfering based on frequency re-use is impossible but still interesting to
study.

Interfering bss can be placed in different patterns when trying to minimise the
effect of interference by virtue of network plannings. However, in this study we
take no such considerations. The network planning used for comb-4 and comb-
12 is here called down up planning. This planning means that the bss are given an
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ID starting from the bs that is located at the bottom left corner of the deployment
and then increasing the ID by going down to up and continuing to the right. The
ID count starts over when it becomes equal to the re-use factor. The allocated
ID is then used to generate prss where mod(ID, re-use factor) determines the al-
located frequency resources for the prs transmission to that particular bs. The
network planning when all prss interfere is called all interfering when no prss
interfere with each other is called no interference. The latter represents the de-
fault simulation setup. The network plannings down up and all interfering for all
deployments are shown in Figures 3.2 and 3.3

When signals interfere with each other the sinr of each bs–ue link will most
likely be affected. This phenomenon might have an impact on the positioning
accuracy and therefore the link sinr is also examined for the different deploy-
ments.

(a) Network planning down up with comb-
4 for ioo deployment 5.

(b) Network planning all interfering with
comb-1 for ioo deployment 5.

(c) Network planning down up with comb-
4 for ioo deployment 6.

(d) Network planning all interfering with
comb-1 for ioo deployment 6.

Figure 3.2: Two different network plannings; down up and all interfering for
ioo deployment 5 and 6, both with 12 bss.
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(a) Network planning down up with comb-
12 for ioo deployment 20.

(b) Network planning all interfering with
comb-1 for ioo deployment 20.

Figure 3.3: Two different network plannings; down up and all interfering for
ioo deployment 20 with 36 bss.

3.4.5 Line-Of-Sight

The last topic covered in the ioo study concerns the effect of los links on the
positioning accuracy. Up until this point every investigation is described having
in mind that all available measurements shall be used for the position estima-
tion. The available measurements consist of both los and nlos links. Instead
of utilising all measurements when calculating the positioning accuracy it is in-
teresting to examine if the accuracy improves or worsens when only using los
measurements. This is applied for the simulation described in Section 3.4.1, for
the investigation of the locations of ues with worst positioning error and for the
interference simulations. To be able to draw further conclusions about the effect
of los conditions the number of los links for every ue in deployments 1–21 is
studied as well.

3.5 Indoor Factory Study

After carrying out investigations in the ioo environment, focus turns to the inf
scenario. This scenario has five different variants compared to the single variant
in the ioo scenario. Out of the five, two variants named Indoor Factory - Sparse
High (inf-sh) and Indoor Factory - Dense High (inf-dh) are chosen for the study as
they depict inf scenarios with sparse and dense clutter. The sparse clutter option
specifies a scenario with < 40% of the deployment area being covered by clutter
and the dense clutter option specifies a scenario with ≥ 40% of the deployment
area being covered by clutter. Both scenarios have highly mounted bss. Table 3.5
contains summarised descriptions of inf-sh and inf-dh.

The inf scenarios are supposed to function as environments where observa-
tions and conclusions from the ioo scenario can be further tested and validated,
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therefore the scope of this study is not as large and extensive in comparison to
the ioo scenario. Interference is not considered in these simulations and only
dl-tdoa is applied.

Table 3.5: Descriptions of inf-sh and inf-dh.

inf scenario parameter inf-sh inf-dh

Effective clutter height 0–10 m
External wall and ceiling
type

Concrete or metal walls and ceiling with
metal coated windows.

Clutter type

Big machineries
composed of regular
metallic surfaces. For

example: several
mixed production
areas with open
spaces and stor-

age/commissioning
areas.

Small to medium
metallic machinery

and objects with
irregular structure.

For example:
assembly and

production lines
surrounded by mixed

small-sized
machineries.

Typical clutter size 10 m 2 m
Clutter density < 40% ≥ 40%

3.5.1 Deployment Scenarios

Based on the results of the ioo study seven deployments are created and sim-
ulated in the positioning simulator. Three deployments contain 12 bss, three
contain 36 bss and one contains 91 bss, all deployments are of the types stan-
dard, edge and a mix between them. The last deployment with 91 bss is added
with the purpose of analysing if a drastic increase in the number of bss will yield
significantly better positioning accuracy or not. All deployments are illustrated
in Figure 3.4 and Table 3.6 shows the number of bss, deployment type and isd.
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(b) inf deployment 2.

-60 -40 -20 0 20 40 60

x [m]

-30

-20

-10

0

10

20

30

y 
[m

]

Deployment 3

(c) inf deployment 3.
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Figure 3.4: Every bs deployment studied in the inf scenarios. The red lines
represent the 60 m × 120 m area and the black triangles represent the bss.

Table 3.6: Number of bss, type and isd of the seven investigated inf deploy-
ments.

inf No of Type isddeployment bss

1 12 Standard
X-axis: 20 m
Y-axis: 20 m

2 12 Edge
X-axis: 30 m
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Y-axis: 30 m

3 12 Mixed

X-axis (edge): 60 m
Y-axis (edge): 60 m

X-axis (centre): 40 m
Y-axis (centre): 20 m

4 36 Standard
X-axis: 20 m
Y-axis: 10 m

5 36 Edge
X-axis: 10 m
Y-axis: 10 m

6 36 Mixed

X-axis (edge): 20 m
Y-axis (edge): 20 m

X-axis (centre): 20 m
Y-axis (centre): 20 m

7 91 Mixed

X-axis (edge): 10 m
Y-axis (edge): 10 m

X-axis (centre): 10 m
Y-axis (centre): 10 m

3.5.2 Geometry

As a result of how the inf scenarios of interest are defined, the bss are mounted
above the clutter at a higher height compared to ioo. Changing the bs height
is not supported by the software and is therefore a geometric aspect that will
not be investigated. Because other effects of deployment geometry has already
been explored in the ioo scenario, the only geometry perspective taken with the
inf scenario is to investigate where the ues with the worst positioning error are
located. This aspect is of interest since the presence of different amount of clut-
ter can maybe impact the position estimation of these ues and not stay in line
with what might be suggested by gdop. Only the deployments with 12 bss are
compared for this analysis.

Afterwards when the result is inspected, bss are either moved or added to
areas where the worst positioned ues are located in order to observe if any change
occurs.

3.5.3 Line-Of-Sight

The two different clutter density options make it interesting to study the number
of los links for every ue. This is studied for all deployments. Additionally, as
with ioo, the position accuracy is simulated when only los measurements are
used when doing the positioning estimation.

3.5.4 Fallback Positioning Technique

As mentioned in Section 3.1.4, a cid based positioning method is used when it is
impossible for the simulator to compute a tdoa or rtt position estimate of a ue.
The inf scenario with dense clutter represents a very challenging environment
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and therefore a performance comparison is made between using the default dl-
tdoa algorithm and using only cid based ue position estimates.





4
Simulation Results

In this chapter the results from different simulations are presented. The link level
results are followed by the system level results, all of which are performed with
the same set of simulation parameters displayed in Table 4.1

Table 4.1: Simulation parameters common for both link and system level
simulations.

Simulation parameter Value
Carrier frequency 2 GHz
Subcarrier spacing 30 kHz
No of subcarriers 4096
prs bandwidth 100 MHz

4.1 Link Level Study

The link level simulations are carried out according to Section 3.3. Figure 4.1a
shows the rmse of the toa estimates when the snr ranges from −10 dB to 20 dB.
The performance of the toa estimator is consistent for multiple parameter com-
binations in the snr interval −5 dB to 20 dB. It means that equally accurate toa
estimates can be obtained when using one of those toa estimator parameter com-
binations, described in Section 3.1.3, if the snr values lie within this range.

At low snr the toa estimator sometimes fails to calculate toa estimates, thus,
only toa estimates corresponding to snr with a low failure ratio are considered
when determining the best performing parameter combination. When snr =
−20 dB and snr = −15 dB the failure ratio is always high, see Figure 4.2a, there-
fore the rmse corresponding such snr is omitted from the calculations. Taking

35
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the above into consideration the parameter combination yielding the lowest aver-
age rmse when snr ≥ −10 is visualised in Figure 4.1b. With the best parameter
combination the rmse is around 1 m at snr = −10 dB but at snr = −5 dB and
onwards it decreases to a value just below 0.3 m and the toa estimator performs
consistently. At its best the toa estimates include an error of at least 0.27 m and
this result puts an upper limit on how well the toa estimator can perform.
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Figure 4.1: rmse of the toa estimates for (a) all 30 different parameter com-
binations and (b) the best combination.
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Figure 4.2: Failure ratio of the toa estimates for (a) all 30 different parame-
ter combinations and (b) the best combination.
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4.2 Indoor Open Office Study

All theoretical and simulation results obtained when studying the ioo scenario
are presented in this section. For a consistent behaviour of the toa estimator, the
same parameter combination, described in Section 3.1.3, was used throughout
all ioo simulations, with two exceptions. The first exception is the investigation
of the ues with the worst positioning error in Section 4.2.4, where the optimal
parameter index for each deployment was considered. The other exception is
the study of positioning accuracy inside and outside the convex hull of the bss
in Section 4.2.3, where the optimal parameter index for each deployment was
considered.

4.2.1 Theoretical and Simulated Positioning Accuracy

Deployments 1–21, presented in Section 3.4.1, were simulated when investigat-
ing the theoretical crlb. The resulting heat maps representing the rmse of the
position estimates for deployments 1, 2, 5, 6, 20 and 21 are shown in Figures 4.3–
4.5. These are standard and edge deployments containing 6, 12 and 36 bss. The
black dots in the heat maps represent the location of bss and the red lines mark
the boundaries of the deployment area. What can be noted is that the size of
the rmse of the position estimates is larger for tdoa than rtt in every deploy-
ment. There is also a much larger variation in rmse for tdoa compared to rtt.
The heat maps corresponding to the remaining deployments depict the same be-
haviour and can be seen in Appendix A.1.1.
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(a) rmse for tdoa in ioo deployment 1. (b) rmse for rtt in ioo deployment 1.

(c) rmse for tdoa in ioo deployment 2. (d) rmse for rtt in ioo deployment 2.

Figure 4.3: Heat maps showing the rmse of the position estimates using
tdoa and rtt for ioo deployments 1 and 2 with 6 bss each.
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(a) rmse for tdoa in ioo deployment 5. (b) rmse for rtt in ioo deployment 5.

(c) rmse for tdoa in ioo deployment 6. (d) rmse for rtt in ioo deployment 6.

Figure 4.4: Heat maps showing the rmse of the position estimates using
tdoa and rtt for ioo deployments 5 and 6 with 12 bss each.
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(a) rmse for tdoa in ioo deployment 20. (b) rmse for rtt in ioo deployment 20.

(c) rmse for tdoa in ioo deployment 21. (d) rmse for rtt in ioo deployment 21.

Figure 4.5: Heat maps showing the rmse of the position estimates using
tdoa and rtt for ioo deployments 20 and 21 with 36 bss each.

The theoretical rmse of the position estimates for each of the 21 deployments
is also visualised as a cdf, both for tdoa and rtt. cdfs produced from deploy-
ments with the same number of bss are grouped together in one figure for easy
comparison. The cdfs for tdoa can be seen in Figure 4.6 and for rtt in Fig-
ure 4.7. In these plots we can observe that the positioning accuracy is worse for
the standard deployments as compared to the edge deployments with the excep-
tion of deployment 8 in Figures 4.6b and Figures 4.7b. The edge deployments
always have the best positioning accuracy and the mixed deployments lie in be-
tween. This is true for both positioning techniques. It is also visible from the
said figures that there is a decrement in positioning error as the number of bss
increases.
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(a) ioo deployments 1–4 with 6 bss.
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(b) ioo deployments 5–8 with 12 bss.
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(c) ioo deployments 9–12 with 18 bss.
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(d) ioo deployments 13–16 with 24 bss.

0 0.5 1 1.5 2 2.5

Horizontal positioning error lower bound [m]

0

10

20

30

40

50

60

70

80

90

100

P
ro

ba
bi

lit
y 

[%
]

Theoretical positioning error for deployments with 30 BSs
TDOA

Deployment 17
Deployment 18
Deployment 19

(e) ioo deployments 17–19 with 30 bss.
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(f) ioo deployments 20–21 with 36 bss.

Figure 4.6: cdfs showing the theoretical lower bound of the horizontal po-
sitioning error using tdoa for ioo deployments 1–21.
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(a) ioo deployments 1–4 with 6 bss.
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(b) ioo deployments 5–8 with 12 bss.
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(c) ioo deployments 9–12 with 18 bss.
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(d) ioo deployments 13–16 with 24 bss.
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(e) ioo deployments 17–19 with 30 bss.
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(f) ioo deployments 20–21 with 36 bss.

Figure 4.7: cdfs showing the theoretical lower bound of the horizontal po-
sitioning error using rtt for ioo deployments 1–21.
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The simulated positioning errors for deployments 1–21 are visualised as cdfs
for dl-tdoa and rtt in Figures 4.8 and 4.9, respectively. For dl-tdoa the solid
lines represent positioning errors where all available measurements are used in
the estimation and the dashed lines represent positioning errors where only mea-
surements from los links are used. The simulation results for both positioning
techniques follow a similar pattern concerning the performance of the different
deployments as observed in the theoretical results. The positioning accuracy im-
proves as the number of bss increases for both positioning techniques but the
difference in positioning error between them is very small. When only los mea-
surements are used when estimating the position, the accuracy increases com-
pared to utilising all available measurements. This holds when the number of
bss is at least 18, otherwise the accuracy becomes better when all measurements
are included.
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(b) ioo deployments 5–8 with 12 bss.
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(c) ioo deployments 9–12 with 18 bss.
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(d) ioo deployments 13–16 with 24 bss.
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(e) ioo deployments 17–19 with 30 bss.
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Figure 4.8: cdfs showing the simulated positioning error using dl-tdoa for
ioo deployments 1–21 using either all measurements or only los measure-
ments.



4.2 Indoor Open Office Study 45

0 2 4 6 8 10 12 14 16 18 20

Horizontal positioning error [m]

0

10

20

30

40

50

60

70

80

90

100

P
ro

ba
bi

lit
y 

[%
]

Positioning error for deployments with 6 BSs
using RTT

Deployment 1
Deployment 2
Deployment 3
Deployment 4

(a) ioo deployments 1–4 with 6 bss.
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(b) ioo deployments 5–8 with 12 bss.
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(c) ioo deployments 9–12 with 18 bss.
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(e) ioo deployments 17–19 with 30 bss.
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Figure 4.9: cdfs showing the simulated positioning error using rtt for ioo
deployments 1–21 using all available measurements.

For all deployments, the positioning error at the 80, 90 and 95 percentiles
are presented in Table 4.2. The best result is obtained for deployment 21 with a
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positioning error of 0.28 m at the 80 percentile, 0.34 m at the 90 percentile and
0.42 m at the 95 percentile.

Table 4.2: Positioning error at the 80, 90, and 95 percentiles using dl-tdoa
for ioo deployments 1–21.

Positioning error [m]
ioo deployment 80% 90% 95%

1 5.59 10.68 16.31
2 1.01 1.40 2.06
3 1.25 1.94 2.86
4 1.55 2.37 3.70
5 1.02 1.78 2.58
6 0.61 0.79 1.06
7 0.60 0.92 1.19
8 1.79 3.53 5.42
9 0.51 0.76 1.12

10 0.40 0.53 0.65
11 0.44 0.58 0.71
12 0.44 0.59 0.78
13 0.52 0.84 1.15
14 0.33 0.42 0.52
15 0.36 0.48 0.62
16 0.34 0.45 0.59
17 0.46 0.69 1.08
18 0.31 0.39 0.47
19 0.31 0.40 0.47
20 0.35 0.51 0.75
21 0.28 0.34 0.42

In Figure 4.10, the position estimation accuracy for the standard and edge de-
ployments are plotted as the number of bss increases and when dl-tdoa is used.
In the figures, the # symbolises the word number. The solid lines represent posi-
tioning accuracy when all available measurements are used in the estimation and
the dashed lines represent positioning errors when only measurements from los
links are used. In general the position estimation accuracy increases as the num-
ber of bss increases. The subfigures indicate a saturation of the accuracy when
the number of bss exceeds 18 or 24. This is the case both when all measurements
are used and when only losmeasurements are used.
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Figure 4.10: Curves showing the change in positioning error at different per-
centiles with increasing number of bss, starting at 12 bss. The standard and
edge deployments are presented when dl-tdoa is the method used.

In Table 4.3, the positioning error at the 80, 90 and 95 percentiles is presented
for the standard deployments when all measurements are used. The percentage
change in positioning error between two consecutive deployments is also shown.
The largest improvement in performance occurs at the increment from 6 bss to
12 bss, where the positioning error decreases with more than 80 %. Table 4.4
presents the corresponding information for the edge deployments. Also amongst
the edge deployments the largest improvement in performance occurs at the in-
crement from 6 bss to 12 bss, where the positioning error decreases with more
than 40 %.

Table 4.3: Positioning error and percentage change in positioning error be-
tween two consecutive deployments for all ioo standard deployments when
dl-tdoa and all measurements are used.

Positioning error [m] Percentage change [%]
No of bss 80% 90% 95% 80% 90% 95%

6 5.59 10.68 16.31 - - -
12 1.02 1.79 2.58 81.8 83.3 84.2
18 0.51 0.76 1.12 49.8 57.3 56.6
24 0.52 0.84 1.15 -2.1 -11.0 -2.9
30 0.46 0.69 1.08 12.7 17.9 6.4
36 0.35 0.51 0.75 23.4 27.1 30.7

207 0.14 0.18 0.24 60.8 63.6 67.4
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Table 4.4: Positioning error and percentage change in positioning error be-
tween two consecutive deployments for all ioo standard deployments when
rtt and all measurements are used.

Positioning error [m] Percentage change [%]
No of bss 80% 90% 95% 80% 90% 95%

6 1.01 1.40 2.06 - - -
12 0.61 0.79 1.06 40.0 44.0 48.4
18 0.40 0.53 0.65 33.1 32.0 39.0
24 0.33 0.42 0.52 17.8 21.2 19.7
30 0.31 0.39 0.47 7.8 7.7 9.6
36 0.28 0.34 0.42 10.4 11.5 11.4
68 0.18 0.23 0.27 33.4 32.7 35.7

In Figure 4.11, the position estimation accuracy for the ioo standard and edge
deployments are plotted as the number of bss increases and when rtt is used. In
general the position estimation accuracy increases as the number of bss increases.
Figure 4.11a indicates a saturation of the accuracy when the number of bss ex-
ceeds 18 or 24. A clear saturation is not seen in Figure 4.11b. The best accuracy
in the tested intervals is obtained when the number of bss is 36, i.e. deployment
21. In this deployment the positioning error is 0.13 m at the 80 percentile, 0.17 m
at the 90 percentile and 0.21 m at the 95 percentile.
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Figure 4.11: Curves showing the change in positioning error at different per-
centiles with increasing number of bss, starting at 12 bss. The standard and
edge deployments are presented when rtt is the method used.



4.2 Indoor Open Office Study 49

4.2.2 Line-Of-Sight

In ioo there is a probability of having a los link between a bs and a ue. This
probability only depends on the 2d distance between the bs and the ue. In Fig-
ure 4.12, los statistics are presented for the ioo deployments 1, 2, 5, 6, 20 and
21. The histograms show the number of ues that have a certain number of los
links to bss and more bss are shown to increase the number of los links. The
corresponding histograms for the remaining ioo deployments are shown in Ap-
pendix A.1.2.
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(e) ioo deployment 20.
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(f) ioo deployment 21.

Figure 4.12: Histograms showing the number of ues with a certain number
of los links to bss for ioo deployments 1, 2, 5, 6, 20 and 21.
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4.2.3 Geometry

In Figure 4.13, contour plots of the gdop, as a result from Equation (2.25), for
deployments 1, 2, 5, 6, 20 and 21 are presented. In general, the gdop is lower
in the edge deployments compared to the standard deployments. The corners
and egdes exhibit the highest gdop. Increasing the number of bss leads to lower
gdop for both deployment types. The best gdop is obtained in deployment 21.
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Figure 4.13: Contour plots showing the gdop for ioo deployments 1, 2, 5, 6,
20 and 21. The deployment area is 120 m × 50 m and the red dots represent
the bss.
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The positioning error for ues located inside and outside the convex hull of
the bss is visualised in Figure 4.14 for deployments 1, 5 and 20. dl-tdoa is
considered. An observation to be made is that the position estimation of ues
located inside the convex hull is more accurate in comparison to the position
estimation of ues located outside the convex hull.
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(b) ioo deployment 5.
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(c) ioo deployment 20.

Figure 4.14: cdfs showing the positioning error for ioo deployment 1, 5
and 20 for all ues, only ues inside the convex hull and only ues outside the
convex hull selected.

4.2.4 Worst Position Estimates

For ioo deployments 5 and 6, Figure 4.15 illustrates the locations of the worst
10% of the ues when considering positioning error. Results are shown for both
cases when using all measurements in the position estimation and when only
using los measurements. In the figures, the red dots illustrate the ues and the
black dots represent the bss. In Figures 4.15a and 4.15c the positioning error
at the 90 percentile is 1.77 m and 0.85 m, respectively, when all measurements
are used. In Figures 4.15b and 4.15d the positioning error at the 90 percentile is
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1.93 m and 0.88 m, respectively, when only losmeasurements are used.
In the edge deployment the worst 10% of the ues seem to be randomly dis-

tributed inside the whole deployment area. This is independent of if all measure-
ments or only losmeasurements are used during the position estimation. In the
standard deployment the worst 10% of the ues tend to be located around the
corners and the short sides of the deployment area, but with some outliers. This
is also independent of which measurements are used during the position estima-
tion. The corresponding figures for ioo deployments 1, 2, 20 and 21 can be seen
in Appendix A.1.3. The different deployments follow the same pattern as previ-
ously described, thus are not shown here, but when more bss are added to the
standard deployment, a larger amount of ues are located along the sides of the
deployment area.
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Figure 4.15: Plots showing the positions of the worst 10% of the ues with
respect to positioning error, either using all measurements or only losmea-
surements, for ioo deployments 5 and 6 with 12 bss each.

4.2.5 Interference

The network planning and different interference scenarios were previously pre-
sented in Section 3.4.4. Positioning error results from the interference investiga-
tion are shown as cdfs in Figure 4.16. The results concern the network plannings
no interference, down-up and all interfering for deployments 5, 6 and 20. The order
from best to worst performance regarding accuracy is for deployments 5 and 6
no interference, down up and finally all interfering. For deployment 20, the order
from best to worst performance is no interference and down up with similar perfor-
mance and then all interfering. The performance is better in the edge deployment
compared to the standard deployments when the number of bss is 12.
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(b) ioo deployment 6.

0 0.5 1 1.5

Horizontal positioning error [m]

0

10

20

30

40

50

60

70

80

90

100

P
ro

ba
bi

lit
y 

[%
]

Positioning error for different network plannings
Deployment 20

No interference
Down up (comb-12)
All interfering (comb-1)

(c) ioo deployment 20.

Figure 4.16: cdfs showing the positioning error for ioo deployments 5, 6
and 20 when interference is disabled as well as when interference is present.

Figure 4.17 presents the cdfs for ioo deployment 5 when interference is
present and either all measurements or only los measurements are used in the
position estimation. What can be observed is that there is no significant differ-
ence whether all measurements are used or not. The corresponding figures for
ioo deployments 6 and 20 exhibit the same behaviour and can be seen in Fig-
ure A.15 in Appendix A.1.4.
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Figure 4.17: cdfs showing the positioning error for ioo deployment 5 using
the two different network plannings down up and all interfering.

The positioning error at the 80, 90 and 95 percentiles for the different deploy-
ments with different network plannings is presented in Table 4.5. One can notice
that deployment 20 has the best performance in terms of positioning accuracy
and that down up leads to a lower position estimation error than all interfering.

Table 4.5: Positioning error in meters for three different percentiles for the
network plannings down up and all interfering.

Network planning
Down up [m] All interfering [m]

ioo deployment 80% 90% 95% 80% 90% 95%
5 1.28 2.34 3.82 1.37 2.92 5.89
6 0.67 1.17 1.87 0.98 2.95 6.49

20 0.35 0.50 0.67 0.43 0.63 1.03

The best performing network planning when interference is present is for all
deployments down up. In Table 4.6, the positioning error at the 90 percentile for
down up is compared to the positioning error of no interference where interference
is disabled. Also presented is the percentage change in positioning error between
down up and no interference.

Table 4.6: Positioning error at the 90 percentile for the network plannings
no interference and down up. The percentage change in positioning error is
also shown.

Positioning error

ioo deployment No interference Down up Percentage change
[m] [m] [%]

5 1.78 2.34 31.3
6 0.79 1.17 48.2

20 0.56 0.50 -1.2



58 4 Simulation Results

Histograms visualising the average link sinr for strongest to weakest link are
presented in Figure 4.18 for ioo deployment 5 and includes the three network
plannings. The corresponding figures for ioo deployments 6 and 20 are shown
in Figures A.16 and A.17 in Appendix A.1.4. With no interference the sinr is
positive for all links between a bs and a ue. Deployment 20 has one link with
negative sinr. When all signals are interfering, the link sinr is always negative.
One exception is the strongest link for deployments 5 and 6. In the intermediate
case, meaning network planning down up, the sinr is partly positive and partly
negative for the links, though a majority of the links have negative sinr. In the
figures it can clearly be seen that less interference results to higher link sinr.
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(b) ioo deployment 5 with network plan-
ning down up.
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(c) ioo deployment 5 with network plan-
ning all interfering.

Figure 4.18: Bar graphs showing average sinr for strongest to weakest bs–
ue link for ioo deployment 5 when interference is disabled as well as when
interference is present.
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4.3 Indoor Factory Study

All simulation results obtained when studying the inf scenario are presented in
this section. The same parameter combination chosen in the ioo simulations was
used in the inf simulations.

4.3.1 Simulated Positioning Accuracy

The simulated positioning errors for deployments 1–6 in inf-sh and inf-dh are
visualised as cdfs in Figure 4.19. The solid lines represent positioning errors
where all available measurements are used in the position estimation and the
dashed lines represent positioning errors where only measurements from los
links are used. The positioning accuracy is better in the sparsely cluttered en-
vironment compared to the densely cluttered environment and in both cases it
improves when increasing the number of bss. The standard deployments always
have the worst performance. In the sparsely cluttered environment, the edge de-
ployments perform better but in the densely cluttered environment the edge and
mixed deployments perform equally good. The accuracy decreases when only
los measurements are used for the position estimation compared to when all
available measurements are utilised.
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(c) inf deployments 4–6 with 36 bss in
inf-sh.
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Figure 4.19: cdfs showing the positioning error for inf deployments 1–6 in
the inf scenarios inf-sh and inf-dh.

Table 4.7 shows the positioning error at the 80, 90 and 95 percentiles for de-
ployments 1–7 in the sparsely and densely cluttered environments when all mea-
surements are used in the position estimation. Deployment 7 was only simulated
in inf-dh because of the overall bad accuracy in the densely cluttered environ-
ment.
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Table 4.7: Positioning error at the 80, 90 and 95 percentiles for inf deploy-
ments 1–7 in inf-sh and inf-dh.

Positioning error [m]
inf-sh inf-dh

inf deployment 80% 90% 95% 80% 90% 95%
1 0.29 0.54 0.78 15.59 25.83 46.47
2 0.16 0.23 0.34 10.18 13.56 18.04
3 0.21 0.31 0.44 9.77 13.11 16.48
4 0.10 0.14 0.18 6.87 9.32 12.22
5 0.06 0.08 0.11 5.70 7.11 8.89
6 0.07 0.10 0.13 6.12 7.47 8.69
7 - - - 4.63 5.93 7.52

4.3.2 Line-Of-Sight

The los probability in inf depends on the placement and size of the clutter, as
well as the bs and ue heights. The histograms in Figures 4.20 and 4.21 show the
los statistics for deployments 1, 2, 4 and 5 in the two inf scenarios. The los
statistics display a significantly higher number of los links in inf-sh compared
to inf-dh. This relationship also applies for the mixed deployments, which can
be seen in Figures A.18 and A.19 in Appendix A.2.1.
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(a) inf deployment 1 in inf-sh.
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(b) inf deployment 1 in inf-dh.
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(c) inf deployment 2 in inf-sh.
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(d) inf deployment 2 in inf-dh.

Figure 4.20: Histograms showing the number of ues with a certain number
of los links to bss for inf deployments 1 and 2 with 12 bss each in inf-sh
and inf-dh.



4.3 Indoor Factory Study 63

Histogram of UEs with LOS to BSs
Deployment 4, sparse clutter

6 8 10 12 14 16 18 20 22 24 26
# of LOS

0

20

40

60

80

100

120

# 
of

 U
E

s

(a) inf deployment 4 in inf-sh.
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(b) inf deployment 4 in inf-dh.
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(c) inf deployment 5 in inf-sh.
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(d) inf deployment 5 in inf-dh

Figure 4.21: Histograms showing the number of ues with a certain number
of los links to bss for inf deployments 4 and 5 with 36 bss each in inf-sh
and inf-dh.

4.3.3 Worst Position Estimates

The worst 10% of the ues with respect to positioning error for deployments 1 and
2 in inf-sh are visualised in Figure 4.22. For the standard deployment, seen in
Figure 4.22a, the worst 10% of the ues are located around the corners and along
the short sides, with some additional outliers. The positioning error at the 90
percentile is 0.54 m. The edge deployment, seen in Figure 4.22a, has a positioning
error of 0.23 m at 90 percentile and does not have any clear pattern regarding the
ue positions. The distribution appears to be mostly random. The same holds
for the mixed deployment in inf-sh. In inf-dh the ues with the worst position
estimates for the standard and edge deployments are mostly placed in groups,
around what might be clutter, inside the deployment area. The corresponding
figures representing deployment 3 in inf-sh and deployments 1-3 in inf-dh can
be seen in Appendix A.2.2.
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(a) inf deployment 1 with a position-
ing error of 0.54 m at the 90 per-
centile.
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(b) inf deployment 2 with a position-
ing error of 0.23 m at the 90 per-
centile.

Figure 4.22: Plots showing the positions of the worst 10% of the ues with
respect to positioning error for inf deployments 1 and 2 with 12 bss each in
inf-sh.

The 10% of the ues with worst position estimates in deployment 3 in inf-
dh, which is the mixed deployment, is plotted in Figure 4.23a. A large share of
the visualised ues are located in the upper left corner. Figures 4.23b–4.23d illus-
trate modifications of the mixed deployment where bss has been added in the ue
dense corner. The figures show that adding bss decreases the number of poorly
positioned ues located in the upper left corner, furthermore the positioning error
at the 90 percentile decreases. The cdfs of deployment 3 and its modifications
are presented in Figure 4.24. The overall positioning accuracy slightly improves
when adding bss.
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(a) Original inf deployment 3 with a
positioning error of 13.11 m at the 90
percentile.
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(b) inf deployment 3 with one addi-
tional bs and a positioning error of
12.13 m at the 90 percentile.
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(c) inf deployment 3 with two addi-
tional bss and a positioning error of
11.80 m at the 90 percentile.
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(d) inf deployment 3 with three addi-
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Figure 4.23: Plots showing the positions of the worst 10% of the ues with re-
spect to positioning error for inf deployment 3 and the modifications where
1–3 bss are added in inf-dh.
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Figure 4.24: cdfs showing the positioning error for inf deployment 3 and
the modifications where 1–3 bss are added in inf-dh.

Instead of only adding bss, the effect of moving bss was examined as well.
In Figure 4.25, representing deployment 3, one bs is moved to the top left cor-
ner, which contains many poorly positioned ues, from a spot where few poorly
positioned ues are located. The positioning error at the 90 percentile slightly de-
creases but there is no significant difference in accuracy in total, see Figure 4.26.
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(a) Original inf deployment 3 with a
positioning error of 13.11 m at the 90
percentile.
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Figure 4.25: Plots showing the positions of the worst 10% of the ues with
respect to positioning error for inf deployment 3 and the modification where
one bs is moved in inf-dh.
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Figure 4.26: cdfs showing the positioning error for inf deployment 3 and
the modification where one bs is moved.

Table 4.8 shows the positioning error at the 90 and 95 percentiles for inf de-
ployment 3 and the modifications where bss are added or moved. Also included
is the number of ues with a positioning error greater than 10 m. As can be seen,
this number decreases when bss are added but when one bs is moved the differ-
ence is minimal.

Table 4.8: Positioning error at the 90 and 95 percentile for inf deployment
3 and the modifications where 1–3 bss are added or one bs is moved. The
scenario is inf-dh.

Positioning error [m]

inf deployment 3 90% 95%
No of ues with

positioning error
> 10 m

Original 13.11 16.48 151
Added 1 bs 12.13 15.80 133
Added 2 bss 11.80 14.73 129
Added 3 bss 11.55 14.12 114
Moved 1 bs 13.03 17.09 146

Moving one bs in deployment 3 does not display a large difference in posi-
tioning accuracy, thus, the same investigation is made for deployment 2 which
is an edge type deployment, to observe if the effect is similar or not. Figure 4.27
illustrates the locations of the 10% of the ues with the worst positioning error
for the original deployment 2 and the modifications where one and two bss are
moved. The corresponding bss are presented in Figure 4.28. Table 4.9 shows the
position error at the 90 and 95 percentile and also the number of ues with a po-
sitioning error greater than 10 m. The results show that moving one or two bss
only contribute with a very small improvement in positioning accuracy.
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(a) Original inf deployment 2 with a
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Figure 4.27: Plots showing the positions of the worst 10% of the ues with re-
spect to positioning error for inf deployment 2 and the modifications where
one and two bss are moved in inf-dh.
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Figure 4.28: cdfs showing the positioning error for inf deployment 2 and
the modifications where one and two bss are moved, respectively.

Table 4.9: Positioning error at the 90 and 95 percentile for inf deployment
2 and the modifications where one and two bss are moved, respectively. The
scenario is inf-dh.

Positioning error [m]

inf deployment 2 90% 95%
No of ues with

positioning error
> 10 m

Original 13.56 18.04 163
Moved 1 bs 12.93 15.85 156
Moved 2 bss 12.52 16.76 156

Results from simulating deployment 7 with 91 bs located around the edges
and in the center, meaning a mixed deployment, in inf-dh can be seen in Fig-
ure 4.29. The los statistics are slightly improved in comparison to previous de-
ployments and the 10% of the worst ues with respect to positioning error are
clearly grouped together. The cdf for deployment 7 is compared to the cdf for
deployment 5 in Figure 4.29c and what can be noticed is an improvement in
positioning accuracy. The positioning error at the 90 percentile is now 5.93 m
which is an improvement of around 1 m, i.e. a percentage change of 16.5%. The
difference in number of bss is 55.
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Figure 4.29: (a) los statistics for inf deployment 7. (b) Positions of the worst
10% of the ues with respect to positioning error for inf deployment deploy-
ment 7. The positioning error at the 90 percentile is 5.93 m. (c) Positioning
error for inf deployment 5 and 7.

4.3.4 Fallback Positioning Technique

Figure 4.30 presents the positioning error for deployments 1–6 in inf-dh when
either dl-tdoa or cid based positioning is used. Clearly observable is that dl-
tdoa leads to better positioning accuracy compared to cid based positioning.
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Figure 4.30: cdfs showing the positioning error for inf deployments 1–6 in
inf-dh using either dl-tdoa or cid based positioning.





5
Discussion and Analysis

A discussion of the results presented in Chapter 4 is given in this section. First
ioo is analysed, followed by inf and afterwards some comments about general
deployment strategies are mentioned.

5.1 Indoor Open Office

In this section the results from the ioo study is discussed and analysed. The
theoretical and simulated performances of the different deployments and posi-
tioning techniques are compared and the impact of bs geometry, los links and
interference is evaluated.

5.1.1 Theoretical and Simulated Positioning Accuracy

Some figures showing the theoretical rmse of the position estimates for rtt, for
example Figures 4.3d and 4.4b, may be interpreted as having large variations
in rmse but the scale to the right of the heat maps show a very limited range
with small values. When using rtt the deployments then have notably low rmse
throughout all deployments compared to using tdoa.

The theoretical cdfs representing the rmse of the position estimates in Fig-
ure 4.6 show the lower bound of the position estimation accuracy when tdoa is
used. If these are compared to the corresponding cdfs with simulated position-
ing errors in Figure 4.8, it can be seen that the simulated cdfs show a slightly
higher rmse than the theoretical one. One reason for such good alignment is that
the measurement noise variance utilised in the theoretical study was set to the
measurement noise variance estimated from the simulations, making the theory
better represent the reality.

73
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Using rtt, the cdfs presenting the theoretical and simulated positioning er-
rors for the different deployments show a behaviour resembling that of tdoa.
The difference between the theoretical and simulated accuracy is slightly larger
for rtt in comparison to tdoa. The theoretical investigation for both tdoa and
rtt assumes perfect synchronisation between bss and also between bs and ue,
which in the end means no synchronisation errors but only measurement errors
in each case. In the simulation tool the synchronisation error between bs and ue
is incorporated, thereby resulting in slightly worse positioning error for tdoa.
The rtt simulations are performed in the simulation tool designed for tdoa cal-
culations, hence the rtt technique is not applied exactly as described by the the-
ory. Moreover, the synchronisation error between bs and ue will be accounted
for. The two error sources will together contribute to a greater difference in the
positioning error between theory and simulation for rtt as opposed to tdoa. Fur-
thermore, in the rtt method one downlink and one uplink signal measurement
are added and then divided by two to obtain an rtt measurement, meaning the
total error will be halved. This is a reason why the simulated positioning accuracy
is better when using rtt than using tdoa. Still, the theoretical results suggest
that rtt can lead to even better positioning accuracy.

When using dl-tdoa the improvement in positioning accuracy saturates at
around 18 or 24 bss for both the standard and edge deployments. The positioning
error continues to decrease with additional bss, but the improvements are very
small relative to the total positioning error. Tables 4.3 and 4.4 indicate a large rel-
ative change in positioning error when increasing the number of bss from 36 to
207 in the standard deployment and from 36 to 68 in the edge deployment. Tak-
ing into account the significant change in the number of bss the positioning error
does not decrease considerably in relation to the number of added bss. For the
standard deployments, when going from 18 to 24 bss, the error in fact increases.
This is however not related to the number of bss in the different deployments,
but rather to their geometry. Deployment 9 seen in Figure 3.1i, has its 18 bss en-
closing a larger area than deployment 13 with 24 bss, see Figure 3.1m. The effect
of geometry is further discussed in Section 5.1.2. For rtt the positioning error
saturates at around 18 or 24 bss for the standard deployment but there is no clear
saturation visible for the edge deployments. The explanation for the increment
in positioning error when going from 18 to 24 bss in the standard deployments
is the same as for dl-tdoa.

5.1.2 Geometry

The gdop plots in Figure 4.13 reveal that deployments with bss around the edges
create more favourable positioning conditions compared to deployments with bss
placed evenly inside the deployment area. The gdop is considerably smaller and
more consistent throughout the whole deployment area in the edge deployments
and lower gdop implies better positioning accuracy according to Equation (2.21).
In the standard deployments the gdop is best inside the convex hull of the bss
and worsens quickly outside. This effect of gdop on positioning accuracy is vali-
dated in Figure 4.14 where ues inside the convex hulls have smaller positioning
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errors in comparison to the ues outside the convex hulls. In the same figure,
the curves named All UEs and UEs outside convex hull lie close to each other for
deployments 1 and 5. The reason is that these deployments have convex hulls
enclosing small areas relative to the total deployment area, see Figures 3.1a and
3.1e. The improvement in gdop is larger if a standard deployment is changed
to an edge deployment with the same number of bss as opposed to if six addi-
tional bss are included in the standard deployment. This indicates that changing
bs positions could be a cheaper solution to improve the positioning performance
instead of adding bss. To conclude, according to the gdop plots, the edge de-
ployments should be the best performing ones, which they are if we look at the
simulated cdfs in Figure 4.8.

When using all available measurements during the position estimation, the lo-
cations of the ues with the worst positioning error are justified by gdop in both
the standard and edge deployments. In the standard deployments the poorly es-
timated ues are located along the short sides and in the corners, exactly what is
anticipated by gdop. The seemingly random ue distribution in the edge deploy-
ments is logical since gdop is fairly homogenous over the whole deployment area.
Some outliers are present in all the deployments and the explanation to these is
related to the toa estimator. The arbitrarily chosen combination of −log2(p) and
Sidelobe Guard Fraction for the toa estimator might have resulted in a particu-
larly bad fit for the outlier ues regarding toa estimation. When only los mea-
surements are used in the position estimation, the locations of the worst ues con-
cerning position accuracy are justified by gdop. The same reasoning about the
cause of the outliers also holds. However, in deployment 1 containing 6 bss, there
exists another explanation to the outlier ues. Some of them do not have above
three los links, which is needed to calculate a position estimate. The ues are
then estimated with the generally more inaccurate cid based positioning method
instead.

5.1.3 Line-Of-Sight

The results in Figure 4.8 clearly shows that deployments with 6 bss perform bet-
ter when all measurements are used in the position estimation compared to when
only losmeasurements are used. When utilising dl-tdoa at least four toamea-
surements are needed in order to calculate three hyperbolas. The intersection
point between these hyperbolas is the estimated position of the ue. When only 6
bss are deployed and only losmeasurements are used in the position estimation,
there are many ues with less than four los links according to the los statistics.
Estimating the positions of those ues with dl-tdoa is impossible due to the lack
of measurements and cid based positioning is then instead applied as a fallback
positioning method. For the deployments with 12 bss, the difference in position-
ing accuracy is not significantly large when utilising either all measurements or
only los measurements. This is justified by the los statistics which show very
few ues with less than four los links. When the number of bss is 18 or higher,
the positioning accuracy is better when only los measurements are used when
estimating the ue positions. There are now enough los measurements to calcu-
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late good position estimates without involving the less preferable nlosmeasure-
ments.

The los statistics in Figure 4.12 indicate that deployments with all or some
bss placed inside the deployment area have more ues with a larger number of
los links than deployments with bss only placed around the edges. In terms of
los statistics, the standard deployments then outperform the edge deployments.
Given this, the edge deployments still yield the best position estimation accuracy
and the standard deployments yield the worst accuracy, regardless of the number
of bss. What can be concluded is that good bs geometry has a bigger impact on
the positioning accuracy than the number of los links in the studied scenarios.

5.1.4 Interference

Comparing deployments 5 and 6, which are standard and edge deployments with
12 bss respectively, shows that the standard deployment is slightly less affected
by interference. The same comparison is not possible to make for deployments
20 and 21 since we do not have any data from deployment 21. The effect of in-
terference decreases in the standard deployments when increasing the number
of bss. We are not able to comment if the same effect is seen for the edge de-
ployments. However, when inspecting Figure 4.16, none of the deployments are
greatly affected by interference. In deployment 5, the network planning no inter-
ference results in the best positioning accuracy but when interference is present
there is not a large difference between down up and all interfering. In deployment
20, down up even shows similar performance as no interference. The difference in
accuracy between the network plannings is a bit more distinct in deployment 6.
In total, the interference does not seem to have a significant impact on the posi-
tioning accuracy with a robust positioning algorithm, provided a proper network
planning is done. From a positioning perspective one can get a cheaper deploy-
ment considering resource consumption by allowing some degree of interference
and having a clever network planning. By allocating resources to gain orthogo-
nality the accuracy may improve marginally but it might not be worth the cost.

The link level study reveals in Figure 4.1, an rmse just below 0.3 m for snr
= −5 dB and higher. Below −5 dB the rmse is worse. This implies that in system
level simulations the best toa estimates will be obtained when the link snr ≥
−5 dB. Some parameter combinations result in curves where higher snr results
in higher rmse. The reason is that every parameter combination is not optimal
for detecting the first path in the pdp. Interference is somewhat affecting the
positioning accuracy and by using the information in Figure 4.1 and Figure 4.18
an explanation can be given. In the network planning no interference the average
link sinr is always greater than −5 dB, meaning the toa estimator will compute
every toa estimate with the smallest error possible. In down up a majority of the
links are subject to sinr below −5 dB implicating more toa estimates containing
a larger error. When all signals are interfering every link except one have an
sinr below −5 dB. The same reasoning is valid for the remaining deployments in
the interference investigation. This is a justification to why the simulations with
interference result in larger positioning errors.
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When there is interference involved and only los measurements are used in
the position estimation, there is no obvious difference in positioning accuracy
compared to when all measurements are used, see Figure 4.16. The same result
can be seen for the rest of the investigated deployments. This differs from the
case with no interference because then the choice of measurements to include
in the position estimation affected the positioning accuracy. With and without
interference the los links correspond to the best measurements but when inter-
ference is present even the signals with los will interfere. Only utilising the los
measurements when doing the position estimation will therefore not improve the
accuracy when having interfering signals. In this case one might as well use both
the los and nlosmeasurements.

5.2 Indoor Factory

The results from the inf simulations is discussed in this section. The simulated
positioning accuracy is evaluated and parallels to the ioo scenario are made. The
last part contains an analysis of the impact of various amount of clutter on the
positioning accuracy and if it can be improved by changing the bs deployment.

5.2.1 Simulated Positioning Accuracy

A first remark to be made concerning the inf study is that the behaviour of the dif-
ferent kinds of deployments follow the pattern as observed in ioo. With the same
amount of bss the standard deployments always result in the worst positioning
accuracy, the edge deployment result in the best accuracy and the mixed deploy-
ment lie in between or perform equally good as the edge deployments. What also
agrees is that increasing the number of bss improves the positioning accuracy,
but to a limited extent. The cdfs in Figure 4.29c show that the positioning accu-
racy is better in deployment 7, with 91 bss, compared to deployment 5, with 36
bss. At the 90 percentile the improvement in accuracy is a bit over 1 m, or 16.5%
decrease in the horizontal positioning error, while the increment in number of
bss is 55, meaning more than twice as many. This tells us that the improvement
in positioning accuracy will eventually saturate and the cost of adding bswill not
lead to much better accuracy if a good bs geometry is chosen from the start.

It is clearly seen in Figure 4.19 that when only losmeasurements are used in
the position estimation, the accuracy is significantly worse compared to when all
measurements are used. This can be explained by a lack of ues with a sufficient
amount of los links and the analysis goes in line with the discussion held in
Section 5.1.3. By looking at Figures 4.20 and 4.21 one can see a huge difference
in the los statistics between inf-sh and inf-dh. In inf-dh, a majority of the ues
in both the standard and edge deployments do not have a single los link to a bs.
As mentioned before, this will lead to a lot of cid based positioning which, in
Figure 4.30, is proven to perform worse than dl-tdoa for every inf deployment.
If the serving bs of a ue is not the closest one, the position estimate will be more
inaccurate. This might be the case in inf-dh because of many clutters but since
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the models are stochastic, and the clutters are not visualised, this could not be
verified.

As in ioo, the standard deployments exhibit better los statistics than the
edge deployments but the standard deployments still result in worse positioning
accuracy compared to the edge deployments. This confirms that even in a more
challenging environment the bs geometry has a bigger impact on the positioning
accuracy than the number of los links.

5.2.2 Worst Position Estimates

The locations of the 10% of the ues with largest positioning error for deploy-
ment 1–3 in inf-sh follow the same pattern as was discovered in the ioo study,
meaning it is closely related to gdop. In the standard deployment, with a large
gdop variation, they are located around the corners and along the short sides
of the deployment area while in the edge and mixed deployments, with a more
equal and consistent gdop, they are distributed seemingly random. In inf-dh
on the other hand, the worst ues with respect to positioning error are distinctly
located in groups, with some outliers, for all three deployments. Now the high
clutter density plays a more important role than gdop. This can be stated be-
cause deployment 1, for instance, has ues with large positioning errors mostly
concentrated to only one corner instead of all four corners as gdop suggests.

To investigate if the positioning accuracy could be improved in inf-dh, ad-
ditional bss were deployed in a region in deployment 3 where multiple ue posi-
tions had been poorly positioned, see Figure 4.23. According to Table 4.8 it only
resulted in modest improvements. Instead of being added, bss were also moved
in both deployments 2 and 3, see Figures 4.25 and 4.27. Table 4.28, presenting
the results related to deployment 2, shows even less improvements when bss are
only moved. Based on these studies it can be said that a densely cluttered indoor
environment is significantly more problematic from a positioning perspective.

5.3 Deployment Strategies for Positioning Accuracy
and Availability

What has been observed during the ioo and inf investigations is that when the
positioning accuracy improves, the availability generally improves as well, but
there is a small trade-off between the two. A simple or sparsely cluttered envi-
ronment does not pose as big of a problem in this aspect as opposed to a densely
cluttered environment. In the latter case one deployment might, for example,
have better positioning accuracy at the 90 percentile than another deployment,
while on the other hand the last 10% of the ues in the first deployment might
have much larger positioning errors than the last 10% of the other. Here, one has
to choose between providing higher positioning accuracy for a majority of the
ues or guaranteeing a smaller upper limit of the positioning error.

Given this, a deployment strategy to achieve both high positioning accuracy
and availability in a simple environment is to deploy the bss evenly around the



5.3 Deployment Strategies for Positioning Accuracy and Availability 79

edges of the deployment area. Since there are not many obstacles inside the de-
ployment area, a good bs geometry is of most importance and an edge deploy-
ment will fulfil this condition. In a more densely cluttered environment, and
therefore increasingly problematic, the approach will differ somewhat. The best
strategy is in this case to identify and strategically place some bss in the most
cluttered areas but still place a majority of the bss around the edges of the de-
ployment area. In this way, it is guaranteed to at least slightly improve both the
positioning accuracy and availability.





6
Conclusions and Future Work

This chapter presents the final conclusions and topics for future work within this
area.

6.1 Conclusions

In this thesis we have designed and investigated different network deployments
in indoor environments in order to analyse their effect on position estimation
accuracy and availability. Two questions were asked at the beginning of the thesis
and the answers follow below.

1. How does network deployment affect the position estimation accuracy and avail-
ability in two standard 3gpp scenarios when considering a limited number of
deployments?

By studying the ioo scenario we have been able to observe effects of various
strength coming from number of bss in the deployment, deployment geom-
etry, los conditions and interference. An increasing number of bss proved
to always improve the positioning accuracy and availability. The deploy-
ment geometry is of surprisingly high importance and could, if planned
well, achieve equal or better positioning accuracy than other deployments
with a larger number of bss. Better los conditions are favourable from a
positioning perspective and improve the positioning accuracy. A final in-
teresting finding is that if one has to choose between two deployments, one
promoting deployment geometry and one promoting the number of los
links, the choice should fall on the first option.

The study of the two inf scenarios highlighted the difficulty in achieving
high accuracy and availability indoor positioning in a densely cluttered de-
ployment area compared to a sparsely cluttered deployment area. The vital
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factor was an immense lack of the number of los links which proved that
decent los conditions are necessary for accurate positioning.

In the end, two deployment strategies are proposed. In order to achieve
both high positioning accuracy and availability in a simple, sparsely clut-
tered environment, the strategy will be to deploy the bss evenly around the
edges of the deployment area. In a more problematic, densely cluttered
environment, the approach will differ somewhat. The strategy will now be
to identify and strategically place some bss in the most cluttered areas but
still place a majority of the bss around the edges of the deployment area.

2. How does orthogonality and resource consumption affect the position estimation
accuracy and availability?

In a simple, sparsely cluttered environment the position estimation accu-
racy and availability are affected by interference, but not necessarily to a
great extent. With a robust dl-tdoa algorithm interference is handled well
in a simple environment. The gain in positioning accuracy when allocating
all available resources to obtain the maximum number of orthogonal prss
is expensive compared to the slightly worse positioning accuracy obtained
when some interference is allowed.

6.2 Future work

The work in this thesis put emphasis on finding factors affecting the positioning
accuracy and availability, and then general deployment strategies were stated
based on what was discovered. Only statistical models were considered but it
would be interesting to study deterministic models as well, meaning, for instance,
that clutter sizes and positions are known. This knowledge about the deployment
area would enable investigations concerning how to deploy bss in problematic
areas where clutter creates unfavourable los conditions. It might, for example,
be interesting to place different bss at different heights within the deployment
since all of them in this report had equal height.

In this thesis the main focus was on dl-tdoa positioning rather than rtt
positioning since the simulation software did not completely support it. Another
area of interest for future work would therefore be to further study rtt, and
maybe additional positioning techniques as well, to determine if there are other
alternative high performing positioning techniques available. Some positioning
methods can possibly prove to be preferable in certain conditions.

The effect of interference was only briefly examined in the not so challenging
ioo scenario where it showed to have limited impact on the positioning accu-
racy. Future work could include research on interference in different types of
environments and to design clever network plannings allowing less number of
orthogonal signals without a significant loss in positioning accuracy.

Constructing deployment strategies for different scenarios and environments
can be seen as huge optimisation problems which have to be solved. Further work
could involve developing tools and algorithms able to accept various deployment



6.2 Future work 83

related inputs, which then output bs positions yielding the best positioning accu-
racy and/or availability for the specific scenario.
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A.1 Indoor Open Office

A.1.1 Cramér-Rao Lower Bound

(a) rmse for tdoa in ioo
deployment 1.

(b) rmse for rtt in ioo de-
ployment 1.

(c) rmse for tdoa in ioo
deployment 2.

(d) rmse for rtt in ioo de-
ployment 2.

(e) rmse for tdoa in ioo
deployment 3.

(f) rmse for rtt in ioo de-
ployment 3.

(g) rmse for tdoa in ioo
deployment 4.

(h) rmse for rtt in ioo
deployment 4.

Figure A.1: Heat maps showing the rmse of the position estimates using
tdoa and rtt for ioo deployments 1–4 with 6 bss each. The black dots
represent the bss and the red lines mark the boundaries of the deployment
area.
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(a) rmse for tdoa in ioo
deployment 5.

(b) rmse for rtt in ioo de-
ployment 5.

(c) rmse for tdoa in ioo
deployment 6.

(d) rmse for rtt in ioo de-
ployment 6.

(e) rmse for tdoa in ioo
deployment 7.

(f) rmse for rtt in ioo de-
ployment 7.

(g) rmse for tdoa in ioo
deployment 8.

(h) rmse for rtt in ioo
deployment 8.

Figure A.2: Heat maps showing the rmse of the position estimates using
tdoa and rtt for ioo deployments 5–8 with 12 bss each. The black dots
represent the bss and the red lines mark the boundaries of the deployment
area.
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(a) rmse for tdoa in ioo
deployment 9.

(b) rmse for rtt in ioo de-
ployment 9.

(c) rmse for tdoa in ioo
deployment 10.

(d) rmse for rtt in ioo de-
ployment 10.

(e) rmse for tdoa in ioo
deployment 11.

(f) rmse for rtt in ioo de-
ployment 11.

(g) rmse for tdoa in ioo
deployment 12.

(h) rmse for rtt in ioo
deployment 12.

Figure A.3: Heat maps showing the rmse of the position estimates using
tdoa and rtt for ioo deployments 9–12 with 18 bss each. The black dots
represent the bss and the red lines mark the boundaries of the deployment
area.
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(a) rmse for tdoa in ioo
deployment 13.

(b) rmse for rtt in ioo de-
ployment 13.

(c) rmse for tdoa in ioo
deployment 14.

(d) rmse for rtt in ioo de-
ployment 14.

(e) rmse for tdoa in ioo
deployment 15.

(f) rmse for rtt in ioo de-
ployment 15.

(g) rmse for tdoa in ioo
deployment 16.

(h) rmse for rtt in ioo
deployment 16.

Figure A.4: Heat maps showing the rmse of the position estimates using
tdoa and rtt for ioo deployments 13–16 with 24 bss each. The black dots
represent the bss and the red lines mark the boundaries of the deployment
area.
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(a) rmse for tdoa in ioo
deployment 17.

(b) rmse for rtt in ioo de-
ployment 17.

(c) rmse for tdoa in ioo
deployment 18.

(d) rmse for rtt in ioo de-
ployment 18.

(e) rmse for tdoa in ioo
deployment 19.

(f) rmse for rtt in ioo de-
ployment 19.

Figure A.5: Heat maps showing the rmse of the position estimates using
tdoa and rtt for ioo deployments 17–19 with 30 bss each. The black dots
represent the bss and the red lines mark the boundaries of the deployment
area.
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(a) rmse for tdoa in ioo
deployment 20.

(b) rmse for rtt in ioo de-
ployment 20.

(c) rmse for tdoa in ioo
deployment 21.

(d) rmse for rtt in ioo de-
ployment 21.

Figure A.6: Heat maps showing the rmse of the position estimates using
tdoa and rtt for ioo deployments 20–21 with 36 bss each. The black dots
represent the bss and the red lines mark the boundaries of the deployment
area.
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A.1.2 Line-Of-Sight
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(a) ioo deployment 1.
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(b) ioo deployment 2.
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(c) ioo deployment 3.
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(d) ioo deployment 4.

Figure A.7: Histograms showing the number of ues with a certain number
of los links to bss for ioo deployments 1–4 with 6 bss each.
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(a) ioo deployment 5.

Histogram of UEs with LOS to BSs
Deployment 6

0 2 4 6 8 10 12

# of LOS

0

50

100

150

200

250

# 
of

 U
E

s

(b) ioo deployment 6.
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(c) ioo deployment 7.
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(d) ioo deployment 8.

Figure A.8: Histograms showing the number of ues with a certain number
of los links to bss for ioo deployments 5–8 with 12 bss each.
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Histogram of UEs with LOS to BSs
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(a) ioo deployment 9.
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(b) ioo deployment 10.
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(c) ioo deployment 11.

Histogram of UEs with LOS to BSs
Deployment 12

4 6 8 10 12 14 16 18

# of LOS

0

50

100

150

200

250

# 
of

 U
E

s

(d) ioo deployment 12.

Figure A.9: Histograms showing the number of ues with a certain number
of los links to bss for ioo deployments 9–12 with 18 bss each.
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(a) ioo deployment 13.

Histogram of UEs with LOS to BSs
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(b) ioo deployment 14.
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(c) ioo deployment 15.
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(d) ioo deployment 16.

Figure A.10: Histograms showing the number of ues with a certain number
of los links to bss for ioo deployments 13–16 with 24 bss each.
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Histogram of UEs with LOS to BSs
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(a) ioo deployment 17.
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(b) ioo deployment 18.
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(c) ioo deployment 19.

Figure A.11: Histograms showing the number of ues with a certain number
of los links to bss for ioo deployments 17–19 with 30 bss each.
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(a) ioo deployment 20.
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(b) ioo deployment 21.

Figure A.12: Histograms showing the number of ues with a certain number
of los links to bss for ioo deployments 20–21 with 36 bss each.
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A.1.3 Worst Position Estimates
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Worst 10% of the UEs w.r.t. positioning error using all measurements
Deployment 1, positioning error 90 percentile = 10.07 m

(a) ioo deployment 1 with a positioning
error of 10.07 m at the 90 percentile. All
measurements are used.
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(b) ioo deployment 1 with a positioning
error of 23.23 m at the 90 percentile. Only
losmeasurements are used.
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(c) ioo deployment 2 with a positioning
error of 1.376 m at the 90 percentile. All
measurements are used.
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(d) ioo deployment 2 with a positioning
error of 31.28 m at the 90 percentile. Only
losmeasurements are used.

Figure A.13: Plots showing the positions of the worst 10% of the ues with
respect to positioning error, either using all measurements or only losmea-
surements, for ioo deployments 1 and 2 with 6 bss each. The red dots illus-
trate the ues and the black dots represent the bss.
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Deployment 20, positioning error 90 percentile = 0.51 m

(a) ioo deployment 20 with a positioning
error of 0.5057 m at the 90 percentile. All
measurements are used.
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Worst 10% of the UEs w.r.t. positioning error using LOS measurements
Deployment 20, positioning error 90 percentile = 0.42 m

(b) ioo deployment 20 with a position-
ing error of 0.4187 m at the 90 percentile.
Only losmeasurements are used.
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Worst 10% of the UEs w.r.t. positioning error using all measurements
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Figure A.14: Plots showing the positions of the worst 10% of the ues with
respect to positioning error, either using all measurements or only losmea-
surements, for ioo deployment 20 and 21 with 36 bss each. The red dots
illustrate the ues and the black dots represent the bss.
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A.1.4 Interference
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Figure A.15: cdfs showing the positioning error for ioo deployments 6 and
20 using the two different network plannings down up and all interfering and
either all measurements or only losmeasurements.



A.1 Indoor Open Office 103

Average SINR for strongest to weakest BS-UE link
Deployment 6, no interference

Strongest to weakest link
0

5

10

15

20

25

30

35

40

45

50

A
ve

ra
ge

 S
IN

R
 [d

B
]

(a) ioo deployment 6 with network plan-
ning no interference.

Average SINR for strongest to weakest BS-UE link
Deployment 6, network planning: down up, comb-4

Strongest to weakest link
-50

-40

-30

-20

-10

0

10

20

30

A
ve

ra
ge

 S
IN

R
 [d

B
]

(b) ioo deployment 6 with network plan-
ning down up.
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(c) ioo deployment 6 with network plan-
ning all interfering.

Figure A.16: Bar graphs showing average sinr for strongest to weakest bs–
ue link for ioo deployment 6 when interference is disabled as well as when
interference is present. The different network plannings are no interference,
down up and all interfering.
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Average SINR for strongest to weakest BS-UE link
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(b) ioo deployment 20 with network
planning down up.
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Figure A.17: Bar graphs showing average sinr for strongest to weakest bs–
ue link for ioo deployment 20 when interference is disabled as well as when
interference is present. The different network plannings are no interference,
down up and all interfering.
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A.2 Indoor Factory

A.2.1 Line-Of-Sight
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(a) inf deployment 3 in inf-sh.
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(b) inf deployment 3 in inf-dh.

Figure A.18: Histograms showing the number of ues with a certain number
of los links to bss for inf deployment 3 in inf-sh and inf-dh.
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Figure A.19: Histograms showing the number of ues with a certain number
of los links to bss for inf deployment 6 in inf-sh and inf-dh.
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A.2.2 Worst Position Estimates
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(a) inf deployment 1 in inf-sh with a
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Figure A.20: Plots showing the positions of the worst 10% of the ues with
respect to positioning error, for inf deployment 1 in inf-sh and inf-dh. The
red dots illustrate the ues and the black dots represent the bss.
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(a) inf deployment 2 in inf-sh with a
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percentile.
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percentile.

Figure A.21: Plots showing the positions of the worst 10% of the ues with
respect to positioning error, for inf deployment 2 in inf-sh and inf-dh. The
red dots illustrate the ues and the black dots represent the bss.
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(a) inf deployment 3 in inf-sh with a
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Figure A.22: Plots showing the positions of the worst 10% of the ues with
respect to positioning error, for inf deployment 3 in inf-sh and inf-dh. The
red dots illustrate the ues and the black dots represent the bss.
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