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Sammanfattning 

Abstract 

Fragment-screening by X-ray crystallography (XFS) is an expensive and low throughput fragment drug discovery screening 

method, and it requires a lot of optimization for each protein target. The advantages with this screening method are that it is very 

sensitive, it directly gives the three-dimensional structure of the protein-fragment complexes, and false positives are rarely obtained. 

The aim of this project was to help Sprint Bioscience assess if the advantages with XFS outweigh the disadvantages, and if this 

method should be used as a complement to their differential scanning fluorimetry (DSF) screening method.  

An XFS campaign was run using the oncoprotein vaccinia related kinase 1 (VRK1) as a target protein to evaluate this screening 

method. During the development of the XFS campaign, a diverse fragment library was created which consisted of 298 fragments 

that were all soluble in DMSO at 1 M concentration. The crystallization of the protein VRK1 was also optimized in this project to 

get a robust, high throughput crystallization set up which generated crystals that diffracted at higher resolution than 2.0 Å when 

they were not soaked with fragments. The soaking protocol was also optimized in order to reduce both the steps during the 

screening procedure and mechanical stress caused to the crystals during handling. Lastly, the created fragment library was used in 

screening VRK1 at 87.5 mM concentration with XFS. 

23 fragment hits could be obtained from the X-ray crystallography screening campaign, and the mean resolution of the crystal 

structures of the protein-fragment complexes was 1.87Å. 11 of the 23 fragment hits were not identified as hits when they were 

screened against VRK1 using DSF. XFS was deemed as a suitable and efficient screening method to complement DSF since the hit 

rate was high and fragments hits could be obtained with this method that could not be obtained with DSF. However, in order to use 

this screening method a lot of time needs to be spent in optimizing the crystal system so it becomes suitable for fragment screening. 

Sprint Bioscience would therefore need to evaluate the cost/benefit ratio of using this screening method for each new project.  
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Abstract 
Fragment-screening by X-ray crystallography (XFS) is an expensive and low throughput 

fragment drug discovery screening method, and it requires a lot of optimization for each protein 

target. The advantages with this screening method are that it is very sensitive, it directly gives 

the three-dimensional structure of the protein-fragment complexes, and false positives are rarely 

obtained. The aim of this project was to help Sprint Bioscience assess if the advantages with 

XFS outweigh the disadvantages, and if this method should be used as a complement to their 

differential scanning fluorimetry (DSF) screening method.  

An XFS campaign was run using the oncoprotein vaccinia related kinase 1 (VRK1) as a target 

protein to evaluate this screening method. During the development of the XFS campaign, a 

diverse fragment library was created which consisted of 298 fragments that were all soluble in 

DMSO at 1 M concentration. The crystallization of the protein VRK1 was also optimized in 

this project to get a robust, high throughput crystallization set up which generated crystals that 

diffracted at higher resolution than 2.0 Å when they were not soaked with fragments. The 

soaking protocol was also optimized in order to reduce both the steps during the screening 

procedure and mechanical stress caused to the crystals during handling. Lastly, the created 

fragment library was used in screening VRK1 at 87.5 mM concentration with XFS. 

23 fragment hits could be obtained from the X-ray crystallography screening campaign, and the 

mean resolution of the crystal structures of the protein-fragment complexes was 1.87Å. 11 of 

the 23 fragment hits were not identified as hits when they were screened against VRK1 using 

DSF. XFS was deemed as a suitable and efficient screening method to complement DSF since 

the hit rate was high and fragments hits could be obtained with this method that could not be 

obtained with DSF. However, in order to use this screening method a lot of time needs to be 

spent in optimizing the crystal system so it becomes suitable for fragment screening. Sprint 

Bioscience would therefore need to evaluate the cost/benefit ratio of using this screening 

method for each new project.  
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1. Acronyms and abbreviations 

DMSO    Dimethyl sulfoxide  

DSF   Differential scanning fluorimetry  

FBDD    Fragment based drug discovery 

HAC   Heavy atom count 

HBA   Hydrogen bond acceptor 

HBD   Hydrogen bond donor 

HTS    High throughput screening 

PanDDA   Pan-Dataset Density Analysis 

PSA   Polar surface area 

REOS   Rapid elimination of swill 

SMILE   Simplified Molecular Input Line Entry Specification 

Tc   Tanimoto coefficient 

VRK1   Vaccinia-related kinase 1 

XFS   Fragment-screening by X-ray crystallography 
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2. Introduction 

2.1. Background  

Cancer reaps almost 10 million lives around the world each year. Every sixth death in the world 

is due to cancer, which makes it the second leading cause of death after cardiovascular diseases. 

Almost half of the people who die from cancer are 70 years or older, and as the world population 

is growing and aging, the global number of cancer deaths is increasing. (1) Inhibiting proteins 

that allow cancer cell survival or tumor progression is therefore a major focus for the 

pharmaceutical industry. Among the diverse approaches to develop a drug targeting oncogneic 

proteins, small molecule drug-design is probably the most established and the most successful 

to this date. The term “small molecule” here defines an organic molecule whose weight is below 

900 Da (even if a cut-off of 500 Da is recommended for better drug-like properties). (2) 

High throughput Screening (HTS) has so far been the primary screening method to identify 

small molecule compounds that can act as starting points for drug discovery programmes. In 

this method, a screening library of about a million druglike compounds with a molecular weight 

of 250-600 Da is tested against the protein target of interest. (2)  

Fragment-based drug-discovery (FBDD) has becoming an increasingly popular method since 

it complements HTS quite well. In this method the protein target is screened against a library 

of smaller organic molecules called fragments, which is around 140-250 Da. After the 

identification of the fragments that bind weakly to the target protein, it is possible to either 

combine different hits or grow them in order to produce a larger druglike molecule with a high 

affinity against the target protein and a high selectivity against all other proteins. (2). However, 

to understand how to grow the fragments into potent and selective drug candidates, the three-

dimensional structure of the fragments bound to their target protein is needed. (3)  

X-ray crystallography is one of the most useful FBDD screening methods because it allows the 

detection of very low affinity binders (in the millimolar range), and it generates the crystal 

structure of the fragments bound to their target protein. The data generated by this screening 

method can in other words be directly used in the next steps of the drug-discovery program (3)  

2.2. Aim 
In this project a library of 300 fragments will be created and used to screen the protein Vaccinia-

Related Kinase 1 (VRK1) with X-ray crystallography at the MAX IV synchrotron. The final 

aim of this project is to assess if Sprint Bioscience should use X-ray crystallography as 
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complementary screening method to their FBDD Differential scanning fluorimetry screening 

method (DSF). The success of this project will be evaluated based on the hit rate of the 

screening campaign, how labor intensive the method is and the quality of the generated data.  

2.3. Confidentiality limitations 
Due to confidentiality reasons, the name and structure of the fragments was not presented in 

this report. The composition of the crystallization solutions was also not revealed. The co-

ordinates of the fragment-protein complex structures are also confidential. All of this 

information will be stored in the electronic lab notebooks at Sprint Bioscience. 

2.4. Objectives and processes 

To reach the final aim of this project, this project was divided into four main objectives 

1) Designing and dispensing a fragment library called XiBiL, which consists of 300 diverse 

fragments that are soluble in dimethyl sulfoxide (DMSO) at a 1 M concentration. 

2) Optimizing the crystallization of VRK1 in order to get a robust and high throughput 

crystallization system that generates crystals that diffract at an adequate resolution. 

3) Using XiBiL to screen VRK1 at MAX IV. 

4) Analysis the data from the MAX IV screening to get crystal structures of the fragment-

protein complexes.  

The objectives were divided into different activities and milestones. The activities and 

milestones of this project are illustrated with a Gantt chart in Figure 1.  
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3.Theory 

3.1. Fragment Based Drug Discovery 

Currently, high throughput screening (HTS) is the primary method for finding hits for drug 

discovery project. Hits are inhibiting the target protein of interest, and these compounds can be 

optimized into candidate drugs. With this method, molecular libraries of about hundreds of 

thousands to millions of compounds are tested using biochemical assays, to find hits. Screening 

with libraries this big is very expensive and challenging due to the costs of the molecules 

themselves, as well as the facilities and staff that are required to store and maintain them. A 

large amount of time is also required to assess if the hits are false positives or negatives. (2) 

FBDD is an increasingly popular method to use instead of, or complementary, to HTS. Small 

organic molecules called fragments, that are around 100-250 Da, are used in FBDD instead of 

the bigger molecules used in HTS which are around 250-600 Da. The need for big libraries with 

a couple hundreds of thousands of molecules disappears with FBDD, as the small size of 

fragments allows for a more efficient sampling of chemical space compared to the big 

molecules in HTS. By being able to have a much smaller library, FBDD addresses one of the 

biggest drawbacks of HTS. (2) 

There are other benefits of using fragments compared to bigger molecules beside the more 

efficient sampling of chemical space.  HTS hits are usually more potent than fragment hits, 

simply because they are larger. However, their size is usually already on the upper limit of what 

is considered drug like, and HTS hits seldom have a perfect fit to the active site of the protein 

target of interest (2). The easiest way to optimize the target potency of a compound is to increase 

size. However, an increased molecular size often leads to poorer drug-like properties such as 

absorption, clearance, and solubility. Fragments, on the other hand, are small to begin with, 

thus they usually have a better fit to the active site, making it easier to generate a lead compound 

with high affinity and selectivity to its target protein without growing the compounds too large 

(see Figure 2) (2).  
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Figure 2: Picture to the left, above: Fragment hits can more easily make a perfect fit into the protein active site (represented 
by a blue surface), whereas the larger HTS hits have a less optimal fit. Picture to the left, below: fragment hit is crystallized, 
showing the position of the fragment in the active site of the target protein. The fragment is then grown and optimized, the 
added parts being tailor-made to fit into the protein pocket, and at the same time respecting the limits of drug-like properties, 
such as fitting into the “sweet spot”. Picture to the right: The green area in the graph is known as the “sweet spot”. Historic 
data shows that drugs that lies in this area seem to have good drug-like properties with regards to absorption, distribution, 
metabolism, elimination and toxicity. Fragments starts outside the sweet spot, and as the fragment hits are grown, they 
become larger and more lipophilic, and thus moves toward the sweet spot. The little star shows how fragments start outside 
the sweet spot, and the big star shows how fragments end up in the sweet spot after the lead optimization. (4) 

Due to their small size, the fragments have strong, but few interactions with their target protein 

and thus very weak binding affinity to it. (9) This weak affinity is typical in the 100 µM – 10 

mM range and is therefore outside of the sensitivity range of conventional HTS-assays. 

Biophysical screening methods like DSF or X-ray crystallography-based assays are well suited 

for FBDD due to their high sensitivity. (2) However, despite the sensitivity of these methods, 

the fragments still need be screened with at high concentrations for the low affinity binding of 

the fragments to be detected. A criterion for fragments in FBDD is therefore that they are highly 

soluble. (9)  

The drawback with FBDD compared to HTS is that it cannot be used effectively against all 

types of protein targets as of today. FBDD requires as mentioned earlier, the three-dimensional 

structure of the ligand bound to its protein target. More than a third of all drugs that have reached 

the market are targeting membrane proteins. These proteins are however difficult to generate 

high resolution crystal structures of, making them unsuitable FBDD protein targets. (5) 

Fragments also usually need deep protein pockets to bind, which makes it difficult to find 

fragments that inhibits protein–protein interactions, where the contact surfaces are 

comparatively flat. (6)  
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FBDD is a fairly new drug discovery method compared to other methods like HTS. Still, this 

method has to date (June 2020) played a central role in discovering two approved drugs (see 

Figure 3), and more than 30 drugs that are in the clinical phase. (7) (3)  

To summarize the advantages with FBDD: It is possible to sample a bigger chemical space with 

FBDD than with HTS by taking advantage of the low complexity of the fragments. This allows 

for a screening library which is a thousand-fold smaller, which makes the screening process of 

FBDD faster and far less expensive and challenging than HTS. Furthermore, the hit molecules 

of FBDD are usually better starting point for the hit to lead process. (7) 

 

Figure 3: The figure shows the only two approved drugs so far that were developed through the fragment-based drug 
development method. Vemurafenib was developed by chemically growing a single fragment hit (7-azaindole) while Venetoclax 
was developed by linking two fragments hits (benzamide and benzene) and then chemically growing them. (8) 

3.2. X-ray crystallography 

X-ray crystallography is the screening-method used during this project. This method allows the 

determination of the three-dimensional structure of a protein and require the protein to be 

crystallized.  

3.2.1. Principles of X-ray crystallography 

When a protein crystal is exposed to X-ray beams (photons with around 1 Å in wavelength in 

biocrystallography experiments), it will diffract the photons into many specific directions. 

Reflections are recorded, each one corresponding to the diffraction produced by a specific set 

of parallel planes crossing the crystals. The reflections and their corresponding set of planes are 

identified by Miller indices (h,k,l). Reflections are obtained only when the corresponding set of 

planes are placed in an orientation which satisfies Bragg’s law. (9)  

In order to help the analysis of the X-ray diffraction data, mathematicians invented the concept 

of reciprocal lattice and structure factors. In a mathematical space, the reciprocal lattice is 
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composed of individual points which corresponds to a specific set of parallel planes. 

Additionally, each reflection will be characterized by a mathematical function called structure 

factor. Structure factors have two components: an amplitude and a phase. To summarize, each 

reflection is generated by a set of parallel planes, and is defined by both a reciprocal lattice 

point and a structure factor. (9) 

In a crystallography experiment, the positions of the reflections are measured, which indicate 

to which set of planes they correspond. The intensities of the reflections are also measured, 

giving an estimate of the amplitude of the structure factors. In an ideal system the intensity 

equals to the square of the amplitude of the structure factor. (9) 

Besides satisfying Bragg’s law, only reflections in the resolution range for a crystal are 

observed. The expected resolution is a parameter dependent on the crystal quality, which is 

inherent to the level of ordering in the crystal. More details about the structure of the crystallized 

protein become accessible when the resolution is increased. A guideline for the level of details 

that are reached for certain resolutions is shown in Table 1. (9) 

Table 1: The table shows the level of details of a protein structure which is accessible from data generated at different 
resolutions. 

Resolution (Å) Level of details 

> 4  Backbone of the protein can be determined 

3 Larger side chains like tryptophan appear 

2.5 All side chains can be modelled 

2.3 Structural waters become visible 

2.0 All side chains and structural waters can be 

accurately positioned  

 

Gaining knowledge about the reciprocal lattice allows the calculation of function called the 

electron density function. The reciprocal lattice is the result of a mathematical operation called 

Fourier transformation, performed on the electron density function. By applying the inverse 

Fourier transformation on the reciprocal lattice, it is therefore possible to access the electron 

density function. Besides the reciprocal lattice, the values of the structure factors are needed to 

calculate this electron density function, and thus have access to the three-dimensional structure 

of the protein present in the crystal. The electron density function represents the position of the 
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electrons in the crystals, and this is the parameter which is sought after since the atoms of the 

proteins will be placed in this electron density function.  

Different types of electron-density maps are used to visualize the electron-density function. A 

three-dimensional model of the crystallized protein is built in these maps. Features such as the 

absence or the presence of a ligand in the crystallized protein are also identified through 

inspection of these maps.  (9) 

 

Figure 4: A schematic picture of the determination of a protein structure by X-ray crystallography. (10)  

3.2.2. Protein crystals 

A protein crystal is a highly ordered periodic arrangement of protein molecules. All molecules 

in a protein crystal are related to each other by symmetry operations (translation and rotation). 

A crystal lattice is composed of unit cells who are packed onto each other. From a unit cell, the 

crystal lattice can be reconstituted by applying translational operations. The unit cell is defined 

by its dimensions: length, width, height, and angles. There are 14 different types of unit cells, 

called Bravais lattices. Besides the translational operations which transforms one unit cell to 

another one, additional rotation and screw axis operators (a rotation followed by a translation) 

can be present in the unit cell. The combination of all these operators for a given type of Bravais 

lattice constitutes a space group. There are 65 different space groups for proteins. 

The asymmetric unit is the smallest subdivision of a crystal. By applying on the asymmetric 

unit all the space group operators and the translational operators which connects unit cells with 

each other, the composition of the whole crystal can be reconstituted. In X-ray crystallography, 

the final goal is to determine the three-dimensional structure of the components present in the 

asymmetric unit. The asymmetric unit can be composed by one or multiples copies of the same 

molecule. (9) 
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3.2.3. Crystallogenesis 

As mentioned above, molecules need to be crystallized before their structure can be determined 

with X-ray crystallography. Protein crystals are being formed through slow, controlled 

precipitation from aqueous solution, under conditions that do not denature the protein. The 

protein needs to be brought at a stage above its solubility limit called supersaturation. There are 

three phases of supersaturation: the precipitation zone, the labile phase, and the metastable 

phase. In the labile phase, the protein can form crystal nuclei. For the nuclei to grow into a 

macrocrystal, the solution needs to be displaced in into the metastable phase. In the metastable 

phase the crystals can grow but will not form nuclei (see Figure 5). (9) 

 

Figure 5: The figure shows a phase diagram, which consists of four zones: The protein precipitation zone (A), the labile zone(B), 
the metastable zone (C) and the region of unsaturation (D) . The position of the protein solution on the phase diagram depends 
on both protein and precipitant concentration in the crystal drop. In a vapor-diffusion crystallization set up, the protein starts 
at the unsaturated region where the protein is soluble. As water diffuses from the crystal drop in into the reservoir solution, 
the concentration of the protein and precipitant increases. When the protein reaches the labile phase, it starts to grow nuclei. 
The concentration of protein in the solution decreases then, which will displace the protein in the metastable phase. Here the 
nuclei will grow into macrocrystals. This will decrease the protein concentration in the drop even further until it reaches 
unsaturated region where neither nuclei formation of crystal growth would occur.  (11) 

The most common method to produce protein crystals is called vapor-diffusion. In this method, 

the purified protein solution (in an undersaturated state) is mixed with a solution which contains 

a precipitant, such as (NH4)2SO4 for example. A drop of this mixture is applied in a closed 

container. The container contains also a reservoir of the precipitant solution (see Figure 6). 

Water from the droplet will evaporate to the reservoir until the concentration of precipitant in 

the drop and the reservoir are equal. This will slowly raise both the protein and the precipitant 

concentration in the droplet and cause supersaturation which will result in the forming of protein 

crystals. (9) 
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Figure 6: A schematic picture of vapor-diffusion method experiment (with a sitting-drop) to obtain protein crystals. The 
solution in the bottom is the reservoir solution, and the drop which sits on a subwell is mixture between the reservoir solution 
and a protein solution. Water will evaporate from the drop to the reservoir solution to equalize the reservoir concentration, 
which is lower in the drop.  

When trying to crystallize proteins, it is essential that the protein sample is pure and have a high 

protein concentration. The protein needs also to be in its native state and have few disordered 

regions in order to crystallize. Forming protein crystals is a trial and error process and there are 

several factors that can affect whether the protein would form crystals or an unusable 

amorphous structure. Some of these factors are: protein concentration and purity, precipitant 

(identity and concentration), pH, ionic strength, salt, additives, temperature and the presence of 

ligands. Generally, initial crystallization conditions are identified through screening against a 

large set of previously established crystallization conditions obtained for different proteins 

(sparse matrix screening). The condition is then optimized by adjusting the different factors 

mentioned above until crystals of a suitable resolution are obtained. (9) 

3.2.4. Data collection 

Nowadays data are collected using an X-ray source called synchrotron. In a synchrotron, 

electrons are accelerated to near light speed and confined in a roughly circular loop using 

magnetic fields. This loop is not a perfect circle, but a polygon with a large number of sides. At 

each corner of the polygon, precisely aligned magnets bend the electron stream. When the 

electrons path is bent, they emit bursts of energy in the form of X-rays. (9) 

In order to collect data, crystals are harvested from the drops and frozen in liquid nitrogen. To 

avoid ice formation, crystals need to be bathed in a solution which contains a cryoprotecting 

agent, such as glycerol prior being frozen. Frozen crystals are then shipped to a synchrotron 

where they would be mounted on a goniometer-head. Cold N2 gas will be streamed on the 

crystals to reduce the radiation damage of the X-rays on the crystals, as well as reducing 
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background noise. The mounted crystals are then irradiated with a monochromatic beam of X-

rays.  (9) 

The goal of the data collection is to collect all reflections in the resolution limits for a given 

crystal, and preferably multiple times. To do so, the crystals are rotated on the goniometer – 

head so every set of parallel planes will meet an orientation which fulfills Bragg’s law and 

produce a reflection which will be recorded on a detector. (9) 

The modern way to collect data is to collect a large number of frames, each corresponding to a 

small oscillation (e.g. 0.1 degree) of the crystal in the X-ray beam. Differences in sensitivity 

towards radiation damage implies that each data collection procedure need to be optimized for 

every data collection project. The number of frames needed depends on the space group. The 

space group with highest symmetry requires less frames to obtain a complete data set. (9) 

3.2.5. Data processing 

When processing the recorded data, the goal is to obtain the amplitudes of all structure factors 

and associate them with a specific set of planes (Miller indices). The first part of the processing 

consists in the association of each reflection with a particular set of planes, i.e. a point on the 

reciprocal lattice. A dedicated software will analyze the position of the reflections and suggest 

the most likely space group. Once a space group is selected, each reflection will inherit the 

proper Miller indices. This part is called indexing. (12) 

The intensity and the variation of the intensity of each reflection will then be measured in a 

second processing step called integration. These values will be adjusted through an advanced 

mathematical treatment which will consider deviations from an ideal model (a perfect crystal). 

This step is called scaling. The intensity of the reflections recorded multiple times and linked 

by symmetry will be merged into an average value. This step is called merging. During this 

step, statistics will be calculated, which will illustrate the quality of the data. (12) 

In this report, the merging statistics that will be used to determine crystal quality and resolution 

cutoff are Rmeas (compares the intensity of equivalent reflections) (13), I/sigma (signal to noise 

ratio), CC1/2 (correlation between two half datasets) (14), completion (indication of the 

percentage of the theoretical maximal reflections that have been measured). These statistics are 

obtained for the entire data set and for different resolutions shells. (12) 

The amplitudes of the structure factors corresponding to specific reflections are then obtained 

by truncating the intensities of the reflections. After all the data processing steps, each reflection 
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is then associated with its Miller indices and the amplitude of the corresponding structure factor. 

(12) 

3.2.6. Solving the protein structure 

To calculate the electron density function, knowledge of the amplitudes and phases of all 

structure factors is required. The amplitudes of the structure factors were measured during data 

processing, but the phases are lost in the diffraction experiment. Different methods exist to 

estimate the phases, the one used in this project is called molecular replacement. The three-

dimensional structure of a related protein whose structure has been previously been determined 

will be rotated and translated in the asymmetric unit. From the different orientation of the model 

in the asymmetric unit, the amplitudes of the structure factors will be calculated and compared 

with the one determined experimentally. When a good correlation is found, calculated phases 

based on the model will be used with the experimental amplitudes to complete the description 

of the structure factors. (9) 

For this method to be successful, the protein model needs to be closely related to the target 

protein (>35 % sequence identity). At this stage, most of the parameters of the reciprocal space 

are either known, or properly estimated. It is then possible to calculate the electron density 

function and to determine the position of the atoms in the target protein. Different types of maps 

can be generated and have different roles. As an example, the Fourier difference map (Fo – Fc) 

allows to visualize when the ligand was present in the crystallized protein and absent from the 

model used in molecular replacement. Improvement of the model is performed through iterative 

cycles of manual building in the electron density map in the real space and adjustment of the 

position of the atoms in the reciprocal space. This part is called refinement, and this is beyond 

the scope of this project. (9) 

3.2.7. X-ray crystallography as screening method 

The next step after performing a FBDD screening is to confirm the obtained hits, and obtaining 

the three-dimensional structures of the protein-hit complexes. By using fragment-screening by 

X-ray crystallography (XFS) as a screening method, the fragment library is screened for hits at 

the same time as the three-dimensional structure of the ligand-protein complexes are obtained. 

It is therefore possible to hit three birds with one stone with this method (hit identification, 

confirmation, and crystal structure). This means that it is possible to save some time by using 

XFS as the screening method, at least when working with small fragment libraries like in this 

project. (7)  
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Fragment screening usually suffers from a lot of false negatives and positives, which could be 

due to compounds interfering with the detection technology in a way that wrongly suggests 

interaction with the target protein, or because the fragments have too low affinity for the 

binding-event to be detected. However, false positives rarely occur when using XFS as the 

screening method, since non-binding fragments will not appear in the electron-density maps. 

The hits obtained with XFS need therefore rarely to be confirmed, unlike many other fragment 

screening methods. (7)  

XFS is sensitive enough to detect the low affinity binding of most of the fragments, which 

usually lies in the 100 µM – 10 mM range, however, it is still possible that some fragment 

bindings are too weak to be detected. The method is therefore not immune against false 

negatives. False negatives could also occur either by the fragments damaging the protein 

crystals or because the protein was crystallized in non-physiological or non-native conditions, 

which could affect the proteins ability to bind to the fragments. Furthermore, if the binding-site 

of the protein is blocked by crystal contacts, the ligands would not be able to bind to the protein 

which would also yield to a false negative result. (7) 

In this project, the target protein will come into contact with the fragments through a process 

called soaking. Fragments, dissolved in an organic solvent, will be applied to already preformed 

protein crystals. Protein crystals are loosely packed, typically containing from 30 to 80% 

solvent, and it is therefore still possible for the fragments to reach the binding site of the 

proteins, despite them being crystallized.  

XFS is routinely performed with millimolar compound concentrations because the method 

requires compounds to have high occupancy in the protein for a hit to be detected. The method 

requires therefore high solubility of the compounds. Furthermore, the organic solvent that is 

generally used to dissolve the fragment (DMSO most often) could damage the crystals. The 

amount of organic solvent applied on the crystals can be reduced when the fragments have a 

high solubility in the organic solvant. (7) 

One of the drawbacks with screening with XFS is the low throughput of the method compared 

to some other FBDD screening methods like DSF, which is Sprint Bioscience primary screening 

method. The cost of screening with XFS is also considerably higher than DSF, and the screening 

conditions needs to be optimized much more for each protein target. Contrary to some other 

screening methods, like surface plasmon resonance for example, no information on the binding 
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constants of the fragments to their protein target can be obtained through XFS (see Table 2).  

(7) 

Although XFS is low throughput and expensive, there are a lot of ongoing developments to 

improve these drawback through softwares and equipments which automates a lot of the heavy 

manual labor processes and reduces the time needed at the synchrotrons. These developments 

have enabled smaller drug discovery companies to use this method. 

Table 2: Sensitivity Limit, Throughput, Structural Information and false Positive  and false negative information on some of 
the most frequently used FBDD screening methods. (7) 

 

Pan-Dataset Density Analysis (PanDDA) is one of the software that has been developed 

recently for XFS. It does not improve the cost or throughput of XFS, but the hit rate of the 

fragment screening. By subtracting the electron density from different ground-states of the 

protein (a state corresponding to an apo-protein) from the electron density obtained from a 

crystal which has been soaked with fragments (see Figure 7), low-affinity binders which 

otherwise would not have been identified as hits could be detected. To utilize PanDDA, electron 

density maps corresponding to roughly 40 apo-protein are required. (15) 

Screening method Sensitivity limit Throughput Structural 

Information 

Propensity for false 

positive/negative 

Biochemical assay High µM High None High false postive/ high 

false negative 

Ligand-Nuclear 

magnetic resonance 

Low mM Medium Some Medium false positive/ 

low false negative 

Surface plasmon 

resonance 

High µM Medium None Medium false positive/ 

low false negative 

Differential 

scanning 

fluorimetry 

high μM - low 

mM 

High None high false positive/ high 

false negative 

X-ray 

crystallography 

Mid mM  Low high Low false positive/high 

false negative 
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Figure 7: A schematic picture of how PanDDA works. It subtracts the electron density of the ground state of a protein (B) from 
the electron density of the same protein soaked with a fragment (A). This allows for detection of low-affinity binders (C) where 
the electron density of the fragment is so weak that it would otherwise be difficult to distinguish it from noise.  (15) 

A high throughput crystallization system is strongly preferred when using XFS. This means 

that the crystallization set up is preferably performed with a dispensing machine on a 96 well 

sitting drop crystallization plate, as this would require less time and manual labor to generate 

crystals. The crystallization system needs also to be robust, which means that a lot of good 

crystals will be generated per crystallization plate. A large number of crystallization plates 

would otherwise be needed to obtain a sufficient number of crystals, which would be labor-

intensive and expensive in term of amount of protein. (16) 

Another requirement for XFS is that the crystals need to diffract at a high resolution. The 

crystals should diffract at a higher resolution than 2.5 Å in order for the fragments to be placed 

unambiguously in the electron density map. However, it is preferred that the crystals diffract to 

resolution higher than 2 Å since the interactions between structural waters, the protein and the 

fragments can be modelled accurately at this resolution. Seeing how the protein and the 

fragments interact with the water network is important when growing the fragment hits. It is 

however impossible to know before the screening how well the crystals will diffract when they 

have been soaked with the fragments. Different fragments will damage the crystals differently, 

but the higher resolution the crystals diffract without the fragments, the bigger chance that they 

will diffract at high resolution with the fragments. (17) 

3.3. Designing a Fragment Library  

3.3.1. Sampling chemical space  

X-ray crystallography is not a high throughput method and the corresponding screening library 

must thus consist of a limited number of fragments (300 in this project). The objective when 

designing such a small fragment library as in this project is to sample as much chemical space 

as possible by having a diverse set of fragments. However, fragments can be dissimilar in 

different ways. (18) They can be chemically dissimilar by having different physicochemical 

properties (eg. lipophilicity, molecular weight, polarity etc.) or by having different structural 

features (e.g. shared substructures, ring systems etc.) They can also be different biologically by 

targeting different biological targets (see Figure 8). (19) Biological activity is often regarded as 
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the most important parameter for drug discovery, however, this data does not exist for the big 

majority of all existing fragments. (18) Also, the biological activity of a fragment will 

drastically change, in the process of growing them to fit the selected target protein (Figure 2).  

To obtain a diverse fragment library in this project, fragments are going to be purchased from 

different commercially available fragment libraries. Before selecting which fragments to 

purchase, a filtering step will be performed on the vendor fragments, avoid fragments with 

unwanted properties being selected. Fragments properties can be undesirable for different 

reasons, some properties for example can reduce the drug-likeness of a molecule, others reduce 

the possibility of generating a hit when screening. (7)   

 

Figure 8: Molecules cane be similar in different ways, chemically, molecularly, biologically etc. The figure compares the 
similarity of two vascular endothelial growth factor receptor 2 ligands. (19)  

3.3.2. Physicochemical and structural properties  

A general guideline when designing a fragment library is “the rule of 3” (Ro3), which says that 

fragments have molecular weight ≤ 300 Da, LogP is ≤ 3, the number of hydrogen bond 

acceptors (HBA) is ≤ 3 and the number of hydrogen bond donors (HBD) ≤ 3. The latter two 

criteria have not been widely adopted as there are ambiguities in how donors and acceptors are 

defined. (20) 

The log P is the partition coefficient, which describes the ratio of concentrations of a compound 

in a mixture of two immiscible solvents at equilibrium, often water and octanol. (7) A computer 

calculated version of Log P is often used instead of Log P, since experimental values for the 

majority of the existing fragments has not been measured. There are different ways of 
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calculating LogP, and each calculating method have a different prefix letter, e.g. cLogP, ALogP 

XlogP etc. Log P can be seen as a numeric value of the lipophilicity of the compounds (21).  

A filtering is often performed on the number of rotatable bonds a fragment has. This number 

can be seen as numeric value of how rigid a compound is. Rigid compounds have a smaller 

entropic penalty when binding to proteins than flexible molecules. Too much flexibility can 

therefore reduce the likelihood of a binding as the entropic barrier becomes too high. However, 

a few rotatable bonds can be desirable in the fragments since this allows them to flexibly adapt 

to the protein pocket. (22) Other properties that can be filtered on is the charge of the 

compounds at physiological pH, their topological polar surface area (TPSA) and their number 

of chiral centers. (7) 

3.3.3. Removing false positives 

A rapid elimination of swill (REOS) filter will be used in this project, which will remove 

fragments that have functional groups that are known in the literature to be non-druglike by 

being reactive or toxic for example. This filter will also remove fragments that have structures 

that are associated with promiscuous ligands and frequent hitters. By removing these fragments, 

the number of false positives can be reduced. (23) 

3.3.4. Molecular similarity  

As mentioned above, it is important that the used fragment library in this project is diverse. This 

means that the fragments in this library cannot be too similar to each other. Calculating the 

structural similarity of any two molecules can be achieved by comparing their molecular 

fingerprints. These fingerprints are binary vectors whose elements have values of either “1” 

or “0” corresponding to the presence, or absence of specific feature (see Figure 9). Elements 

in the vector with value “1” are called “on-bits“ and those with value “0” are called “off-

bits. (19) The Tanimoto coefficient (Tc) is a mathematical tool to describe how similar two 

molecules are based on their molecular fingerprints. The mathematical formula of this 

coefficient is generally defined as such: 

𝑇𝑐 (𝐴 ,𝐵) = =
𝑐

𝑎+𝑏−𝑐
    (1) 

Where A and B are binary fingerprints of two molecules, a and b are the number of on-bits in 

each binary vector and c is the number of on-bits shared by both vectors. The Tanimoto 

coefficient ranges between 0-1, and the smaller the number the less similar are the two 

compared molecules. The Tanimoto coefficient is one of the most widely used similarity 
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metrics and there are several studies which concludes that this coefficient is the method of 

choice when computing molecular similarities. (24) (25)  

 

Figure 9: The figure shows how a binary fingerprint is made out of the molecule 3-Morpholinone. (26)  

The sphere exclusion method is one of the most widely used methods to find diverse compounds 

from fragment vendors to add to an existing fragment library. The idea behind this algorithm is 

to select compounds whose similarity with each other are not higher than a chosen threshold. 

This threshold could be described with the Soergel Distance (1-Tc) or other distance metrics. 

Before running this algorithm, seeding molecules, i.e. starting molecules, need to be chosen. 

These seeding molecules can be an existing fragment library that is going to be expanded by 

purchasing fragments from vendors. The number of molecules that the algorithm should select 

from the vendors is specified before running the sphere exclusion method. (27) 

Another method that is used in this project to find diverse molecules to add to a pre-existing 

fragment library is the CANVAS hole-filling method. Before using the hole-filling method 

seeding molecules are chosen, as well as how many fragments that the hole-filling method 

should select from the vendors. The output of this method is the selected number of fragments 

from the vendors that are structurally dissimilar from the seeding molecules. The input and the 

output of the hole-filling method and the sphere exclusion method are the same, but their 

algorithms are quite different. (27) 

Explaining the details behind the algorithm the hole-filling method is beyond the scope of this 

report since it is quite advanced. But a simple explanation of how this algorithm works is that 
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it selects compounds from the vendors that will maximize a selected distance metric (e.g. 

Soergel distance) between the molecules in a preexisting fragment library. However, an 

algorithm that only tries to maximize the distance between each molecule may select 

compounds with extreme and undesirable properties. Such approach is typically referred to as 

edge design, which results in compounds being selected around the edges of chemical space 

(see Figure 10). The hole-filling method on the other hand assumes that the seeding compounds 

have desirable properties and tries therefore to fill the holes between them rather than choosing 

molecules as far as possible from them. (27) 

 

Figure 10:  Examples of hole-filling strategies. Picture A illustrates the distribution of the seeding molecules (red circles) in 
chemical space. The large dimensionality of the chemical space has been reduced to two dimensions in order to facilitate 
visualization. The closer the figures are to each other the more similar they are structurally. Picture B shows how new 
compounds (blue squares) are added from an external library using an edge design approach. Picture C illustrates how new 
compounds (green triangles) are added from an external library using the Canvas hole-filling approach. Notice how the hole-
filling method chooses less compounds on the edge of the chemical space and more between the seeding molecules. (27) 

The hole-filling method has a feature where it is possible to optimize on molecular properties. 

This means that it possible to choose an interval for different properties such as molecular 

weight for example, where all vendor fragments who are outside this interval will be less likely 

to be selected by the algorithm. (27) 

Unlike the sphere exclusion method, a distance threshold is not set in the hole filling method. 

It is thus not possible to choose that all selected compounds should have at least a certain 

distance from each other. Despite this, the hole-filling method has been the primarily fragment 

selection method in this project since it does not utilize an edge design and it has an optimization 

feature. (27) 

3.3.5. Assessing the diversity of a fragment library 

To assess the diversity of the made fragment library in this project, the metric “average 

Tanimoto coefficient of each fragment to its closest neighbor” was used. An explanation of this 

metric can be found in Figure 11.  
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Figure 11: The molecules in a library that consists of 3 molecules (A, B, C)  has been placed in chemical space, which is the 
blue square. The large dimensionality of the chemical space has been reduced to two dimensions to facilitate visualization.  
The closer the molecules are to each other in chemical space, the higher the Tanimoto coefficient is between them (the more 
similar are the molecules to each other). The nearest neighbor for molecule B in this library is A, and the nearest neighbor for 
molecule C is B, and so forth. AB is the Tanimoto coefficient between A and B, and so forth. The average Tanimoto 
coefficient of each molecule to its nearest neighbor in this library is calculated like this: (AB + BA + BC)/3 

3.4. Vaccinia related kinase 1 
VRK1 will be used as model in this project to test XFS as a screening method. As its names 

implies, VRK1 is a kinase, which means that it is an enzyme that phosphorylates substrates 

using ATP molecules (the substrates are proteins in the case of VRK1).  VRK1 plays an 

important role in cell division and growth by regulating the activity of several transcription 

factors and DNA repairing proteins through phosphorylation. (28) Studies have reported that 

VRK1 is overexpressed in many tumor cells, such as mammary epithelial cells in breast cancer 

or glial cells in glioma. (29) (30) This overexpression has shown to significantly accelerate the 

initial stage of cell proliferation. By overexpressing the VRK1, the tumor cells seem also to be 

more tolerant to DNA damage treatments such as ionizing radiation or medicines like 

doxorubicin. (28) 

Cancer cells where the VRK1 gene has been knocked down have shown to be more susceptible 

to the above-mentioned cancer treatments, since the DNA damage response seems to be 

impaired. It also seems that the depletion of VRK1 inhibits cell proliferation. (28) These 

observations suggests that molecules that inhibits VRK1 can be used as cancer drugs, either by 

themselves by slowing down the cell proliferation, or in combination with treatments that 

damages the DNA. (28) 

  

Chemical space

L - Asparagine L- Glutamine

Thiamine
(Vitamin B1)

A

B

C

Nearest neighbor for A = B
Nearest neighbor for B = A
Nearest neighbor for C = B

Average tanimoto coeffienct of each molecule to its 
nearest neighbor in this library:
(AB + BA+ BC)/3 
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4.Method 

All chemicals, instruments and other materials mentioned in this chapter are found in Appendix 

A.  

4.1. X-ray crystallography library design 

A fragment library was made during this project and it is called XiBiL. This library consisted 

of 300 fragments, in which about a third comes from the drug development company Sprint 

Bioscience’s differential scanning fluorimetry library, called SiBiL (containing 960 diverse 

fragments, already filtered on physiochemical properties and unwanted structural features). The 

other two thirds of XiBiL was purchased from vendors that sell fragments. The fragments in 

XiBiL are all soluble in DMSO at a 1 M concentration. This allows for a fragment screening at 

around 100mM without exposing the protein crystals to a DMSO concentration which would 

damage them.  

XiBiL was used to screen against the protein VRK1 in this project, but this library was however 

not designed to be screened exclusively against this protein. This fragment library was made in 

order to be used against many different protein targets. The selection of the fragments into this 

library were thus not biased towards fragments that look like kinase binders for example. The 

selection of this library was instead made purely on diversity. 

4.1.1. Fragment selection 1 – Selecting 137 fragments from SiBiL 

As the first step to select compounds for XiBiL, fragments from SiBiL were selected. One of 

Sprint Bioscience’s cheminformatics chose 22 fragments from SiBiL with diverse 

physiochemical properties and that were soluble in DMSO at 1 M concentration. All 

compounds in SiBiL are already filtered with respect to favorable physiochemical properties 

and structural features. Then, one hole filling and one sphere exclusion calculation were made 

to select 300 fragments each from SiBiL, with the 22 chosen fragments as seeds. The computer 

software Canvas (version 4.0.012, from the Schrödinger suite) was used to perform these two 

diversity selection methods. The sphere exclusion was made with Soergel Distance (1-Tc) as a 

distance metric and with a sphere size of 0.5. There were in total 137 fragments that existed in 

both these diversity methods’ selections.  
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Figure 12: To select which fragments from SiBIL (Sprint Bioscience’s fragment library for their differential scanning fluorimetry 
screenings) to include into XiBiL one hole filling was made to select 300 fragments. A Sphere exclusion method was also made 
to select 300 fragments. The fragments that were selected by both diversity methods were included into XiBiL if they were 
soluble at 1 M in DMSO. 

4.1.2. Fragment selection 2 - Selection of 300 commercially purchasable fragments 

A file was made that merged the fragment libraries of 15 different fragment library vendors. 

This file contained “Simplified Molecular Input Line Entry Specifications” (SMILES) of the 

fragments and their vendor ID. The file also contained annotations on whether the fragments 

were sold by vendors that could test, before the purchase, if the fragments were soluble at 1 M 

concentration in DMSO. The vendors that can do this test will be called high prioritized vendors 

and the vendors that cannot, will be called low prioritized vendors from now on. 

The merged vendor file was filtered with a Sprint Bioscience modified version of Schrödinger’s 

REOS filter using Canvas. An additional filter was also used to remove fragments with 

substructures deemed undesirable by Sprint Bioscience through previous encounters with them. 

Fragments that did not any meet certain property-based criteria were also removed from the 

merged vendorfile (see Table 3). 

  

Hole filling 
method

300 compounds

from SiBiL  

Diversity based 
selection

300 compounds 
from SiBiL 

Overlap:
137
compounds 

22 seed
compounds

XiBiL
Directly to XiBiL

To XiBiL if soluble in DMSO at 1M
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Table 3: The table describes the property-based criteria used to filter the file with vendor fragments. Fragments that were 
outside the specified property ranges were removed from the file. For example, fragments that had an AlogP lower than -1 
or more hydrogen bond acceptors than 7 were removed from the file.  

 

Using the software Blabber (version 2.6.4), the SMILES of the fragments in the property-

filtered file was changed to the most probable ionization state at pH 7.4. This ionized vendor 

file was filtered once again using Canvas to remove fragments with more than one charged 

atom. To summarize the filtering processes, see Figure 13.  

 

Figure 13: How the second fragment selection was made: The file with the libraries of 15 different fragment library vendors 
contained 350 000 different fragments at start. After the rapid elimination of swill filter and the Sprint Bioscience filter 46 000 
fragments were removed from the file. 214 000 additional fragments were removed since they did not meet the set 
physicochemical criteria. Lastly, 3000 fragments were removed since they had more than one charge. From the remaining 
87 000 fragments in the file, 300 were selected using the hole filling method in canvas.  

In order to get a desirable ratio between charged and neutral molecules, as well as the high and 

low prioritized vendors, six hole fillings were made to get a total number of 300 fragments. The 

ratio between high and low prioritize vendors was 2:1, and the ratio between neutral, positive 

and negative fragments was 16:3:1. The latter ratio was based on experience of how often Sprint 

Bioscience get hits that are neutral, basic and acidic. Too see how the hole fillings were made, 

 

Property Filter 

AlogP  > -1, < 3 

HBA < 7 

HBD < 4 

RB < 5 

PSA > 20, < 75 

Heavy atom count > 8, < 18 

Ring structure < 4 

Charge < |2| 

Declared chiral centers  < 2 

Iodine  < 1 

Bromine < 2 
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see the Table 4 below. An optimization was made during all six hole filling based on the chiral 

centers, Heavy atom count (HAC), HBA and HBD (see Table 5).  

Table 4: The table shows how the six hole filling were performed in the first round of hole fillings. The first hole filling used all 
fragments in SiBiL as seeds and selected 160 neutral fragments from the high prioritized vendors. The second hole filling 
used SiBiL and the 160 neutral fragments as seeds and selected 10 negative charged fragments from the high prioritized 
vendors and so forth. 300 Fragments were chosen in total 

Seeds Fragments to select from Number of 

fragments selected  

Hole filling 

number 

SiBiL Neutral fragments from high 

prioritized vendors. 

160 (A) 1 

SiBiL + A  Negative charged fragments from 

high prioritized vendors. 

10 (B) 2 

SiBiL + A + B Positive charged fragments from 

high prioritized vendors. 

30 (C) 3 

SiBiL + A + B + 

C 

Negative charged fragments from 

low prioritized vendors. 

5 (D) 4 

SiBiL + A + B + 

C + D 

Positive charged fragments from 

low prioritized vendors. 

15 (E) 5 

SiBiL + A + B + 

C + D + E 

Neutral fragments from low 

prioritized vendors. 

80 6 

Total number of fragments 300 

 

Table 5: The table describes how the property optimization of the hole fillings was changed in first hole filling round. 

Property Range 

HBA  < 4 

HBD  > 1 

HAC  <15 

Chiral centers  < 2 

 

Chemists at Sprint Bioscience looked at the 300 selected fragments and removed fragments that 

they thought should not be purchased because they were: reactive, unstable, difficult to see on 

LC-MS, difficult to be chemically grown, had too few possible interaction points with a protein 
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and too similar another selected fragment. 116 fragments were purchased in total out of the 

selected 300 fragments.  

4.1.3. Fragment selection 3 - Selection of 300 more commercially purchasable fragments 

A second round of hole fillings were made to select 300 more fragment from the different 

fragment vendors. This selection was made after the DMSO solubility of the fragments that had 

been purchased in the first round of hole fillings had been tested. No discrimination was made 

between the high and low prioritized vendors during the hole fillings this time, since the 

vendors’ DMSO solubility test was deemed unreliable and expensive. Three hole fillings were 

therefore made in total this time around instead of 6 (see Table 6). The optimization of the 3 

hole fillings were made in the same way as described in Table 5 but with the addition of the 

parameter “Nitrogen count < 5”. The chemists at Sprint Bioscience looked at the selected 

fragment this time around as well, removing the fragments they thought should not be 

purchased using the same criteria as in the last fragment selection. 205 fragments were 

purchased in total this time out of the selected 300 fragments. 

Table 6: The table shows how the 3 hole filling were performed in the second round of hole fillings. The first hole filling used 
all the fragments in SiBiL and the 300 fragments from the first round of hole fillings (HF1) as seeds and selected 10 negative 
charged fragments. The second hole filling used SiBiL, HF1 and the 10 selected negative charged fragments as seeds, and 
selected 30 positive charged fragments from good vendors, and so forth. 300 fragments were chosen in total.  

Seeds Fragments to select 

from 

Number of fragments 

selected  

Hole filling 

number 

SiBiL + HF1 Negative charged 

fragments 

10 (A) 1 

SiBiL + HF1 + A  Positive charged 

fragments  

30 (B) 2 

SiBiL + HF1 + A + B Neutral fragments from 

good vendors. 

240 (C) 3 

Total number of fragments  300 

 

4.1.4. Selecting from soluble fragments 

When summarizing the solubility data of all fragments selected from SiBiL and the purchased 

ones, it turned out that more than 300 fragments were soluble at 1 M concentration in DMSO. 

A last hole filling was therefore made to select 300 fragments, which was the limit for the 

library size. The 22 fragments that were used as seeds in the first fragment selection, as well as 
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all the SiBiL the fragments from the first selection that that were soluble in DMSO at 1 M  

concentration were kept, and used as seeds in this hole filling.  

4.2. Dissolving fragments in DMSO 

Around 1-3 mg of each fragment is weighted and added to a vial (350µl vial with a fused-in 

insert). The fragments were then dissolved in 100% DMSO to reach a final concentration of 1 

M. Visual observation under the microscope was used to determine if the fragments were 

dissolved completely or if there were any precipitation or crystal formation. Fragments that 

were not dissolved were sonicated with a Bandelin Sonorex RK100H machine at 45° 

Celsius for 7 minutes and checked again. An eye measurement was performed at least 2 days 

after the dissolving of the fragments to check if crystals had started to grow in the vials.  

4.3. Dispensing of the library 
The fragments were stored at room temperature in the DMSO vials that they were dissolved in. 

0.3 µl of each fragment in the library was dispensed into a SWISSCI 3 lens crystallization 

microplate subwell a week before the fragment screening. 300 fragments were supposed to be 

dispensed in the crystallization microplate, but at the time of the dispensing it was discovered 

that 2 fragments had formed giant crystals which absorbed all the DMSO in the vials. Only 298 

fragments were therefore dispensed in microplate. The microplates with the fragments were 

then sent to MAX IV so that VRK1 crystals could be soaked with the fragments. 

4.4. Crystallization optimization 

4.4.1. Protein solution preparation 

 The VRK1 construct used in crystallization was a synthetic variant corresponding to residues 

3 to 364 from the wild-type protein (Uniprot ID: VRK1_HUMAN). To improve the 

crystallization of the protein construct, eleven residues were mutated into alanines. This protein 

construct has been recombinantly expressed in Escherichia coli and purified by Sprint 

Bioscience.  

The protein was stored at -80 C in a buffer containing 20 mM buffer pH 7.5, 300 mM salt, 

0.5mM reducing agent and 10% cryoprotective agent. The concentration of the protein stock 

solutions was 26 mg/ml.   

Aliquots of purified VRK1 were thawed and kept on ice. They were diluted to a chosen 

concentration with a freshly made protein buffer, which had the same composition as the protein 

buffer solution in the aliquots. After the dilution, the concentration of the protein samples was 

measured with a ND-100 Nandodrop spectrophotometer at 280nm to ensure that a proper 
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dilution has been made. 1 mM of the Sprint Bioscience compound Sprint-1000 is then added to 

the samples, as VRK1 will be cocrystallized with this ligand. The spectrophotometric 

measurement is performed before adding the ligand since its absorption at 280 nm is unknown. 

The protein concentration after adding the ligand was therefore slightly lower than in the 

nanodrop measurement (by 0.5%). The samples were incubated for roughly 2 and half hours on 

ice. They were then centrifuged at 20000G for 20 minutes at 4° C. The pellet and the supernatant 

remained in the same tube. 

4.4.2. Crystallization solution preparation 

All crystallization plates were set up according to the procedures below if nothing else is stated:  

The crystallization solution was dispensed manually in a VWR 1.2ml 96-well deep well plate 

with a multi-channel pipette. The solution was centrifuged at 500G for 2 min and then 

homogenized by using a plate shaker for roughly a half hour. It was once again centrifuged for 

2 minutes at 500G afterwards.50µl of crystallization solution was then dispensed into a Corning 

3550 crystallization plate in the reservoir wells. 

4.4.3. Crystallization trials  

The SPT LabTech Mosquito automate was used to dispense the mix between the protein and S-

1000 on the sitting-drop pedestal and to add the reservoir solution to the protein drop. This 

mixing was performed in the 3 subwells of the crystallization plate. Each subwell had a different 

protein to crystallization solution ratio. The total volume of the drops in the subwells were 

always 0.3µl. This means that if a 2:1 protein to crystallization solution ratio was dispensed, 

then 0.2µl protein solution was dispensed in a subwell, as well as 0.1µl reservoir solution. The 

crystals were incubated in a RUMED E-230 incubator at 20° C. The outcome of the 

crystallization trials was assessed through observation under microscope at various time after 

the set-up. 

4.4.4. Crystallization set up 

Crystallization optimization experiment 1: Identifying the optimal pH 

The first crystallization experiment consisted in a precipitant-pH grid (see Figure 14). The 

precipitant concentration in the reservoir wells ranged from 23-33 % w/v. A Buffer was used 

at 0.1 M and the pH ranged from 6.5 to 8. All reservoir wells contained 0.15M Salt and 3% w/v 

additive. A protein concentration of 18 mg/ml was used on one half of the plate while a 

concentration of 10 mg/ml was used on the other half. The three different protein to 

crystallization solution ratios dispensed in the subwells were 1:1, 2:1 and 1:2. 
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Figure 14: The composition of the crystallization solutions in the reservoir wells in the crystallization plate of crystal 
optimization experiment 1. The row on the bottom indicates the concentration of the protein solution dispensed in each 
subwell prior addition of the crystallization solutions. The buffer, additive and salt concentrations are constant while the pH, 
the concentration of precipitant and protein vary in this experiment.  

Crystallization optimization experiment 2: Identifying the optimal pH using an extended pH range 

The second optimization experiment was similar to the first experiment (see Figure 15). The 

only difference is that only one protein concentration was used this time (18 mg/ml) and that 

the pH ranged from 6.5 to 9.1. The same protein to crystallization solution ratios were used as 

in the previous experiment.  

 

Figure 15 : The composition of the crystallization solutions in the reservoir wells in the crystallization plate of crystal 
optimization experiment 2. The row on the bottom indicates the concentration of the protein solution dispensed in each 
subwell prior addition of the crystallization solutions. The buffer, additive and salt concentrations are constant while the pH, 
the concentration of precipitant and protein vary in this experiment.  

Crystallization optimization experiment 3: Identifying the optimal buffer concentration 

In the third experiment only one protein concentration was used, which was 18 mg/ml. Unlike 

the two earlier experiments, the precipitant range in the reservoir solutions was 26-34% w/v 

instead of 23-33. The pH was kept at a constant value, and the concentration of the buffer was 

between 20-240mM. Same additive and salt concentration were used in this experiment as the 

previous experiments. The three different protein to crystallization solution ratios dispensed in 

the subwells were changed to 1:1, 1:2 and 1:0.71.  
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Figure 16: The composition of the crystallization solutions in the reservoir wells in the crystallization plate of crystal 
optimization experiment 3. The row on the bottom indicates the concentration of the protein solution dispensed in each 
subwell prior addition of the crystallization solutions. The pH, salt and additive concentrations are constant this time and the 
buffer concentration is varied between 20 to 240mM.  

Crystallization optimization experiment 4: Identifying the optimal additive and salt concentrations 

The precipitant was once again changed, to 27-34% w/v instead of 26-34 (see Figure 17). The 

additive concentration was varied between 2-7% w/v in half of the reservoir wells, while the 

salt was varied between 0.05 to 0.3M in the other half. The concentration of the protein solution 

was still 18 mg/ml. All reservoirs contained 0.08M Buffer with a pH of 7.2. The protein to 

crystallization solution ratios in the subwells were 1:1, 1:2 and 1:0.88.  

 

Figure 17: The composition of the crystallization solutions in the reservoir wells in the crystallization plate of crystal 
optimization experiment 4. The row on the bottom indicates the concentration of the protein solution dispensed in each 
subwell prior addition of the crystallization solutions.  The pH and the buffer concentration are constant in all reservoir wells. 
The additive concentration is varied for half of the reservoir wells, and constant in the other half. The same thing applies for 
the salt concentration.  

Crystallization optimization experiment 5: Identifying the optimal protein concentration 

In the fifth optimization experiment, four different concentration of protein solutions were 

tested. The concentrations were between 16-22 mg/ml with 2 mg/ml incremented steps (Figure 

18). All reservoirs had 6 % v/w additive, 0.2M salt and 0.08M Buffer. The precipitant 

concentration range was changed to 26-33% v/w. Three different pH was used for each protein 

solution. The pH range was between 6.8 and 7.2 with 0.2 pH units of incremented steps. The 

protein to crystallization solution ratios in the subwells were 1:1, 0.71:1 and 1:0.88.  
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Figure 18: The composition of the crystallization solutions in the reservoir wells in the crystallization plate of crystal 
optimization experiment 5. The row on the bottom indicates the concentration of the protein solution dispensed in each 
subwell prior addition of the crystallization solutions. The additive, buffer and salt concentrations were constant in all 
reservoirs, while the pH was varied.  

Crystallization optimization experiment 6: Assessing the robustness of the crystallization system 

In the last optimization experiment all reservoir wells had the same crystallization solution, 

consisting of 80mM buffer with the pH of 7.2, 6% w/v additive, 0.2M salt and 29.7 % w/v 

precipitant. All three subwells had a protein to crystallization solution ratio of 1:1 and only a 

20 mg/ml protein solution was used. 100 ml of the reservoir solution was prepared in this 

experiment. 6 ml of this solution was used in this experiment and the rest was sent to MAX IV 

to produce the crystals required for fragment screening.  

4.5. Data collection 

4.5.1. Assessing the quality of the crystals from the third and fourth optimization experiment   

Harvesting the crystals 

In the first data collection, the best crystals from the third and fourth crystallization optimization 

experiments were harvested. The crystals had been incubated for at least one week. The 

harvesting was performed by cutting open the plastic tape that sealed the crystallization plate 

and transferring with a pipette 0.5µl of the crystallization solution in the reservoir wells on the 

crystals. The crystals are then dislodged from the bottom of the plate using an acupuncture 

needle, and thereafter harvested with cryoloops from Hampton Research. The harvested crystals 

are transferred into 0.5µl cryosolution which consist of 30% w/v precipitant, 0.2M salt, 50mM 

buffer with the pH of 7.75, 1% v/v DMSO, 150mM NaCl and 20% v/v of a cryoprotecting 

agent. After being bathed in the cryosolution for 30 seconds, the crystals are flash-frozen by 

being transferred together with the cryoloops that were used to harvest them into liquid 

nitrogen. The crystals are shipped in a cold (below -190 °C) dry shipper dewar to the MAX IV 

synchrotron facility in Lund.  
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Data collection 

The data were collected at BioMAX beamline at MAX IV. (31) (32) The crystals were radiated 

with X-ray beams with a wavelength of 0.97624 Å. While being irradiated with X-ray beams, 

the crystals rotated 360° with a frame being collected for each 0.1° rotation. This resulted in 

3600 frames being collected in total per crystal. The beam exposure for each frame was 0.011 

second and the transmission intensity was 50% which corresponds to roughly 1012 

photons/second. Data were recorded on a Dectris Eiger 6M hybrid pixel array detector. 

Data processing  

The collected data were automatically processed on MAX IV computers with autoPROC, a 

package of tools and programs that automate the whole range of steps involved in data 

processing. (33) Crystal data that could not be processed by autoPROC were manually 

processed using the software XDS (34). The software STARANISO was used to perform an 

anisotropic cutoff of the processed data to remove uninformative data and improve data quality. 

(35) A local I/σ above 1.2 was used as a resolution cutoff was used for all crystal data in this 

project.   

4.5.2. Data collection 2 – Testing 3 different soaking protocols with positive controls 

Crystal production 

Crystals were made with a 20mg/ml protein solution. All reservoirs had 6% w/v additive and 

0.08M buffer with a pH of 7.2. The salt concentration ranged between 0.10-0.26 M and the 

precipitant ranged between 28-32% w/v. All three drops had a protein to crystallization solution 

ratio of 1:1.  

Soaking and harvesting the crystals with positive controls. 

The Sprint Bioscience fragments Sprint-3000, Sprint-2000, and Sprint-1000 were dissolved in 

DMSO to get 1 M concentration. Fragment Sprint-2000 was then further diluted with DMSO 

to achieve a 0.5M concentration since this fragment was not soluble at 1 M. Each of these three 

fragments solutions were then mixed with three different soaking solutions with a fragment-

soaking solution ratio of 1:7. The mixing was performed by adding 0.3µl fragment solution in 

a subwell of a SWISSCI 3 lens crystallization microplate. 2.1 µl of the soaking solution was 

then added on the fragment solution and the mixture was homogenized with a pipette. This 

means that the 1 M fragment solutions were diluted to a concentration of 125mM (66.5mM in 

the case of Sprint-2000). The composition of the three soaking solutions can be seen in Table 

7.  
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The plastic sheet that covered the crystallization plate were cut open and 0.7 µl of the fragment 

and soaking solution mixtures were applied on the 0.3 µl crystal drops. The concentration of 

the fragments in the crystal drop were thus 87.5mM (43.8mM in the case of Sprint-2000). 

After being soaked for one day, the crystals that were soaked with soaking solution 1 were 

harvested using the same protocol as the one described in data collection 1. The crystals that 

were soaked with soaking solution 2 and 3 were also harvested according to the mentioned 

protocol, with the exception that they were not bathed in a cryosolution when they were 

harvested, since these solutions already contained a cryoprotective agent. 28 crystals were 

fished in total, with roughly 10 crystals for each of the three fragments. The crystals are shipped 

in cold dry shipper dewars to the MAX IV synchrotron facility in Lund.  

Table 7: The table describes the composition of the three different soaking solutions that were used in the three different 

soaking protocols during the second data collection experiment.  

 

Data collection and processing 

The data were collected in the same way as in the last data collection. Through the 

FragMAXApp, data were processed with either one of these three different processing 

programs: AutoPROC, Fast DP or EDNAproc (36) (37). The processed data were then solved 

using the program DIMPLE in the FragMAX website. (38) DIMPLE solved the structure using 

rigid body refinement, jelly refinement and restrained refinement. A high-resolution model of 

the VRK1 protein which has been solved by Sprint Bioscience was used as a molecular 

replacement during the refinement.  

Using the FragMAXApp website, the 2Fo-Fc and Fo-Fc electron density maps for each crystal 

were then evaluated to see if any fragments was bound to the protein. 

Soaking 

Solution name 

Solution Composition 

Solution 1 37.62% precipitant, 0.09 M buffer pH 7.2, 0.23M Salt, 0.17M NaCl, 6.84% 

additive (filtered through a 0.45µm filter prior to use) 

Solution 2 37.62% precipitant, 0.09 M buffer pH 7.2, 0.23M Salt, 0.17M NaCl, 6.84% 

additive, 25% cryoprotective agent (filtered through a 0.45µl filter prior to 

use) 

Solution 3 30% precipitant, 0.2M Salt, 0.05M buffer pH 7.2, 0.15M NaCl, 0.5% 

DMSO, 20% cryoprotective agent  
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4.5.3. Data collection 3 – Fragment screening 

Crystal production, soaking and harvesting.  

The crystallization production, soaking and harvesting were all made at the Lund P3 facility by 

a beamline scientist at MAX IV, since MAX IV and Lund University did not allow any visitors 

due to the Covid-19 pandemic outbreak.   

9 crystallization plates were set up in the same way as in crystallization optimization 6, using 

even the same crystallization solution as in that experiment. The crystals were made in a 

SWISSCI 3 lens crystallization microplate this time instead of a Corning 3550 plate. The 

crystals were incubated for roughly a week in a SWISSCI UVEXps 256 /600 at 20° Celsius. 

The biggest crystals were soaked with fragments from XiBiL in the same way as described in 

the soaking part of data collection 2.  Soaking was performed following previously described 

protocol 3. Crystal selection and transfer was assisted by an Oxford Lab Technologies crystal 

shifter. The crystals were soaked with the fragments for 3 hours before they were harvested.  

298 crystals soaked with a unique fragment each were harvested in total. The fragments had an 

87.5 mM concentration in the crystal drop. 40 crystals soaked with only DMSO at 8.8% v/v 

concentration were also harvested for “pan-dataset density analysis” (PanDDA) and to evaluate 

crystal quality prior soaking. (15) 

Data collection, data processing, structure solving and hit identification 

The data collection was performed at BioMAX (MAX IV) in the same way as described in 

4.5.2, with the only exception being that a 30% transmission intensity was used this time, and 

that some crystals were rotated only 240 degrees instead of 360 to save time. Data were auto-

processed through the automated pipeline available at BioMAX using either EDNA, FastDP or 

AutoProc. Only datasets processed with AutoProc were used in the next steps 

Structures were solved by molecular replacement using 20 cycles of rigid-body refinement in 

REFMAC5 (each molecule in the assymetric unit being divided into 2 rigid bodies, each lobe 

being described as a rigid body) followed by 20 cycles of maximum-likelihood refinement. The 

presence of the fragments was detected by visual inspection of the 2Fo-Fc and Fo-Fc maps in 

Coot. 
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5.Results 

5.1. DMSO solubility of the fragments 

303 out of the tested 458 fragments were soluble in DMSO at 1 M concentration (this number 

does not include the 22 seed fragments from the first fragment selection). This corresponds to 

a 66% solubility rate for all the tested fragments. Examples of how the vials looked like when 

dissolving the fragments can be seen in in Figure 19. The percentage of soluble fragments 

increased for each fragment selection iteration, with the percentage being 56% in the first 

fragment selection and 75% in the third fragment selection (see Figure 20).  

 

Figure 19: Four examples of how the vials can look like in the microscope when trying to dissolve the fragments in DMSO at 1 
M concentration. In example A) the fragments are completely dissolved, and the solution is thus opaque. In example B) crystals 
have been formed. In example C) the fragments have not been completely dissolved and precipitation is found at the bottom 

of the vial. In example D) the solution is turbid because there is a lot of unsuspended fragments in it.  

 

Figure 20: A bar plot which shows the number of fragments in the y-axis and the three fragment selections that were made 
in x-axis. The first fragment selection was made from Sprint Bioscience own fragment library and the other two fragment 
selections were made from the libraries of different fragment vendors. The colors show how many percent of each fragment 
set were soluble at 1 M concentration in DMSO. 458 fragments were tested and 303 fragments were soluble in DMSO in 
total. The percent of dissolved fragments is higher for each fragment selection set. 
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Trends in DMSO solubility were analyzed after each iteration of fragment selection and 

solubility testing. This was done in order to find descriptors that could make it possible to 

make predictions about the solubility of the next selection of fragments. There is plenty of 

literature data on solubility of organic molecules in water, and clear trends has been reported 

for descriptors such as LogP, fraction saturated carbon, TPSA and charge. (39) (40) However, 

there is less literature on trends in DMSO solubility. No literature could be found where 

solubility data has been reported for fragments dissolved in the very high concentrations of 

DMSO that is needed in this project . This is why the fragments were purchased iteratively, to 

find DMSO solubility trends and use them for the next purchase.  

When analyzing the DMSO solubility data of the fragments from the first fragment selection, 

a trend could be found when looking at the HBA count. The more hydrogen bond acceptor a 

fragment has the less likely it seems to be dissolved in DMSO at 1 M concentration (see 

Figure 21). There was a 30% drop in DMSO solubility between the fragments who had 3 and 

4 hydrogen bond acceptors. The optimization parameter HBA < 4 was therefore used in the 

second fragment selection during the hole fillings to try to increase the percent of DMSO 

soluble fragments. 

 

Figure 21: A bar plot which shows the number of fragments in the y-axis and HBA count in x-axis. This bar plot contains only 
solubility data from the fragments from first fragment selection. The colors show how many percent of the fragments were 
soluble at 1 M concentration in DMSO. Higher HBA count seems to make the fragments less soluble in DMSO at 1 M 
concentration.  

After analyzing the DMSO solubility data of the fragments from both the first and second 

fragment selection, the HBA trend could still be found. A new trend could also be found when 

looking at the number of nitrogen atoms (see Figure 22). Just like with the HBA, the more 
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nitrogen atoms the less soluble the fragments seem to be in DMSO. There was a 34% drop in 

DMSO solubility between the fragments who had four and five number of nitrogen atoms. 

The optimization parameter “number of nitrogen atoms < 5” was therefore used in the third 

fragment selection during the hole fillings to try to increase the percent of DMSO soluble 

fragments even further. Having one sulfur atom seemed also to make the fragments more 

soluble in DMSO, as there was a 19 % difference in solubility between the fragments that had 

one sulfur atom and the fragments who had none. Optimization on the number of sulfur atoms 

were however not made during the third fragment selection, as Sprit Bioscience deemed it 

undesirable to have a fragment library too rich in sulfur atoms, since sulfur can be sensitive to 

oxidation.  

 

Figure 22: The bar plot to the left shows the number of fragments in the y-axis and the number of nitrogen atoms in x-axis. 

The bar plot to the right have the same y-axis but the x-axis shows the number of sulfur atoms. These bar plots contain only 

solubility data from the two first fragment selections. The colors show how many percent of the fragments were soluble at 1 

M concentration in DMSO. Having a higher number of nitrogen atoms seem to make the fragments less soluble in DMSO at 

1 M concentration. Having one sulfur atom seem on the other hand to increase the fragments’ solubility in DMSO compared 

to not having any sulfur atoms.  

After analyzing the DMSO solubility data of the fragments from all iterations (also including 

the last) the solubility trends found for the HBA, nitrogen and sulfur counts could still be 

seen. Furthermore, a DMSO solubility trend could also be seen when looking at the number of 

halogens the fragments had. The more halogens the more likely the fragments seem to be 

dissolved in DMSO (see Figure 23). There is a study made Tetko et al. (2013) which also 

found that halogens seem to enhance the solubility of molecules in DMSO. However, the 

DMSO solubility data for that study is for a 10 mM concentration and not a 1 M like in this 

project. (41) 
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Figure 23: A bar plot which shows the number of fragments in the y-axis and number of halogen atoms in the x-axis. This bar 
plot contains DMSO solubility from all three fragment selections. The colors show how many percent of the fragments were 
soluble at 1 M concentration in DMSO. Higher number of halogen atoms seems to make the fragments more soluble in 
DMSO at 1 M concentration. 

5.2. Diversity of the Fragment Library 
To evaluate the diversity of the library, the Tanimoto coefficient of each fragment to its nearest 

neighbor was calculated, and then the average value for all fragments in the library was used as 

a diversity metrics to represent the whole library. For XiBiL, this number was 0.19. To put this 

number into a context, the same metrics for SiBiL is 0.43. This means that the molecules in 

XiBiL are more diverse than in SiBiL, which indeed was the intention when designing the 

library. To get an idea how dissimilar two molecules are who has Tanimoto coefficient of 

roughly 0.19 or 0.43, see Figure 24. 

 

Figure 24: The structural similarity between molecule A and five different molecules is compared by using the Tanimoto 

coefficient. The smaller the Tanimoto coefficient the less structurally similar are the two compared molecules. (42)  
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The hole filling method which was used to select the fragments in XiBiL is purely structurally 

based, meaning that it will choose fragment based on how dissimilar they are to each other 

structurally. It does not take into consideration the physicochemical properties of the fragments. 

This could in theory have resulted in the fragments being quite dissimilar from each other 

structurally, but not from a physicochemical standpoint. However, this was not the case as the 

fragments seem to have a quite good spreading of the physicochemical properties anyways. 

This can be seen in Figure 255. 

 

5.3. Crystallization optimization 

Bigger crystals do not always translate to better diffraction and higher resolution, but in the 

case of the VRK1 it does. This is based on Sprint Bioscience’s previous experience with this 

protein . The aim of the crystal optimizations was to identify the crystallization condition which 

generated as big crystals as possible in 96 sitting drop crystallization plate. Big crystals that 

diffract at 1.5 Å have been generated through the hanging drop method by Sprint Bioscience 

before this project commenced. However, using hanging drop to produce the 300 big crystals 

that are needed for the X-ray crystallography fragment screening will require a significant 

amount of time and manual labor. The sitting drop method have a higher throughput and 

requires less manual work. The drop volumes in hanging drop are also about ten times bigger 

than in the sitting drop method, which means that the production of the 300 big crystals would 

consume a lot of protein solution.  

Figure 25: To the left: A scatter plot of the fraction of sp3 hybridized carbons (fsp3) vs the molecular weight (mw) of the 
fragments in the library that was used in this project for the screening. To the right: XlogP vs the topological polar surface area 
of the same fragment library. Despite that the selection of these fragments was purely structurally based, the fragments seem 
to still have a good spreading of their physicochemical properties. 
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Evaluation of the results from the crystal optimization experiments were made visually using a 

microscope. The crystals in the crystallization plate were rated based on a scale of 1 to 10. To 

see what each rating in this scale means see Table 8. Although visual observation of the crystals 

can at best give an indication of diffraction quality of the crystals, the only way to assess the 

diffraction quality of the crystals is through data collection. Data were therefore collected at a 

late stage of the crystallization optimization process to evaluate the diffraction quality of biggest 

generated crystals.  

Table 8: The table shows what each grading in the scale that the crystals will be rated with means.  

Observation Code 

Clear Drop 1 

Phase Separation 2 

Regular Granular Precipitate 3 

Birefringent Precipitate or Microcrystals 4 

Posettes or Spherulites 5 

Needles (1D growth) 6 

Plates (2D growth) 7 

Crystals (3D growth, < 0.1 Mm) 8 

Crystals (3D growth, between 0.1 and 0.2 

mm 9 

Crystals (3D growth > 0.2mm) 10 

 

5.3.1. Crystal optimization 1 – Identifying the optimal pH 

The first optimization experiment was performed to try to determine the optimal pH for crystal 

growth. The tested pH range was 6.5 to 8. Two different protein concentrations, 10 and 18 

mg/ml, were tested as well. The results from the first experiment can be seen in Figure 26. The 

conclusions that could be drawn from this experiment was that 18 mg/ml generated bigger 

crystals in the tested conditions. It also seemed that the pH made the protein more soluble as 

crystals were only generated in higher pH when the precipitant concentration was high. The 1:1 

protein to crystallization solution ratio which could be found in subwell 1 generated the biggest 

crystals. The ratio in subwell 2 generated no crystals and the ratio in subwell 3 had the most 

wells with at least one crystal. However, the crystals in subwell 3 were smaller than the crystals 

in subwell 1.  
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It was hard from this experiment to conclude which pH was the optimal to get the biggest 

crystals. There were some crystals that were relatively big in the higher end of the tested pH 

range, but also on the lower end as well, like F1 which can be seen in Figure 26.  

 

Figure 26: A microscope picture of well F1, subwell 1 in first optimization experiment. The picture is taken after 1 day of 
incubation with 5X relative zoom. These crystals were bigger than majority of the crystals generated in this experiment after 
1 day of incubation.  

  

Figure 27: The figure shows how the crystals in the three different subwells were rated after 1 day of incubation in the first 

crystallization optimization experiment. What the ratings and colors mean can be seen in Table 8. The figure shows also how 

the composition of the crystallization solution in each reservoir well in the crystallization plate differed. The third row from the 

top indicates which concentrations of the VRK1 protein solution was used to make the crystal drops in the subwells.   

 

6.5 6.8 7.1 7.4 7.7 8 6.5 6.8 7.1 7.4 7.7 8

Subwell 1 1:1 Protein to crystallization solution ratio

1 2 3 4 5 6 7 8 9 10 11 12 Precipitant (%)

A 1 1 1 1 1 1 1 1 1 1 1 1 23

B 8 1 1 1 1 1 1 1 1 1 1 1 24

C 1 1 1 1 1 1 1 1 1 1 1 1 26

D 8 8 8 1 1 4 1 1 4 1 1 1 27

E 8 8 8 8 8 8 5 1 1 1 4 5 29

F 8 8 8 8 8 8 4 4 4 2 2 8 30

G 8 8 8 8 8 8 5 5 8 8 8 8 32

H 4 4 2 8 8 8 8 8 8 8 8 8 33

Subwell 2 2:1 Protein to crystallization solution ratio 

1 2 3 4 5 6 7 8 9 10 11 12 Precipitant (%)

A 1 1 1 1 1 3 3 5 5 3 5 5 23

B 1 5 4 1 1 3 1 5 4 1 5 3 24

C 3 1 1 1 1 5 5 5 1 5 5 5 26

D 1 1 1 1 1 5 1 5 5 1 1 5 27

E 1 1 5 1 5 5 2 4 1 1 1 4 29

F 2 2 2 1 4 5 2 1 2 4 4 4 30

G 4 4 2 2 1 1 1 1 1 1 1 1 32

H 1 1 1 1 1 4 1 1 1 1 1 1 33

Subwell 3 1:2 Protein to crystallization solution ratio

1 2 3 4 5 6 7 8 9 10 11 12 Precipitant (%)

A 8 8 8 5 3 5 5 5 1 5 1 1 23

B 8 8 8 8 8 8 4 4 1 1 1 1 24

C 8 8 8 8 8 8 8 1 1 1 1 1 26

D 8 8 8 8 8 8 8 8 8 8 8 4 27

E 8 8 8 8 8 8 8 8 8 8 8 4 29

F 8 8 8 8 8 8 8 8 8 8 8 4 30

G 4 8 4 8 8 8 8 8 8 8 4 4 32

H 4 4 4 4 4 4 2 4 2 2 2 2 33

Buffer 0.1 M (pH)

18 mg/ml protein 10 mg/ml protein
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5.3.2. Crystal optimization 2 – Identifying the optimal pH using an extended pH range  

The second optimization experiment used only one protein concentration, which was 18 

mg/ml. Since there were some crystals that were relatively big in the higher end of the tested 

pH range in first optimization experiment, a new experiment was performed where the max 

pH was 9.1 instead of 8. This was made in order to ensure that the optimal pH was not outside 

the tested pH range in the first experiment.  

Some relatively big crystals could be found in the wells with a higher pH than 8, but these 

crystals were about as big as the crystals that were grown in pH 7-8 (see Figure 28). pH 7.2 

was chosen to be used in the next experiment as it generated the biggest crystals and it is close 

to the physiological pH. To see the crystals that were grown in pH 7.2 see Figure 29. 

The crystals in this experiment was bigger than the crystals in the last experiment (compare 

Figure 26 with Figure 29), even in the wells with identical conditions. This could possibly be 

caused by an inaccurate and poorly calibrated multi-channel pipette being used in this and the 

last experiment during the dispensing of the precipitant. A better calibrated multi-channel 

pipette was used in the upcoming optimization experiments. 

The results from subwell 3 were discarded in this experiment since too little protein solution 

was loaded in the mosquito machine. A lot of the subwell 3 drops had therefore air bubbles in 

them and the results from this subwell were therefore deemed unreliable.  
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Figure 28: The figure shows how the crystals in two out of the three different subwells in the crystallization plate were rated 
after 1 day of incubation in the second crystallization optimization. The results from subwell 3 were discarded since there were 
air bubbles in almost all wells. What the ratings and colors mean can be seen in Table 8. The figure shows also how the 
composition of the crystallization solution in each reservoir well in the crystallization plate differed. The third row from the 
top indicates which concentrations of the VRK1 protein solution was used to make the crystal drops in the subwells.   

 

Figure 29. A microscope picture of G4, subwell 1 (pH 7.2). The picture is taken after 1 day of incubation with 3X relative zoom. 
These crystals were the biggest crystals in this experiment after 1 day of incubation. 

5.3.3. Crystal optimization 3 – Identifying the optimal buffer concentration  

In the third optimization experiment, the pH was constant. All wells had a pH of 7.2, but they 

had different buffer concentrations. The precipitant range was changed from 23-33 % w/v to 

26-34 because crystals didn’t seem to grow in low precipitant concentrations. The protein to 

crystallization solution ratio of subwell 3 was changed as well in this experiment, from 2:1 to 

1:0.71. This change was made since the former used protein to crystallization solution ratio 

6.5 6.7 7.0 7.2 7.4 7.7 7.9 8.2 8.4 8.6 8.9 9.1

Subwell 1 1:1 Protein to crystallization solution ratio

1 2 3 4 5 6 7 8 9 10 11 12 Precepitant (%)

A 3 3 3 5 2 2 2 1 2 2 3 3 23

B 3 3 3 3 3 3 3 5 3 3 5 3 24

C 3 3 3 3 3 3 5 2 3 3 3 3 26

D 8 3 3 3 3 3 3 3 3 5 3 3 27

E 8 9 3 8 3 3 3 3 3 3 3 3 29

F 8 9 9 8 8 4 8 8 4 5 3 3 30

G 9 9 9 9 9 3 5 8 5 3 3 8 32

H 8 8 8 8 9 9 9 9 9 9 8 8 33

Subwell 2 1:2 Protein to crystallization solution ratio

1 2 3 4 5 6 7 8 9 10 11 12 Precepitant (%)

A 2 3 3 3 3 3 3 3 3 3 3 3 23

B 8 8 8 8 8 4 4 5 3 3 3 5 24

C 8 8 8 8 8 8 4 4 4 4 4 3 26

D 8 8 8 8 9 9 9 8 8 8 8 8 27

E 8 8 8 8 8 8 8 8 8 8 8 4 29

F 4 8 8 8 8 8 8 8 8 8 4 2 30

G 4 4 4 4 4 4 8 8 8 8 8 8 32

H 2 2 4 4 4 4 5 5 4 4 4 4 33

Buffer 0.1 M  (pH)
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didn’t generate any crystals (see Figure 27). However, this new ratio was not much better, as it 

only generated crystals in only 4 subwells (see Figure 30).  

The buffer concentration did not seem to affect the crystallization process considerably as big 

crystals could be found in almost all different buffer concentrations. The biggest crystals after 

1 day of incubation could be found G4 subwell 1, which had a 80 mM buffer concentration (see 

Figure 31). This buffer concentration will therefore be used in the next optimization experiment.  

 

Figure 30: The figure shows how the crystals in two out of the three different subwells in the crystallization plate were rated 
after 1 day of incubation in the third crystallization optimization experiment. The subwell 3 results are not shown since there 
was almost no crystals in these subwells. What the ratings and colors mean can be seen in Table 8. The figure shows also how 
the composition of the crystallization solution in each reservoir well in the crystallization plate differed.  

 

Figure 31: Microscope pictures of F4, subwell 1 (0.08M buffer). The left picture is taken after 1 day of incubation while the 
right picture is taken after 6 days of incubation. These 2 crystals were the biggest crystals in this experiment after 1 day of 
incubation. 

20 40 60 80 100 120 140 160 180 200 220 240

Subwell 1 1:1 Protein to crystallization solution ratio

1 2 3 4 5 6 7 8 9 10 11 12 Precipitant (%)

A 3 4 4 4 5 5 5 5 3 4 4 5 26

B 5 1 4 4 4 5 5 5 5 4 5 1 27

C 4 8 5 5 5 1 9 9 9 8 8 8 28

D 1 3 3 9 1 1 5 5 5 1 5 3 29

E 3 9 8 3 3 1 9 8 1 1 9 1 31

F 5 8 8 9 9 9 9 9 5 9 9 8 32

G 8 8 8 9 9 9 9 8 9 9 9 9 33

H 8 8 8 8 8 8 8 8 8 8 8 8 34

Subwell 2 1:2 Protein to crystallization solution ratio

1 2 3 4 5 6 7 8 9 10 11 12 Precipitant (%)

A 8 8 8 8 8 8 8 8 8 1 8 3 26

B 8 8 8 8 8 8 8 5 8 8 5 4 27

C 8 8 8 8 8 8 2 4 4 5 5 5 28

D 8 8 8 8 8 8 8 8 8 8 8 1 29

E 4 4 4 4 4 8 8 8 8 8 2 1 31

F 4 4 4 4 4 4 4 4 4 8 8 4 32

G 4 4 4 4 4 4 4 4 4 4 4 4 33

H 2 2 2 2 2 2 2 2 2 2 2 2 34

Buffer pH 7.2 (mM)
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5.3.4.  Crystal optimization 4 – Identifying the optimal additive and salt concentrations  

In the fourth optimization experiment, the concentration of the additive was changed in the 

first half of the plate and the concentration of salt was changed in the other half (see Figure 

32). The precipitant range was changed this time from 26-34 to 27-34 % w/v as crystals did 

not seem to grow at 26% w/v precipitant. The protein to crystallization solution ratio of 

subwell 3 was changed once again as the last ratio gave unsatisfactory results. The ratio in this 

experiment was 1:0.88 instead of 1:0.71. This means that the crystal conditions in the subwell 

3 are very similar to the conditions in subwell 1, which has a protein to crystallization solution 

ratio of 1:1.  

The results from this experiment showed that the salt and additive concentrations that had 

been used in the previous experiments were not optimal. The biggest crystals were found in 

the first half of the plate had 6% additive, and the biggest crystals in the other half had 0.2M 

salt (see Figure 33 and Figure 34).  

Big crystals could be found in subwell 3 for the first time in these optimization experiments. 

These crystals were however not as big as the ones in subwell 1. The crystals were also only 

generated in higher precipitant concentrations in this subwell, is to be expected since the 

concentration of the precipitant is lower in this subwell compared to the other subwells. 

Subwell 1 generated once again the biggest crystals and subwell 2 produced a lot of small 

crystals as usual. 
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Figure 32: The figure shows how the crystals in the three different subwells in the crystallization plate were rated after 1 day 
of incubation in the fourth crystallization optimization experiment. What the ratings and colors mean can be seen in Table 8. 
The figure shows also how the composition of the crystallization solution in each reservoir well in the crystallization plate 
differed.  

 

Figure 33: The D5, subwell 1 in the fourth crystal optimization experiment. The microscope picture to the left is taken after 1 
day of incubation with 4x relative zoom. The microscope picture to the right is taken after 5 days of incubation with 3x relative 
zoom. The D5 reservoir contains 6% additive and 0.15M Salt. This subwell contains the biggest crystals in the first half of the 
crystallization plate in this experiment. 

2 3 4 5 6 7 0.05 0.1 0.15 0.2 0.25 0.3

Subwell 1 1:1 Protein to crystallization solution ratio

1 2 3 4 5 6 7 8 9 10 11 12 Precipitant (%)

A 1 5 4 8 4 4 1 8 5 5 5 5 27

B 5 5 5 1 1 5 5 1 1 1 1 1 28

C 5 5 1 1 1 1 5 1 1 1 1 1 29

D 1 8 1 1 10 1 1 5 1 1 1 8 30

E 1 10 1 10 10 1 1 1 5 10 10 10 31

F 1 8 9 9 9 10 1 3 1 10 9 9 32

G 10 8 9 9 8 9 1 9 1 10 9 8 33

H 8 8 8 8 8 8 8 8 8 10 9 8 34

Subwell 2 1:2 Protein to crystallization solution ratio

1 2 3 4 5 6 7 8 9 10 11 12 Precipitant (%)

A 8 8 8 8 8 8 8 8 8 8 8 8 27

B 8 8 8 8 8 8 8 8 8 8 1 1 28

C 8 8 8 8 8 8 8 8 8 8 8 1 29

D 8 8 8 8 8 8 8 8 8 8 8 1 30

E 8 8 8 8 8 8 4 8 8 8 8 1 31

F 8 8 4 8 8 8 4 8 8 8 2 2 32

G 4 4 4 4 4 4 2 8 8 8 2 2 33

H 4 4 4 4 4 4 4 4 4 4 2 2 34

Subwell 3 1:0,88 Protein to crystallization solution ratio

1 2 3 4 5 6 7 8 9 10 11 12 Precipitant (%)

A 1 1 1 1 1 1 1 1 1 1 1 1 27

B 1 1 1 1 1 1 1 1 1 1 1 1 28

C 1 1 1 1 1 1 1 1 1 1 1 1 29

D 5 5 5 1 1 1 1 1 1 5 5 5 30

E 5 5 5 5 5 5 1 1 1 1 1 1 31

F 5 5 5 8 8 5 4 4 4 5 5 5 32

G 8 9 1 5 8 5 5 5 5 5 9 9 33

H 9 9 8 10 9 5 5 5 10 10 9 9 34

Additive (%) Salt (M)
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Figure 34: The F10, subwell 1 in the fourth crystal optimization experiment. The microscope picture to the left is taken after 1 
day of incubation with 4x relative zoom. The microscope picture to the right is taken after 5 days of incubation with 3x relative 
zoom. The F10 reservoir contains 3% additive and 0.2M Salt. This subwell contains the biggest crystals in the second half of 
the crystallization plate in this experiment.  

5.3.5. First data collection - Assessing the quality of the crystals from the third and fourth 

optimization experiment   

The purpose of the first data collection was to evaluate the diffraction quality of the crystals 

and to see if they generated high resolution data. The crystals from the fifth optimization 

experiment were supposed to be shot in this session, but at the date of the synchrotron data 

collection, only the four first optimization experiments have been made.  

Three of the biggest crystals from the third crystallization experiment, and seven of the biggest 

crystals from the fourth optimization experiment were fished and sent to the MAX IV 

synchrotron for data collection. The average resolution of the 10 tested crystals was 1.86 Å (see 

Table 9). When solving the structure of proteins with crystal data at this resolution the 

confirmation of the residues is rarely wrong and backbone tracing is correct, even for the surface 

loops. Structural waters can also be correctly placed in this resolution. The crystals 

corresponded to an orthorhombic primitive Bravais lattice, and a P212121 space group.  

The conclusion that can be made from this data collection is that the crystals are of suitable 

quality for the fragment screening, at least when it comes to the resolution, since the mean 

resolution of these crystals are higher than 2.0 Å. One of the goals with this crystal optimization 

has therefore already been achieved, which is to have a 96 well plate sitting drop crystallization 

set up where the obtained crystals diffracts at higher than 2.0 Å resolution.  
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Table 9:  Data from the from the first data collection. 10 crystals were tested in total, 7 from the fourth optimization 
experiment and 3 from the third. Crystals 1 and 8 could not be auto processed with autoPROC, they were therefore processed 
manually using XDS and staraniso. The different crystal statistic parameters like Rmeas and CC1/2 are mentioned in the X-ray 
crystallography theory section. The data presented in the table is for the entire data set and not for a certain resolution shell. 

 

5.3.6. Crystal optimization 5 – Protein concentration 

18 mg/ml protein solutions had been used in the previous experiments, and the aim of this 

experiment was to assess if this really is the optimal protein centration or if bigger crystals can 

be grown in another concentration. The reservoir solutions consisted of 6% additive and 0.2M 

salt and with three different 0.08M buffer pH (see Figure 35). The precipitant range was slightly 

lowered from the last experiment since less precipitant is needed to precipitate proteins in higher 

concentrations.  

The crystals that were generated from the wells that used a 20 mg/ml protein solution were 

remarkably big, especially after 5 days. There is a big difference between the biggest crystals 

in this experiment (see Figure 36) and the biggest crystals in the previous experiment (see 

Figure 33 and Figure 34). 20 mg/ml protein solution was therefore used in the upcoming 

experiments instead of 18 mg/ml.  

The protein to crystallization solution ratio of subwell 2 was changed from 1:2 in the last 

experiment to 0.71:1 (meaning that 0.125 µl protein solution and 0.175µl reservoir solution 

were applied in the subwell). This change was made since a 1:2 protein to crystallization 

solution ratio resulted in a too high precipitant concentration in the subwells, which caused 

the proteins to form too many nuclei. The new protein to crystallization solution ratio 

generated bigger crystals than the former ratio, and a crystal with a score of 10 was found in 

subwell 2 for the first time. However, this crystal was not as big as the biggest crystals that 

could be found in subwell 1. In the upcoming experiments, only one protein to crystallization 
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solution ratio will be used, and this ratio will be the one found in subwell 1 since it produces 

the biggest crystals.  

 

 

Figure 35: The figure shows how the crystals in the three different subwells in the crystallization plate were rated after 1 day 
of incubation in the fifth crystallization optimization experiment. What the ratings and colors mean can be seen in Table 8. 
The figure shows also how the composition of the crystallization solution in each reservoir well in the crystallization plate 
differed.  

 

Figure 36: The E9, subwell 1 in the fifth crystal optimization experiment. The microscope picture to the left is taken after 1 
day of incubation with 3x relative zoom. The picture to the right is taken after 5 days of incubation with 3x relative zoom. This 
subwell produced the biggest crystal in the whole crystallization plate in this experiment.  

6.8 7.0 7.2 6.8 7.0 7.2 6.8 7.0 7.2 6.8 7.0 7.2

Subwell 1 1:1 Protein to crystallization solution ratio

1 2 3 4 5 6 7 8 9 10 11 12 Precipitant (%)

A 1 1 1 4 1 1 1 1 1 1 1 1 26

B 1 1 1 4 1 4 8 1 1 1 8 5 27

C 1 1 1 8 8 1 8 1 1 1 1 9 28

D 8 1 1 8 9 1 10 8 9 10 10 9 29

E 8 8 8 8 9 8 10 9 10 10 9 9 30

F 8 8 8 8 8 9 9 9 10 10 9 8 31

G 8 8 8 9 9 9 9 9 9 8 9 8 32

H 8 8 8 8 8 8 8 8 8 8 8 8 33

Subwell 2 0,71:1 Protein to crystallization solution ratio

1 2 3 4 5 6 7 8 9 10 11 12 Precipitant (%)

A 1 1 1 4 4 4 8 8 8 8 8 8 26

B 4 4 4 8 8 8 9 9 8 9 9 9 27

C 8 8 8 9 9 9 9 10 9 9 9 9 28

D 8 8 8 8 9 9 9 10 9 9 9 8 29

E 8 8 8 8 9 9 9 8 9 8 8 8 30

F 8 8 8 8 8 8 8 9 9 8 8 8 31

G 8 8 8 8 8 8 8 8 8 8 8 8 32

H 8 8 8 8 8 8 8 8 8 8 8 8 33

Subwell 3 1: 0,88 Protein to crystallization solution ratio

1 2 3 4 5 6 7 8 9 10 11 12 Precipitant (%)

A 1 1 1 5 1 1 1 1 1 1 5 1 26

B 1 1 1 1 1 1 1 1 1 1 1 1 27

C 1 1 1 1 1 1 1 1 1 1 5 1 28

D 1 1 1 5 1 1 1 1 1 1 1 5 29

E 1 1 1 5 1 1 1 1 1 1 1 8 30

F 8 1 1 5 8 8 8 8 9 10 10 9 31

G 8 8 8 8 8 8 10 9 9 9 9 8 32

H 8 8 8 9 8 8 8 9 8 8 9 9 33

Buffer 80 mM (pH)

16 mg/ml protein 18 mg/ml protein 20 mg/ml protein 22 mg/ml protein
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5.3.7. Crystal optimization 6 – Assessing the robustness of the crystallization system 

All reservoirs in this crystallization plate had the same crystallization solution and all subwells 

had the same protein to crystallization solution ratio. This would mean in theory that equally 

big crystals would be generated in all subwells. However, this was not the case, as crystals 

bigger than 0.2mm (rating 10 in Table 8) could after 5 days of incubation be found in only 52 

(18%) of the 288 subwells in the crystallization plate. There were a lot of subwells which had 

clear drops without any trace of crystals. The majority of the subwells however, had many semi-

big crystals between 0.1 and 0.2mm in the longest dimension.  

The result from this experiment was used to conclude that nine crystallization plates would be 

needed to get at least 340 subwells with big crystals (300 for the fragments and 40 for the 

PanDDA). Nine crystallization plates would correspond to more subwells with big crystals than 

340, but it is important to have some margin in case that some plates will not generate as many 

subwells with big crystals as the plate in this experiment.   

5.4. Development of a high-throughput soaking protocol  
The purpose of the second data collection was to assess if the three used soaking protocols 

worked and which of the protocols should be used for the fragment screening. To evaluate if 

the protocols worked, the crystals were soaked with three fragments that are known to bind to 

VRK1 as positive controls.  

Data collection was performed on 28 crystals that had been soaked with one fragment each.  

Fragments could be found in in all but 2 out of these 28 crystals (see Table 10). The crystals 

where fragments could not be found had a quite poor resolution, 2.6 Å and 3.2 Å, respectively 

The resolution of the soaked crystals was overall quite satisfactory with a mean resolution of 

2.0 Å. The resolution range between the crystals with the highest resolution and the lowest was 

1.5Å-3.6Å. The mean resolutions of the crystals from this data collection is slightly lower than 

the mean resolution of the crystals from the first data collection (1.86Å). However, this is to be 

expected since the crystals from the first data collection were not soaked with fragments. 

Soaking crystals with fragments slightly damage them which usually results in poorer 

resolution.  

All three different soaking protocols that were used generated good data and could in theory be 

used in the fragment screening. Only 2 crystals were soaked with soaking protocol 2, since the 

soaking solution in this protocol had a high precipitant and cryoprotective agent concentration 
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which resulted in the solution being dried out quite fast. The soaking solution in protocol 2 was 

therefore quite difficult to handle from a practical standpoint.  

Since the soaking solution in protocol 1 did not contain any cryoprotective agent, the crystals 

that were soaked with this solution needed to be bathed in an additional step into a 

cryoprotective solution after being incubated with the fragment solution. The cryoprotective 

solution protects the crystals from being damaged through formation of ice when place into the 

liquid nitrogen. This extra step of bathing the crystals when fishing them is probably the reason 

why the resolution of the crystals that were soaked with soaking solution 1 were a slightly lower 

than the crystals soaked with the two other soaking solutions. Soaking solution 2 and 3  reduces 

the mechanical stress of handling the crystals, which is important for crystal quality.  

The soaking solution in protocol 3 contained less protective agent than soaking solution in 

protocol 2. This solution did therefore not dry out as quickly, but there was a risk with this low 

cryoprotectant level that the crystals would be too damaged and that too much ice would be 

formed. However, this was not the case and high-resolution data were generated with this 

soaking solution.  

As mentioned earlier, all three soaking protocols could in theory be used for the fragment 

screening as they all generated good data. However, only soaking protocol 3 will be used during 

the fragment screening since the soaking solution does not dry out too quickly and it does not 

require any extra bathing step in a cryoprotective solution. The crystals that were soaked with 

the soaking solution in this protocol generated higher resolution data compared to crystals 

soaked with the soaking solution in protocol 1, regardless of the inbound fragment.  

Table 10: The data from the second data collection. Three different soaking protocols were tested to assess which of them 
were most suitable for a fragment screening. Three different Sprint Bioscience fragments that are known to bind to VRK1 were 
used as positive controls to test the soaking protocols. Soaking protocol was only used for two crystals since it was quite 
difficult to handle from practical standpoint. Fragments could be found in 26 out of 28 crystals.  
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5.5. Fragment screening 

5.5.1. Success rate of the experiment 

Data were obtained for 151 crystals out of the 298 which was soaked with fragments (see Figure 

37). Data could not be collected for 147 crystals because they were either too damaged by the 

incubation with the fragments or intrinsically of poor quality. 28 crystals got quite severely 

damaged by the fragment soaking and they were therefore not even harvested. Many of the 

crystals which did not generate any data looked sharp and unaffected by the fragment soaking 

when they were harvested. However, they did not diffract the X-ray beams during the data 

collection. The distribution of purchased fragments and fragments from SiBiL were 

coincidentally the same among the 151 crystals where diffraction data could be obtained, and 

all the 298 crystals that been soaked with fragments.   

The mean resolution of the diffracting crystals was 2.17 Å which is significantly lower than the 

2.0 Å average resolution obtained for the positive controls in the previous experiment. 

However, 80% of the diffracting crystals had a resolution better than 2.3 Å and this resolution 

is high enough to see if fragments had bound to VRK1 or not (Figure 37). The resolution of the 

crystals would preferably have been higher than 2 Å because it would have then been easier to 

orient correctly the fragments into the electron density maps and the structural water network 

could be more detailed. The mean Rmeas value was 28 %, which is slightly higher than desired. 

High Rmeas values are correlated with a higher noise level in the electron density maps and the 

prediction of the position of the atoms becomes less accurate.  
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Figure 37: The results from the fragment screening. The Y-axis is the number of crystals, and the bar to the left shows how 
many crystals where diffraction data could be obtained out of the 298 crystals that were soaked with fragments. The bar in 
the middle shows how many crystals that diffracted at different resolution ranges and the bar to the right groups the datasets 
in different categories according to the Rmeas values. obtained after data processing. 

125 datasets could be auto-processed correctly, out of the 151 crystals which diffraction data 

could be obtained for. When the auto-processing failed, it was either during the indexing (wrong 

choice of space group) or because the datasets contained too many bad frames (frames with few 

reflections). Some crystals had only bad frames at the end, which is often a result of the crystals 

being damaged by the X-ray radiation. In the other hand, some crystals had bad frames in 

different positions, and this can be due to either an anistropic effect or a poor centering of the 

crystals in the X-ray beam (in this case, the crystal is not irradiated by the beam at specific 

orientations during the rotation). These bad frames would need to be removed manually from 

the datasets in order for the data to be processed. The resolution of the crystals with the bad 

frames will be quite poor once they are processed and it is therefore unlikely that fragments 

will be found in these crystals (even if the fragments has actually bound to the protein).  

There were 15 crystals which were placed in the wrong space group. The resolution of their 

corresponding dataset was around 2 Å so, once they would be processed, it would therefore be 

possible to detect if fragments are bound to the protein in these crystals. However, due to time 

constraints, these crystals will not be processed in this project. Sprint Bisocience will however 

do that after this project has ended.  
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No data 
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Resolution < 2.0 Å

2.0 Å< Resolution < 2.3Å
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Diffraction data could be obtained for 27 out 32 of the apo crystals that were shot in this 

screening campaign. The data for these crystals will be used for the PanDDA analysis. These 

crystals had a mean resolution of 1.71 Å and 0.09 Å standard deviation, which is significantly 

higher than the mean resolution of the crystals that were soaked with fragments. The standard 

deviation between these crystals were also much lower.  

5.5.2. Hit rate and type of hits 

Fragments could be found in 23 crystals out of the 125 where the crystal data could be auto-

processed, which corresponds to an 18.4 % hit rate. More hits could be detected once the crystal 

structures have been analyzed with PanDDA, and the structures has been resolved for the 15 

crystals that were auto processed in the wrong space group. These 23 hits had an average 

resolution of 1.87 Å and 0.2 Å standard deviation. This resolution gives the desired detail level 

of the protein structures.  

The majority of the fragment hits were found in the active site of the protein, but some 

fragments were allosteric binders. The VRK1 crystals in this project has several proteins in their 

asymmetric unit, and 4 out of the 7 obtained allosteric binders hits bound to the crystallography 

dimer interface of the protein, meaning that they bound between two VRK1 proteins from the 

same asymmetric unit or two crystallographical symmetry-related molecules. This binding 

mode of these 4 fragments is therefore probably a crystallization artifact due to the monomeric 

state of VRK1 and these four fragments could probably just be considered as false positives.  
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Figure 38: Number of fragment hits on the y-axis and the binding mode on the x-axis. There were 23 hits in the fragment 
screening against VRK1. 18 of the hits bound to the active site of the protein while 7 bound to the protein allosterically. 4 of 
the allosteric binders bound to the interface between two VRK1 proteins in the asymmetric unit. Two fragments bound both 
allosterically (to only one chain) and to the active site, which is why the sum of the two bars are 25 and not 23. The average 
resolution for all the 23 fragment hits was 1.87 Å.  

It is unknown if the allosteric binders are inhibitors or not. Allosteric bindings do not 

automatically mean that the kinase activity of VRK1 will be inhibited. VRK1 is however a 

flexible protein that needs its flexibility to exert its activity. (43) It is therefore not improbable 

that molecules that binds to an allosteric site would reduce the protein flexibility, which would 

hamper its activity. However, the only way to know if the allosteric binders would inhibit VRK1 

is to test them experimentally.   

The detection of the presence of 4 fragments was ambiguous. A weak electron density could be 

found in the active site for 4 crystals, but it was quite difficult to determine if it belonged to the 

fragments or not. However, through PanDDA analysis it is perhaps possible to determine if 

these weak electron density blobs indeed belonged to the fragments. A PanDDA analysis was 

initially planned to be made during this project, but due to time issues this will be made by 

Sprint Bioscience after this project is done.  

5.5.3. Comparison between SiBiL fragments and purchased fragments 

Out of the 125 crystals whose data could be auto-processed and analyzed, 37 were soaked with 

fragments from SiBiL and 87 were soaked with purchased fragments. Despite the higher ratio 

of purchased fragments, the unambiguous hits were distributed equally, with 11 hits coming 
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from SiBiL fragments and 12 from the purchased ones. This corresponds to a 30% hit rate of 

the SiBiL fragments and a 14% hit rate for the purchased fragments. 

 None of the 11 SiBiL hits were previously classified as hits during the DSF screening, and this 

is probably an example of XFS being a more sensitive method. However, the affinities of the 

new fragments have not been measured with an orthogonal method, and it is therefore not 

possible to determine if the reason why these fragments were not detected by DSF was due to 

the lower sensitivity of the method. It should also be mentioned that several of the obtained hits 

in this project had some response in the DSF screening, but these responses were however too 

weak to be classified as hits.  
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6. Discussion 
XFS is an expensive and low throughput FBDD screening method, and it requires a lot of 

optimization for each protein target. The advantages with this screening method are that it is 

very sensitive, it directly gives the three-dimensional structure of the protein-fragment 

complexes and false positives are rarely obtained. The aim of this project was to help Sprint 

Bioscience assess if the advantages with XFS outweigh the disadvantages, and if this method 

should be used as a complement to their DSF screening method.  

An XFS campaign was run using the oncoprotein VRK1 as a target protein to evaluate this 

screening method. During the development of the XFS campaign, a diverse fragment library 

was created which consisted of 298 fragments that were all soluble in DMSO at 1 M 

concentration. The crystallization of the protein VRK1 was also optimized in this project to get 

a robust, high throughput crystallization set up which generated crystals that diffracted at higher 

resolution than 2.0 Å when they were not soaked with fragments. The soaking protocol was 

also optimized in order to reduce both the steps during the screening procedure and mechanical 

stress caused to the crystals during handling. Lastly, the created fragment library was used in 

screening VRK1 at 87.5 mM concentration with XFS. 

From the 125 crystal structures that could be obtained from the XFS campaign, 23 fragments 

hits could be identified which corresponds to a 18.5% hit rate. However, since 4 of the 23 hits 

are with a most likely false positives, the actual hit rate is probably 15.3 %. This is a quite high 

hit rate, even for XFS where the average hit rate is reported to lie between 0.5 and 10%. (44) 

However, a hit rate this high is not unheard of and there are several XFS screening campaigns 

reported in the literature which have had a hit rate of around 20 % and even higher. (44) (45) 

The obtained hit rate of 15.3 % is not set in stone: the 26 crystals that could not be auto 

processed correctly still needs to be analyzed and the final PanDDA analysis also still remains 

to be done. If none of these final steps show any additional inbound fragments, the hit rate 

would be 12.2%, which is still a quite high.  

The hit rate for the for the SiBiL fragments in XiBiL were more than twice as high as for the 

purchased fragments. This could be due to SiBiL being biased against kinases and contain more 

fragments with kinase binding motifs. The different hit rates could also be due to different filters 

and hole filling optimizations were applied to select the purchased fragments in XiBiL 

compared to all the fragments in whole SiBiL. The filters and hole filling optimizations used 

for the purchased fragments were made to select diverse fragments and also to increase the 
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solubility in DMSO, but in the processes they might have also selected fragments less likely to 

bind to proteins. An indication of which of these two hypotheses are correct could be obtained 

by using XiBiL on a non-kinase protein target. If the former hypothesis is true then the hit rates 

should be about equal, but if the latter hypothesis is true then the SiBiL hit rate should still be 

much higher than the hit rate of the purchased fragments.  

For future XFS screening campaigns, the success-rate, which is defined as the percentage of 

soaked crystals which will lead to interpretable electron density maps, should preferably be 

improved. Diffraction data could not be obtained for 49% of the crystals that was soaked with 

fragments in this project. This number could perhaps be improved in future screening 

campaigns by having a higher buffer concentration in the crystallization solution, since this 

would reduce the change in pH due to the presence of high-concentration of fragment in the 

crystallization drop after soaking. Buffer concentration usually do not affect the crystallization 

of the protein so much, which means it should be possible to generate good crystals with a high 

buffer concentration.  

In order to improve the success rate, an additional data collection should be performed next 

time before the screening campaign with about 30 different fragments soaked at different 

concentrations to detect a correlation between the success rate and the concentration of the 

fragments used during soaking. The crystals were soaked at a high concentration in this project, 

which could have damaged the crystals to an extent where they did not diffract. By using a 

lower soaking concentration, a higher success rate might have been obtained. However, there 

is a risk of not being able to detect the low affinity binders by decreasing the concentration of 

the fragments in XFS. A balance has therefore to be made between increasing ratio of 

diffracting crystals and hit rate. 

The success-rate could also perhaps be improved in future projects by using seeding in the 

crystallization process. This could possibly generate crystals that are easier to harvest by having 

them in floating in the crystallization drops instead of having them stuck on the pedestal, which 

was the case with many crystals in this project. A lot of mechanical stress was then needed to 

be applied on the crystals to detach them from the bottom of the well, which might have 

damaged some crystals. A couple of microseeding experiments was performed in this project 

to try to make the crystals float more. The generated crystals were quite small, and due to time 

constraints, the optimization of the microseeding protocol was put on hold. 
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The screening campaign performed in this project can in many ways be viewed as a success. 

Quite a lot of fragment hits were detected, and the majority of them bound in the active site, 

which was the expected and desired outcome. Also, the fragment hits had several diverse 

binding modes within the active site where not all of them interacted with the same amino acids. 

This is beneficial when growing and merging the fragments into drug sized molecules, since 

many interaction points to the protein are needed to get a strong enough affinity for the resulting 

candidate drug. Also, many diverse hits will give options to create several chemical series, 

which is equally valuable for a drug discovery project. None of the obtained SiBiL hits were 

detected as hits during the DSF screening campaign that was performed by Sprint Bioscience 

before this project started.  This means that XFS can be used to find fragment hits that the DSF 

missed, and thus expand the number of starting points for the hit to lead process. 

This project was a pilot project for Sprint Bioscience to test XFS and evaluate if it can be used 

as a complement to their DSF screening method. The results from this project clearly indicate 

that it can, since it can detect fragments hits that DSF cannot, and since the hit rate of this 

screening method is high. Furthermore, the screening campaign which consisted of setting-up 

the crystallization plates, soaking and harvesting the crystals, collecting and analyzing the data 

required about one and a half week of work. A short amount of time was thus required to obtain 

a high number of fragment-protein complex structures. The high number of fragment-protein 

complex structures delivered by this method can hopefully result in a more rapid chemistry 

program to grow the fragments hits into drug-candidates. Taking all this into consideration, 

XFS is deemed as a very suitable and efficient screening method to be introduced within the 

Sprint Biosience pipeline. However, obtaining a suitable system for XFS requires a lot of time 

spent in optimizing the crystal system. Therefore, Sprint Bioscience would need to evaluate the 

cost/benefit ratio of using this technique for each new project. 
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9.Appendix 
This appendix will list the materials, instruments and solutions used in this project, except for 

general laboratory equipment. Computer software used in the project are cited in this report. 

Table A-1: The materials that were used and which supplier that produced them.  

Material Supplier 

1.2ml 96-well deep well plate VWR 

SONOREX RK100H BANDELIN 

Corning 3550 crystallization plate Corning 

Crimp µ-vials with 350µl fused-in inserts Scantec 

Cryoloops Hampton Research 

Crystal shifter Oxford Lab Technologies 

Mosquito machine SPT LabTech 

ND-100 spectrophotometer Nandodrop 

RUMED E-230 incubator VWR 

SWISSCI 3 lens crystallization microplate SWISSCI 

Toledo AX205 DeltaRange scaler Mettler 

UVEXps 256 /600 incubator SWISSCI 

 

Table A-2: The solutions that were used and which supplier that produced them. The salt, precipitant, buffer, and additive 
solutions used during the crystallization are not mentioned here due to confidentiality reasons.  

Solutions Supplier 

DMSO Merck 

VRK1 protein solution Sprint Bioscience 

Ultrapure water Milli-Q 
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9.1.  Process analysis 
As can be seen in Figure 1, a lot of the activities in the project was delayed and took more time 

than what was initially expected. One reason for the delayed activities is the selection of the 

vendor fragments. There were a lot of small things that made this activity more time consuming 

than what was initially planned, like choosing the ionization software for example. The 

cheminformatics at Sprint Bioscience did not like the results from the ionization software that 

was initially used. Another ionization software was therefore also used, and two chemists at 

Sprint Bisocience compared the results from the two softwares and selected which one they 

preferred.   

The vendor fragments were also purchased in two rounds instead of one as initially planned.  

This was made in order to use the DMSO solubility data of the fragments from the first round, 

to try to find descriptors that affected the DMSO solubility of the fragments. This information 

would then be used when selecting the fragments in the second purchasing round to try to boost 

up the percentage of fragments soluble in DMSO at 1 M concentration (see chapter 5.1). Some 

fragment vendors however took quite a long time to deliver the purchased fragments. This 

became a bottleneck of the fragment selection since fragments could not be selected for the 

second purchasing round before the fragments from the first purchasing round had been 

delivered and dissolved in DMSO at 1 M concentration.  

Another reason why some objectives were delayed was the Covid-19 pandemic which caused 

me to stay at home several days during the project, making me unable to do any laboratory 

activities. My supervisor had to stay at home as well several days which made it harder for me 

to work efficiently in the lab since it was more difficult to get help through the telephone than 

face to face.  


