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Abstract

An autonomous system consisting of an unmanned aerial vehicle (uav) in coop-
eration with an unmanned ground vehicle (ugv) is of interest in applications
for military reconnaissance, surveillance and target acquisition (rsta). The basic
idea of such a system is to take advantage of the vehicles strengths and counteract
their weaknesses. The cooperation aspect suggests that the uav is capable of au-
tonomously landing on the ugv. A fundamental part of the landing is to localise
the uav with respect to the ugv. Traditional navigation systems utilise global
navigation satellite system (gnss) receivers for localisation. gnss receivers have
many advantages, but they are sensitive to interference and spoofing. Therefore,
this thesis investigates the feasibility of autonomous landing in a gnss-denied
scenario.

The proposed landing system is divided into a control and an estimation sys-
tem. The control system uses a proportional navigation (pn) control law to ap-
proach the ugv. When sufficiently close, a proportional-integral-derivative (pid)
controller is used to match the movements of the ugv and perform a controlled
descent and landing. The estimation system comprises an extended Kalman fil-
ter that utilises measurements from a camera, an imu and ultra-wide band (uwb)
impulse radios. The landing system is composed of various results from previous
research.

First, the sensors used by the landing system are evaluated experimentally to
get an understanding of their characteristics. The results are then used to deter-
mine the optimal sensor placements, in the design of the ekf, as well as, to shape
the simulation environment and make it realistic. The simulation environment
is used to evaluate the proposed landing system. The combined system is able
to land the uav safely on the moving ugv, confirming a fully-functional landing
system. Additionally, the estimation system is evaluated experimentally, with re-
sults comparable to those obtained in simulation. The overall results are promis-
ing for the possibility of using the landing system with the presented hardware
platform to perform a successful landing.
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1
Introduction

This master’s thesis project was conducted at the Swedish Defence Research Agency
(foi) at the Division of C4ISR1 in Linköping. The main goal of the project was to
investigate the possibility of landing a quadrotor Unmanned Aerial Vehicle (uav)
on top of a mobile Unmanned Ground Vehicle (ugv) in a gnss-denied scenario.

The purpose of this chapter is to present the background as to why the project
was conducted, related work done in the research community, the approach of the
thesis, the problems the thesis aims to answer and the limitations and contribu-
tions of the project. Finally, an outline of the thesis is provided.

1.1 Background

During the last couple of decades, the interest for, as well as the research and de-
velopment (R&D) on, unmanned and autonomous systems has grown rapidly. In
this thesis, autonomous systems are defined as systems which can operate with-
out direct human control or intervention. The various R&D activities have re-
sulted in unmanned systems that can perform increasingly more complex tasks
and support military operations in all domains (air, ground and sea). Currently,
the R&D community is exploring various approaches for combining different
types of unmanned platforms, which can complement each other’s abilities. One
such conceivable scenario is an unmanned ground vehicle (ugv) acting as a host
platform for an unmanned aerial vehicle (uav) to carry out various missions, as
explored in [1]. The underlying idea is to exploit the advantages while mitigating
the disadvantages for both types of vehicles. The ground vehicle can continue to
operate during harsh weather conditions and has the endurance to operate for an
extensive period. In contrast, small uav:s have limited endurance. The benefit

1Command, Control, Communications, Computers, Intelligence, Surveillance and Reconnaissance

1



2 1 Introduction

of the uav is instead that it can move at higher speeds, can cover large areas and
provide an overview of the surrounding environment. The uav may also act as
an elevated communication relay. Additionally, the ugv acts as a transport and
recharge station for the uav.

The task of developing a combined uav and ugv reconnaissance, surveillance
and target acquisition (rsta) system has several non-trivial research challenges,
which each could encapsulate a single thesis project. Therefore, the challenge
which this master’s thesis is exploring concerns the autonomous landing of the
uav on top of a moving ugv.

In order to perform an autonomous landing, a basic requirement is to esti-
mate the relative position and orientation of the uav with respect to the ugv.
The localisation is performed with sensors on the uav as well as on the ugv. Be-
cause of the military application and the importance of the landing phase, there
are requirements on the sensors regarding robustness as well as low probability
of detection. Additionally, a future goal is for the uav to be able to land at night
time as well, which should be considered in the choice of sensors. One common
approach to localise a uav is with the use of global navigation satellite system
(gnss) receivers. Though gnss-receivers are small, low cost and readily avail-
able, they do come with some flaws. In urban environments gnss signals can be
subjected to multi-path propagation, attenuation and diffraction which can im-
pair the accuracy of the gnss-receivers [2]. gnss-receivers are also sensitive to
jamming and spoofing. For example Kerns et al. [3] were able to send a drone into
an unwanted dive through spoofing of a global positioning system (gps) signal.
Because of these flaws, this thesis will investigate the possibility of autonomously
landing a uav on a moving ugv in a gnss-denied scenario.

A localisation technique that has gained attention lately, is the use of ultra-
wide band (uwb) impulse radios. uwb radios send data at bandwidths surpassing
500 MHz. The large bandwidth has many advantages, such as being insensitive
to disturbances as well as not being affected by multipath propagation [4]. Addi-
tionally, it results in a low power spectral density, which reduces the risk of being
detected. A thorough description of how uwb radios work and how they can be
used for localisation is provided in [4]. The standard approach of localisation
using uwb radios is based on having multiple stationary uwb radios (anchors)
placed in an environment in which a mobile uwb radio (tag) is to be located. The
distances between the tag and the anchors are measured and used to calculate an
estimate of the tag’s position relative to the anchors. When combining the dis-
tance measurements, a 3D position can be triangulated with a minimum of four
anchors [5].

1.2 Related Work

The task of landing a uav on a mobile ugv is not entirely new and has been stud-
ied before in various scientific publications. A couple of research contributions
propose solutions that works well in real world conditions with the ugv mov-
ing at a relatively high velocity. Persson [6] was able to land a fixed-wing uav
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on a car moving at 70 km/h. During the landings a pid control structure was
used. The position estimation of the vehicles was achieved using two real time
kinematic (rtk) gps receivers together with a camera system measuring the rela-
tive position between the vehicles. The work was extended in [7] where a model
predictive control (mpc) structure was used instead.

In [8] a similar result was achieved with a quadrotor uav. Borowczyk et al.
managed to land the quadrotor on a car travelling at speeds up to 50 km/h. In this
case a proportional navigation (pn) controller was used to approach the car. A
switching strategy was used, where a proportional-derivative (pd) controller was
used during the landing phase. An inertial measurement unit (imu), a camera
and gps receivers were used together with a Kalman filter to estimate the motion
of the two vehicles.

In 2017, the International Robotics Challenge (MBZIRC) competition was or-
ganised with the goal of expanding the state-of-the-art in a variety of robotics do-
mains [9]. One challenge in the competition was to autonomously land a uav on
a moving ugv (15 km/h). The system Baca et al. [9] participated with achieved
the shortest landing time. In their solution a mpc structure was used. To get a
state estimate of the uav’s movements, inertial sensors, a rangefinder, a camera
and an rtk gps receiver was used. However, no sensors could be placed on the
ugv. Baca et al. therefore used a prediction strategy for the ugv’s movements.
Although these research groups achieved the goal of autonomous landing, all the
proposed approaches rely on gnss-receivers.

Autonomous landing of a uav in a gnss-denied scenario is an active research
field, primary considering confined indoor environments, and the concept have
been investigated by various research groups. The most common strategy is posi-
tioning based on visual data, usually a camera identifying a fiducial marker. In
[10] a vision-based detection algorithm is used to estimate the 3D-position of a
uav relative a tag. Wenzel et al. [11] utilise an IR-camera mounted on a uav
to track a pattern of IR-lights on a moving platform. The AprilTag fiducial algo-
rithm is used with a camera for positioning during an autonomous landing of a
uav in [12] and [13]. The common denominator of these works is that they all
utilise a proportional-integral-derivative (pid) controller in order to accomplish
the autonomous landing. The focus on visual data in these works means that they
can only land from a starting position in a close proximity of the ugv, since the
ugv must be within the camera’s field of view (fov) during the majority of the
landing.

An approach to gnss-denied positioning that works at longer distances is by
using uwb anchors positioning a tag in a sensor network. For example, [14, 15]
examined the specific task of estimating the position of a uav with uwb radios.
These articles show successful results; however, the positioning is conducted in
a closed environment where the tag (on the uav) is positioned in the volume
spanned by the anchors. Such an approach is not feasible in an arbitrary environ-
ment. Lazzari et al. [5] numerically investigate the approach of having anchors
mounted on a ugv and a tag mounted on a uav. The results from [5] are promis-
ing, with 3D-positioning of the uav achieved at distances up to 80 m.



4 1 Introduction

1.3 Approach

In this work, the estimation techniques used in gnss-denied scenarios are com-
bined with control approaches that has proven to work well in challenging real-
world scenarios. The landing system is divided into an estimation system and a
control system. The estimation system has the goal of estimating the relative posi-
tion between the vehicles. The control system utilises these estimates to steer the
uav towards the ugv, and eventually land.

The approach in the estimation system is to substitute gnss-receivers with
a uwb sensor network. The uwb sensor network consists of four uwb anchors
mounted on the ugvmeasuring the distance to a uwb tag, which is mounted on
the uav. To aid in the relative positioning at shorter distances, a camera system
consisting of a uav-mounted camera identifying a fiducial marker on the ugv
is added. Additionally, an imu is mounted on each vehicle. The imu provides
3D accelerations, rotation rates as well as magnetic field and air pressure (scalar)
measurements. An extended Kalman filter (ekf) utilises these sensors to estimate
a relative position between the vehicles.

The proposed control system is mainly based on [8]. Two control laws are
used. A pn law is used to approach the ugv. At closer distances, the control
system switches to a pid controller with the goal of matching the movement of
the ugv, while descending towards it.

1.4 Problem Formulation

The high level goal of the system is to land the uav in a safe and controlled
manner on the ugv, by utilising the sensors mounted on both vehicles. Based on
the approach presented, the thesis aims to answer the following questions:

• How should the estimation system be designed in order to provide adequate
state estimates for a landing in a gnss-denied scenario?

• How should the control system be designed to achieve a controlled landing
on a mobile ugv?

Also, since the long-term goal is a system that can land independent of weather
conditions or time of day, the following question is also interesting:

• Is the camera vital in the estimation system?

1.5 Limitations

This thesis will only consider the landing phase for the uav, which is when the
uav is at most 50 m away from the ugv. The ugv is therefore assumed to be
in line of sight of the uav during the entire landing task. Additionally, it is
assumed that the landing takes place in an obstacle-free environment. The ugv
is also assumed to be moving only in the horizontal plane. Finally, the landing



1.6 Contributions 5

system can only control the uavwhen performing the landing manoeuvre. These
limitations do not restrict the core problem of autonomously landing a uav in a
gnss-denied scenario.

1.6 Contributions

Due to the complexity of the task, openly available software is utilised whenever
available. The main contribution of the thesis is the selection and evaluation of
estimation and control algorithms, as well as the design and software integration
of the system. More specifically, the contributions in this thesis are the following:

• Evaluation of uwb radios performance.

• Analysis of uwb anchor configuration using crlb.

• Design of a complete landing system, consisting of an estimation and a
control system.

• Evaluation of the landing system in a realistic simulation environment.

• Experimental evaluation of the estimation system’s performance during the
final descend.

With regard to the personal contributions, Albin Andersson Jagesten was re-
sponsible for integrating the simulation environment, implementing the landing
system and the development of the Control System. Alexander Källström had the
responsibility of the development of the Estimation System, the evaluation of the
uwb radios, analysis of the uwb anchor configuration as well as the experimental
evaluation of the estimation system. However, both authors were involved in the
development of all the various parts of this master’s thesis project.

1.7 Outline of Thesis

The outline of this thesis is:

• Chapter 2 gives a description of the uav and ugv, as well as the sensors
mounted on each vehicle. The simulation environment is presented as well.

• Chapter 3 presents the theory behind the topics relevant to this work.

• Chapter 4 describes the estimation system, as well as a description and eval-
uation of each sensor.

• Chapter 5 presents the idea behind, and implementation of the control sys-
tem as well as the results generated in simulation.

• Chapter 6 describes the results generated in simulation using both the es-
timation and the control system. Experimental results of the estimation
system are also presented.

• Chapter 7 discusses the main results and presents ideas for future work.





2
System Description

This chapter aims to describe the different parts that comprise the landing sys-
tem including hardware platforms, sensors and software. A description of the
simulation environment is provided as well. The hardware platform, as well as,
the sensors mounted on the uav and ugv are described in Section 2.1 and 2.2,
respectively. A short description of the software tools used in the project is pro-
vided in Section 2.3. Finally, the simulation environment is presented in Section
2.4.

2.1 Unmanned Aerial Vehicle

The uav consists of a LIN700 platform equipped with a 3DR Pixhawk Mini2 au-
topilot. The Pixhawk Mini is running the open-source flight controller firmware
ArduCopter. However, the main processing unit on the uav is a Jetson Nano De-
veloper Kit3 single-board computer. The Jetson Nano handles the data from the
sensors on the uav, ugv and from the Pixhawk Mini. Based on the received sen-
sor data, the Jetson sends appropriate control commands to the Pixhawk with the
goal of landing the uav on the ugv. An overview of the uav system architecture
is presented in Figure 2.1. The individual parts of the uav are described in the
following subsections.

2.1.1 Platform

The uav used in this project is a quadrotor platform that can be seen in Figure
2.2. The uav has the following sensors mounted on it:

2For a detailed description, see: https://docs.px4.io/v1.9.0/en/flight_controller/pixhawk_mini.html
3Jetson Nano Developer Kit documentation: https://developer.nvidia.com/embedded/jetson-

nano-developer-kit

7
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Jetson
Nano

IMU

UWB
Tag

Camera

Sensors

Sensor Data Pixhawk
MiniControl Commands

Sensor Data
Motors

UAV

Sensor Data UGV

Figure 2.1: Overview of the components that make up the landing system.

• A Decawave DWM1001-DEV uwbmodule.

• A Raspberry Pi Camera Module V2.

• An XSens MTi-100 imu.

The sensors are mounted on a platform, see Figure 2.3, which in turn is mounted
underneath the uav. The sensors are connected to the Jetson Nano processor unit,
which is also mounted on the platform. The drivers used to communicate with
the sensors are described in Appendix A.

2.1.2 Sensors

The uav is equipped with a Decawave DWM1001 uwb module acting as a uwb
tag in the uwb sensor network. The DWM1001 contains a uwb-transceiver as
well as a processing unit. The uwb tag measures the individual distances to the
anchors in the uwb sensor network.

The Raspberry Pi Camera Module V2 is a camera facing downwards from the
uav. The camera has a horizontal field of view (fov) of 62.2◦ and is configured
to send images with a dimension of 640 × 480 pixels at a rate of 10 Hz.

The Xsens MTi-100 imu is utilised for its accelerometer and barometer mea-
surements. The three-axis accelerometer measures the acceleration vector of the
uav and the barometer measures the pressure of the air around the uav.

As presented in Figure 2.1, the Jetson Nano receives sensor data from the
Pixhawk Mini, which is in the form of an attitude estimate of the uav.



2.1 Unmanned Aerial Vehicle 9

Figure 2.2: LIN700 uav platform.

Camera

IMU

UWB Tag

Jetson Nano

Figure 2.3: Sensor platform attached to the uav.
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2.2 Unmanned Ground Vehicle

The ugv platform and the sensors mounted on it are described.

2.2.1 Platform

The ugv is a modified electrical wheelchair. It has been used as a test platform
in previous research at foi [16, 17]. On top of the wheelchair a landing platform
is mounted with dimensions 1.5 x 1.5 m2. A fiducial marker with dimensions 1.4
x 1.4 m2 is placed on the centre of the landing platform. Four 0.5 m long beams
pointing upwards are attached to each of the platform’s corners. The beams are
used for sensor placement. The following sensors have been mounted on the
ugv:

• Four Decawave DWM1001 uwbmodules.

• An XSens MTi-600 DEV imu.

The resulting ugv platform can be seen in Figure 2.4.

Figure 2.4: ugv platform with four uwb anchors and an AprilTag fiducial
marker. The uwb anchors are highlighted with red.
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2.2.2 Sensors

The four Decawave DWM1001 uwb modules are used as anchors in the uwb
sensor network. The uwb modules are attached to the landing platform corners,
two in level with the platform and two on top of the beams, see Figure 2.4.

The Xsens imu provides acceleration and air pressure measurements, as well
as estimates of the ugv orientation.

2.3 Software Tools

This section describes the main software tools utilised in the system.

2.3.1 Robot Operating System

The Robot Operating System4 (ros) is an open-source framework for robot soft-
ware. The framework provides a communication interface together with a vari-
ety of open-source software packages for robot applications. Additionally, open-
source tools for hardware abstraction, data visualisation, data recording and data
playback that support the ros communication interface are available.

2.3.2 ArduCopter Flight Controller

ArduCopter5 is an open-source uav flight controller made by ArduPilot. The
flight controller supports a variety of multi-rotor uav’s and in this thesis a quad-
copter is used. An open-source software in the loop (sitl) simulator6 of the flight
controller is utilised. The sitl simulator enables the use of the flight controller
when flying a simulated quadcopter in Gazebo.

2.4 Simulation Environment

To allow efficient and safe development of the landing system, a realistic simu-
lation environment is needed. In this work the open source simulation environ-
ment Gazebo is used. Gazebo is specifically tailored for robotics and it is fully
compatible with ros and the ArduCopter sitl implementation.

A uav Gazebo model is included in the ArduCopter sitl implementation.
The model is slightly modified such that it has a fixed downfacing camera. The
uav model can be seen in Figure 2.5. The model is equipped with the same
sensors as the real uav. The ugv model was created from scratch in Gazebo.
It can be seen in Figure 2.6. The ugv is equipped with an imu and four uwb-
anchors. Plugins, which are blocks of code that executes during runtime, are used
to interact with the models. The plugins created in this work are described in

4For more information about the robot operating system, see: https://www.ros.org/about-ros/
5ArduCopter documentation: https://ardupilot.org/copter/
6ArduPilot Software In The Loop simulator documentation: https://ardupilot.org/dev/docs/sitl-

simulator-software-in-the-loop.html

https://www.ros.org/about-ros/
https://ardupilot.org/copter/
https://ardupilot.org/dev/docs/sitl-simulator-software-in-the-loop.html
https://ardupilot.org/dev/docs/sitl-simulator-software-in-the-loop.html
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Appendix C. The implementation of the simulated sensors used in the simulation
environment are presented in Appendix B.

Figure 2.5: Gazebo uav simulation model.

Figure 2.6: Gazebo ugv simulation model.
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Theory

This chapter presents the various theoretical concepts that are applied in this
thesis.

3.1 Coordinate Systems

This section describes the coordinate frames used in this thesis. Three main co-
ordinate frames are introduced in Figure 3.2. The frame {W} denotes the world
frame where both the uav and the ugv reside. The frame {UAV} and the frame
{UGV} represent the body fixed frame for the uav and the ugv respectively. The
placement of the uwb sensors on the ugv can be seen in Figure 3.1. The uav has
a camera and an imu attached. The orientation of the two sensors in the {UAV}
frame can be seen in Figure 3.3.

.
Z

X

Y

{UGV}

UWB 1

UWB 4

UWB 2

UWB 3

(a) View from above.

Z

X
Y

UWB 4UWB 1

UWB 3 UWB 2

{UGV}

(b) View from behind.

Figure 3.1: The placement of the UWB sensors in the {UGV} frame.

13



14 3 Theory

Figure 3.2: The three main coordinate frames. {W} denotes the world frame ,
{UAV} denote the body fixed coordinate frame of the uav and {UGV} denote
the body fixed coordinate frame of the ugv.

UAV Front

Z

X

Y

{UAV}

IMU
Z.

Y

Camera

Y X Z

XZ .

Figure 3.3: The camera and imu placement and orientation in the {UAV}
frame. The view is from underneath.
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3.2 Rotation Representations

This section introduces two ways of representing the rotation of one coordinate
frame with respect to another. The first representation is with Euler angles and
the second with a unit quaternion vector.

The Euler angles representation is based on three subsequent coordinate ro-
tations. These coordinate rotations can describe any arbitrary rotation [18]. The
rotations are specified by the rotation angles roll, pitch and yaw. In this work the
right-hand rule is used as the rotation convention. The roll angle, φ, represents
a rotation around the x-axis, the pitch angle, θ, represents a rotation around the
y-axis and the yaw angle, ψ, represents a rotation around the z-axis. The rotation
matrices are expressed as follows

Rφ =

1 0 0
0 cφ −sφ
0 sφ cφ

 , Rθ =

 cθ 0 sθ
0 1 0
−sθ 0 cθ

 , Rψ =

cψ −sψ 0
sψ cψ 0
0 0 1

 , (3.1)

where cv = cos(v) and sv = sin(v).
These three rotation matrices form the rotation matrix

aRb = RψRθRφ , (3.2)

where a and b are two coordinate frames and b is rotated relative to a. A vector
xb ∈ R3 expressed in frame b can be transformed to frame a as follows

xa = aRbxb . (3.3)

A unit quaternion q is a vector with length one that comprises four real num-
bers q = [x, y, z, w]T . One way of understanding the quaternion representation
is to divide the quaternion vector into a vector part [x, y, z]T and a scalar part w.
Any finite rotation can be described by a single rotation α around a normalised
axis n [18]. The vector part [x, y, z]T is equal to n sin(α2 ) and the scalar part w is
equal to cos(α2 ). The resulting quaternion is therefore

q =
[
n sin(α2 )
cos(α2 )

]
. (3.4)

The conversion from Euler angles to a unit quaternion vector is

x = sin(φ/2) cos(θ/2) cos(ψ/2) − cos(φ/2) sin(θ/2) sin(ψ/2) (3.5a)

y = cos(φ/2) sin(θ/2) cos(ψ/2) + sin(φ/2) cos(θ/2) sin(ψ/2) (3.5b)

z = cos(φ/2) cos(θ/2) sin(ψ/2) − sin(φ/2) sin(θ/2) cos(ψ/2) (3.5c)

w = cos(φ/2) cos(θ/2) cos(ψ/2) + sin(φ/2) sin(θ/2) sin(ψ/2) (3.5d)

3.3 Quadcopter Dynamical Model

This section presents the dynamical model of a quadcopter. The low-level control
commands for a quadcopter is the thrust of each rotor. The rotor thrusts can be
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modelled more thoroughly, but in this thesis they are simplified to the orientation
of the uav as well as a total thrust vector along the z-axis of the body-frame. The
dynamical model has the purpose of describing the resulting dynamics from the
orientation and thrust vector.

Let (x, y, z) be the position of the uav in the {W}-frame, (φ, θ, ψ) the roll,
pitch and yaw angle of the uav with respect to the {W}-frame. Furthermore, T
denotes the total thrust generated by the rotors, i.e. the magnitude of the force
vector propelling the uav along the direction of the z-axis in the {UAV}-frame. A
second force vector affecting the uav is from the force of gravity. Mahony et al.
[19] present a model of the resulting dynamics from the two force vectors as the
combined accelerations expressed in the {W}-frame. The model is

m

ẍÿ
z̈

 = m

 0
0
−g

 + WRUAV

0
0
T

 , (3.6)

where m is the mass of the quadcopter, g is the gravitational acceleration and
WRUAV the rotation matrix from {UAV} to {W}, which is given by

WRUAV =


cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψ
cθsψ sφsθsψ + cφcψ cφsθsψ − sφcψ
−sθ sφcθ cφcθ

 . (3.7)

By inserting (3.7) into (3.6) and dividing by m, the resulting model isẍÿ
z̈

 =

 0
0
−g

 +


cφsθcψ + sφsψ
cφsθsψ − sφcψ

cφcθ

 Tm . (3.8)

3.4 Kalman Filter Theory

When utilising measurements from multiple sensors with varying characteristics
such as uncertainty and update rate, it is not trivial to combine the sensor data.
One way of combining the data is with a Kalman filter [20]. The Kalman filter
is a recursive algorithm that estimates several unknown variables, called states,
with a multivariate normal distribution, which is described with a mean µ and a
covariance matrix Σ. The filter estimates the states using sensor measurements, a
measurement model and a dynamic model. The Kalman filter assumes a dynamic
and measurement model where the states enter as linear arguments. However,
that is not the case for most real world systems.

The extended Kalman filter (ekf) is an extension of the Kalman filter that
handles nonlinear dynamic and measurement models [21]. The key idea is to
linearize the nonlinearities. This can be done in several ways, but a common
approach is using first order Taylor series expansions.

Consider the nonlinear dynamical model g′ and the nonlinear sensor mea-
surement model h′ with zero-mean additive white Gaussian noise (awgn), the
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combined expressions are defined as

g(xt−1,ut , ε t)) = g′(xt−1,ut) + ε t , ε t ∼ N (0, Qt) , (3.9)

h(xt , δ) = h′(xt) + δt , δt ∼ N (0, Rt) . (3.10)

Using the first order Taylor expansion, µ and Σ are estimated with the following
recursive scheme

µ̂t = g′(µ̃t−1,ut) (3.11a)

Σ̂t = GtΣ̃t−1G
T
t + Qt (3.11b)

St = HtΣ̂tH
T
t + Rt (3.11c)

Kt = Σ̂tH
T
t S
−1
t (3.11d)

µ̃t = µ̂t + Kt(zt − h′(µ̂t)) (3.11e)

Σ̃t = (I − KtHt)Σ̂t(I − KtHt)T + KRKT (3.11f)

where S denotes the innovation covariance, K the Kalman gain and

Gt =
dg′(x,u)
dx

∣∣∣
x=µ̂t ,u=ut

(3.12a)

Ht =
dh′(x)
dx

∣∣∣
x=µ̂t

. (3.12b)

The recursions start from the initial guess of µ̂0 and Σ̂0. The equations (3.11a)
and (3.11b) are called the prediction step. These equations propagate the system
dynamics through time using the dynamical model. This step predicts the cur-
rent state of the system (µ̂t , Σ̂t). During the prediction step, the uncertainty in
the estimate grows, i.e. the covariance matrix gets larger.

The second step incorporates the measurements in the estimate and is called
the measurement step. In this step the prediction is corrected by the measure-
ment and the confidence in the estimate increases. The measurement step con-
sists of (3.11c)-(3.11f) and returns the estimates (µ̃t , Σ̃t). The final step in (3.11f)
is expressed in the Joseph form. The Joseph form is equivalent to the Σ̃t calcula-
tion of the standard ekf, however, it is stated in a numerically stable expression
[22].

3.4.1 Measurement Outliers

Real sensor data often contains measurement outliers that contain large errors.
These outliers should not be used in the filter. One way of detecting measure-
ment outliers is with the Mahalanobis distance which is used to form the nor-
malised innovation squared (nis) test [23]. The nis is computed as the squared
Mahalanobis distance of the measurement error with the innovation matrix S,
equation (3.11c), as normaliser:

nis = (zt − h(µ̄t))
T S−1(zt − h(µ̄t)) . (3.13)
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The nis is χ2-distributed, where the degrees of freedom are equal to the number
of measurements in the measurement vector zt . A confidence level of the χ2-
distribution is used to classify the measurements as either a valid sample or as an
outlier.

3.4.2 Measurement Information Gain

When considering the information gain of a measurement the Cramér-Rao lower
bound (crlb) can be used. The crlb is calculated from a sensor measurement
model, and returns a lower bound for the covariance matrix of the estimated
states, i.e.

Σ ≥ CRLB , (3.14)

assuming an unbiased estimator. The lower bound gives an indication of how
accurately the states can be estimated. To calculate the crlb, consider a linear
sensor measurement model h′(x) = Hx with a constant covariance matrix Rt = R.
As described in [24], the crlb is

CRLB = (HT R−1H)−1 (3.15)

3.5 Position Trilateration

As mentioned earlier, the ekf algorithm requires an initial guess. In this work,
the ekf will be used to estimate the position of the uav relative to the ugv. The
initial guess for the relative position can be obtained by triangulating the range
data from the uwb radios. In [25] a number of methods are investigated to es-
timate the position of a radiating source using range measurements from m bea-
cons, which resembles the uwb radios in this work. Beck et al. [25] assume that
the range measurements from beacon i has the following form

ri = ‖x − ai‖2 + εi , (3.16)

where x ∈ R
n is the position to be estimated, ai ∈ R

n is the position of the ith
beacon and εi is awgn. One of the examined methods is an unconstrained least
square approach, which has the following form

min
y∈Rn+1

‖Ay − b‖2 , (3.17)

where

A =


−2aT1 1
...

...
−2aTm 1

 , b =


r2
1 − ‖a1‖22

...
r2
m − ‖am‖22

 . (3.18)

The solution is then given by

y∗ = (ATA)−1AT b . (3.19)

The first n terms of y∗ is the estimate of x.
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3.6 Camera Model

A pinhole camera model is used to model the camera attached to the uav. The
pinhole model assumes that a 3D-scene is projected on the image plane via a
perspective transformation, see Figure 3.4. The model consists of intrinsic and
extrinsic parameters [26]. The extrinsic parameters describe the spatial relation
between the camera and the objects observed in the camera frame, i.e. a transla-
tion and a rotation. The intrinsic parameters describe the relation between world
coordinates and pixel coordinates in the image data. The intrinsic parameters
are associated with the specific camera and its settings. Therefore, the intrinsic
parameters can be estimated once and then reused.

f Z

Figure 3.4: Pinhole model illustration where f is the focal length and Z is the
distance to the camera.

The goal of the camera model is to map global coordinates [X, Y , Z]T to pixel
coordinates [u, v]T . The first step in the model is to transform the global coordi-
nates to the camera frame using the extrinsic parameters as followsxy

z

 = R

XY
Z

 + t , (3.20)

where [x, y, z]T are the coordinates in the camera frame. The matrix R and the
vector t describe a rotation and a translation respectively, which together encapsu-
lates the extrinsic parameters. The next step is to project [x, y, z]T to a normalised
image plane using a perspective transformation as follows

x′ = x/z, y′ = y/z. (3.21)

The next step in the model is to account for radial and tangential distortions with
the plumb bob model [27]

x′′ =
[
1 + k1r

2 + k2r
4 + k3r

6
]
x′ + 2p1x

′y′ + p2

[
r2 + 2x′2

]
(3.22a)

y′′ =
[
1 + k1r

2 + k2r
4 + k3r

6
]
y′ + p1

[
r2 + 2y′2

]
+ 2p2x

′y′ (3.22b)

r =
√
x′2 + y′2 , (3.22c)
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where k1,k2 and k3 are radial coefficients and p1 and p2 are tangential distortion
coefficients. The pixel coordinates u and v are finally obtained as

u =fx · x′′ + cx (3.23a)

v =fy · y′′ + cy , (3.23b)

where fx and fy describe the focal lengths in pixel coordinates. The constants cx
and cy describe the centre of the image in pixel coordinates. To summarise, the
intrinsic parameters are: k1, k2, k3, p1, p2, fx, fy , cx and cy .

3.7 Proportional-Integral-Derivative Control

Proportional-integral-derivative (pid) control is a feedback control approach that
is widely used in industrial control systems [28]. Assume that a system with input
u(t) and output y(t) is to be controlled. With a desired set point r(t), the goal of
the controller is to generate an input u(t) that makes the output y(t) follow the
set point, i.e. y(t) = r(t). A feedback controller controls the input u(t) based on
the error signal e(t), which is the difference between the set point and the output,
i.e. e(t) = r(t) − y(t).

The pid-controller consists of three parts:

• P – Accounts for the current error between r(t) and y(t) and generates an
output that is proportional to the error.

• I – Accounts for past values of the error signal and generates an output that
is proportional to the integral of the error, which therefore counteracts a
static error.

• D – The generated signal is proportional to the derivative of the error and
therefore accounts for estimated future values of the error signal, i.e. re-
duces overshoots.

The various parts have the corresponding proportional gains (Kp, Ki , Kd). The
combined control signal is:

u(t) = Kpe(t) + Ki

t∫
0

e(τ)dτ + Kd
de(t)
dt

(3.24)

Figure 3.5 presents a pid control feedback system.
A pid controller without the I-part (Ki = 0) is called a pd-controller.

3.8 Proportional Navigation Control

Proportional navigation (pn) is a guidance law [29]. Guidance laws are control
laws with the goal of navigating a pursuer towards a target and reach it as fast
as possible. The pn law is based upon the idea that the pursuer eventually will
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Ki
∫ t

0 e(τ)dτ

Kpe(t)

Kd
de(t)
dt

System
r(t)

e(t)

u(t) y(t)
−

Figure 3.5: A PID control feedback system.

collide with the target if the line of sight (los) vector between them remains
constant and that the distance is decreasing. This is achieved by generating an
acceleration target a⊥ for the pursuer, which is perpendicular to the los-vector,
such that when the target and the pursuer are moving, the los-vector remains
the same.

Let the position and velocity of the pursuer be pP and vP. Additionally, let the
position and velocity of the target be pT and vT. Then, let the relative position
and velocity between the vehicles be prel = pT − pP and vrel = vT − vP. The
acceleration a⊥ is then computed as follows

a⊥ = −λ|vrel|
prel

|prel|
×Ω , Ω =

prel × vrel

prel ·prel
, (3.25)

where λ is a positive gain parameter controlling the rate of rotation. See Figure
3.6 for an illustration.

3.9 Barometric Formula

Both the uav and the ugv are equipped with a barometer with the purpose of es-
timating the relative altitude between the vehicles. According to [30] the relation
between relative altitude and pressure is described by the following equation:

zrel = zA − zB =
T
L

(PA

PB

)− LRg −1
 , (3.26)

where T is the air temperature, zrel is the difference in altitude between point A
and point B, while PA and PB is the pressure at A and B respectively. Furthermore,
L is the temperature lapse rate7, g is the gravitational acceleration and R is the
real gas constant for air. The equation is valid up to an absolute altitude of 11 km
and can be inverted such that pressure is obtained from an altitude. The values
of L, R and g are given in [31] which presents the Standard Atmosphere Mean
Sea Level Conditions. From [31] the mean temperature at sea level T̄ as well as
the mean pressure at sea P̄s. The constants are presented in Table 3.1.

7The rate at which the temperature in the atmosphere falls with altitude.
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Target

Pursuer

.

Figure 3.6: Illustration of how the acceleration a⊥ is generated from the PN
control law. prel and vrel are the relative position and the relative velocity
between the pursuer and the target. Ω describes the rotation of the los
vector and is perpendicular with prel and vrel. The acceleration a⊥ is in the
direction of the cross product from prel and Ω.

Table 3.1: Barometric constants.

L R g T̄ P̄s

Value -0.0065 287.04 9.80665 288 101.325

Unit K
m

m2

K · s2
m
s2

K kPa
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Estimation System

The goal of the estimation system is to provide an estimate of the relative position
and velocity between the uav and the ugv. This chapter starts with an overview
of the estimation system in Section 4.1, the underlying filter structure used for
the estimation is described in Section 4.2 and a detailed description of the sensors
that are used by the estimation system is presented in Sections 4.4–4.7.

4.1 Estimation System Description

The overall goal of the estimation system is to utilise sensor data from the sen-
sors that are mounted on the uav and ugv to estimate the relative position and
velocity between the vehicles. Furthermore, the estimation system should be able
to provide an estimate when the vehicles are over 50 meters apart. At those dis-
tances the estimate can be coarse, but as the uav flies closer to the ugv, a higher
accuracy is required. The most critical part in terms of the accuracy requirement
for the estimation system is when the uav is descending towards the ugv. The
sensors used by the estimation system are described in Sections 2.1.2 and 2.2.2.
The measurements from these sensors are:

• Attitude measurements of the uav and ugv from the flight control unit as
well as the imu on the ugv, see Section 4.3.

• Distance measurements between the tag and the four anchors in uwb sen-
sor network, see Section 4.4.

• Relative position measurements from the camera system, see Section 4.5.

• Accelerometer measurements from the imu on the uav and ugv, see Sec-
tion 4.6.

23
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• Barometer measurements from the imu on both vehicles, see Section 4.7.

The sensors are sampling data at different frequencies, the sampled data has
different accuracy and the sensors measure different quantities. In order to ac-
count for these differences, and combine the sensor measurements into estimates,
an ekf is used. The ekf takes the sensor data and outputs an estimate of the rel-
ative position and velocity of the uav with respect to the ugv in the {W}-frame.
An overview of the estimation system is presented in Figure 4.1

Figure 4.1: Overview of the estimation system.

4.2 Extended Kalman Filter

The ekf is a filter that estimates the states in a process based on a model as well
as measurements of the process, see Section 3.4. The process examined in this
case is the relative movement of the uav with respect to the ugv. The estimated
states are the relative position and velocity of the uav with respect to the ugv,
expressed in the {W} coordinate frame. The state vector x is therefore defined as

x B
[
x y z ẋ ẏ ż

]T
. (4.1)

The input of the model, u, is the relative acceleration between the uav and ugv.
The relative acceleration is modelled with additive white Gaussian noise (awgn)
as follows

u =
[
ẍ ÿ z̈

]T
+ εu , εu ∼ N (0, Pu) (4.2)

The dynamical model used in the filter is based on the model used in [8]. How-
ever, instead of estimating the vehicles’ individual movements, the relative move-
ments between the vehicles are estimated. Additionally, this work assumes that
the acceleration enters as an input instead of a state. The dynamical model is

xt+1 = Gxt + But + ε, ε ∼ N (0, Q) (4.3)

G =
[
1 Ts
0 1

]
⊗ I3x3, B =

[
T 2
s
2
Ts

]
⊗ I3x3, Q = q ·

 T 5
s

20
T 4
s
8

T 4
s
8

T 3
s
3

 ⊗ I3x3 (4.4)
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where Ts is the period time of the filter, q a tuning constant and ⊗ the Kronecker
product. The model assumes that the derivative of the acceleration is a zero-
mean Gaussian white noise process with the same variance in all direction, i.e.
[x(3) y(3) z(3)]T ∼ N (0, q · I3x3).

From (3.11a) and (3.11b) follows that the prediction step consists of the fol-
lowing equations:

µ̂t = Gµt−1 + But (4.5a)

Σ̂t = GΣt−1G
T + Q + BPuB

T (4.5b)

The prediction step is usually executed with a frequency equal to the frequency
of the sensor with the highest sampling rate. Therefore the frequency of the
prediction step is set at 50 Hz, since the update rate of the accelerometer sensor
is 50 Hz, see Section 4.6. The time period is therefore Ts = 1/50 s.

With the sensors measurement model in (3.10), (3.11c) – (3.11e) gives the
following measurement step

Kt = Σ̂tH
T
t (HtΣ̂tH

T
t + R)−1 (4.6a)

µ̃t = µ̂t + Kt(zt − h(µ̂t)) (4.6b)

Σ̃t = (I − KtHt)Σ̂t(I − KtHt)T + KRKT (4.6c)

where Ht = dh(x)
dx

∣∣∣
x=µt

and Kt is the Kalman gain. Equation (4.6c) is written in

Joseph form, see Section 3.4. The measurement step will be different for each
sensor type since they have different models and measure different states. The
sensor models used in the filter are described in the sections below.

As stated in Section 3.4.1, a sensor measurement might be an outlier and
should in that case be removed. In order to detect and remove invalid sensor
data the nis test is used. The nis is calculated as described in (3.13) and is ap-
proximaly χ2-distributed. A 95%-confidence level is used to classify the mea-
surements as an outlier or a valid measurement.

The initial guess of the z-position is taken as a mean from a series of altitude
estimates provided by the barometers, see Section 4.7. The mean altitude value
is denoted z0. To calculate the initial guess in the x- and y-position (x0, y0), two
series of uwb distance measurements are taken from each uwb anchor. From the
measurements, the position is trilaterated using the theory in Section 3.5, only
considering the horizontal position. The initial relative velocity is set to zero.
Hence, the initial guess µ0 is

µ0 =


x0
y0
z0

03×1

 . (4.7)

The initial guess of the covariance was determined ad hoc to be

Σ0 = 0.1 I6×6 . (4.8)
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4.3 Attitude Measurements

The attitude of the vehicles is estimated with the flight control unit on the uav
and the imu on the ugv. The attitude data is used to create a rotation matrix
WRb, which maps vectors in a body fixed coordinate system to the {W} coordinate
frame as follows

xW = WRbx
b , (4.9)

where xb ∈ R
3 is a vector expressed in a body fixed coordinate system and xW ∈

R
3 is the vector expressed in the {W} frame.

4.4 Ultra-Wide Band Sensor Network

The ultra-wide band (uwb) sensor network consists of one uwb tag mounted on
the uav and four uwb anchors mounted on the ugv, see Section 3.1. For con-
venience a definition is made: An anchor-tag pair designates an anchor and the
tag, which is included in all pairs. With this definition there are four anchor-tag
pairs in the system. The anchor and the tag in an anchor-tag pair communicates
with each other; and the Euclidean distance between the anchor and the tag is
measured. Distance measurements between each anchor-tag pair are provided
at 10 Hz. Hence, the tag receives 40 measurements per second. These measure-
ments are forwarded to the ekf with the same rate. An overview of the uwb
sensor network can be seen in Figure 4.2.
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Figure 4.2: Overview of the uwb sensor network. Each anchor-tag pair re-
turns the range between them as well as the position of the anchor in the
{UGV}-frame. The anchor positions are transformed to {W}-frame and sent
with the ranges to the ekf.
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4.4.1 Sensor Model

Let the anchor in each anchor-tag pair correspond to a numerical index i ∈ (1, 2, 3, 4).
The position of anchor i is known in terms of an offset expressed in the {UGV}-
frame, labelled as δUGV

i . Using the rotation matrix WRUGV, the offset is trans-
formed to the {W}-frame:

δW
i = WRUGVδ

UGV
i . (4.10)

Then, let the position of anchor i in the {W}-frame be pW
i which is expressed as

pW
i = pW

UGV + δW
i , (4.11)

where pW
UGV is the position of the ugv in the {W}-frame. The distance measure-

ment di between one of the anchors and the tag (mounted on the uav) can then
be expressed as follows

di =
∥∥∥pW

UAV − p
W
i

∥∥∥
2
, (4.12)

where pW
UAV is the position of the uav in the {W}-frame. Since x1:3 = pUAV −pUGV,

the distance di is
di =

∥∥∥x1:3 − δW
i

∥∥∥
2
. (4.13)

However, the distance measurement ziUWB from anchor-tag pair i is not without
error. In [32], Gou et al. assumed a linear model between the measurement ziUWB
and true distance di , i.e.

di = aiz
i
UWB + bi , (4.14)

where ai is a scaling factor and bi is the bias. Additionally, assuming zero-mean
awgn, the sensor model of anchor-tag pair i is

ziUWB = hiUWB(x) + ε =

∥∥∥x1:3 − δW
i

∥∥∥
2
− bi

ai
+ ε, ε ∼ N (0, RiUWB) , (4.15)

where ε is error and RiUWB the (1× 1) error covariance matrix of anchor-tag pair i.
The parameters of each model (ai , bi , R

i
UWB) was determined empirically, which

is described in the following section. The Jacobian of hiUWB(x) is

H i
UWB(x) =

dhiUWB(x)
dx

=
1
a

[
x1:3 − δW

i 01x3

]
/
∥∥∥x1:3 − δiW

∥∥∥
2
. (4.16)

4.4.2 Model Parameter Tests

This section aims to present how the parameters of the sensor model, see (4.15),
were determined for each anchor-tag pair. Tests were conducted to evaluate the
performance and the characteristics of the range measurements from each anchor-
tag pair. In these tests, the measured range was compared to a ground truth based
on a measurement with a laser measuring tool. These tests were executed for each
anchor-tag pair. For convenience sake, the four anchor-tag pairs are labelled P1,
P2, P3 and P4 in this section.
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Each test consisted of an anchor-tag pair (one uwb anchor and the uwb tag),
and a laser measuring tool, which can measure distances with sub-centimetre pre-
cision. However, with the test setup used, unevenness of the ground could cause
errors in the centimetre range. The test was conducted in open space outside to
reduce effects from multipath propagation. The tag and anchor were each placed
on top of cardboard boxes to reduce reflections from the ground, see Figure 4.3.

Figure 4.3: Cardboard box with uwb tag to the left. Cardboard box with
uwb anchor to the right.

The test setup can be seen in Figure 4.4. The ground truth d is calculated as

d = dl − doffset . (4.17)

where dl is the distance from the laser measuring tool and doffset is the distance
between the laser and uwb tag. To achieve an adequate sensor model, the setup
was repeated at 20 different distances, 1-30 m. At each distance the true distance
d was measured and 100 samples of the range measurement r were collected from
the uwb tag. The measurements were then repeated for all anchor-tag pairs. P1
was tested an additional time to examine if the model parameters vary between
tests.

As described in (4.15), the relation between the range measurement r and
ground truth d is

r =
d − b
a

+ ε, ε ∼ N (0, RUWB) . (4.18)

The parameters (a, b) can be estimated with least squares regression. To estimate
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Figure 4.4: Model parameter test setup. The uwb anchor-tag pair measures
the distance r between them. The laser measuring tool measures the refer-
ence distance to the cardboard box dl , which is used as an estimate of the
ground truth.

(a, b) from the measurements from a test, the following matrices are formed

Ar =



r1
1 1
...

...
r1
100 1
...

...
r20
1 1
...

...
r20
100 1


, xpar =

[
a
b

]
, yd =



d1

...
d1

...
d20

...
d20


(4.19)

where rkj is the j:th sample from the range measurements at distance dk . The
parameters are then calculated as

xpar = (ATr Ar )
−1ATr yd . (4.20)

The parameters were estimated for each of the five tests, see Table 4.1. The
bias b can vary between tests, with estimated bias values between 1 − 10 cm. Fur-
thermore, examining the separate tests with anchor-tag pair P1 the results are not
consistent over time. We conclude that estimating the model of each individual
anchor-tag pair will not be a fruitful endeavour.
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Table 4.1: Estimated parameters a and b from the data from each test.

anchor-tag pair a b
P1, test 1 1.0030 0.0820
P1, test 2 1.0043 0.0130
P2 1.0035 0.0348
P3 1.0033 0.0659
P4 1.0015 0.1003

However, the pattern of the estimated parameters is a positive bias b as well
as a scaling parameter a around 1.00. We therefore conclude that a linear model
could still improve the measurements from the uwb-sensors. The solution is to
estimate a and b with the data from every test. The resulting parameters are:

a = 1.0032, b = 0.0580 (4.21)

To estimate the covariance matrix RUWB, (4.20) is rewritten as

ε = r − d − b
a

. (4.22)

Since RUWB is a 1 × 1 covariance matrix, it is simply the variance of ε. Therefore,
RUWB is estimated as

RUWB =
1

N − 1

N∑
i=1

ri −
di − b
a

= 0.0015 , (4.23)

where N is the total number of measurements.
To illustrate the resulting sensor model, the error ε from each sample versus

the true distance at the samples is scatter-plotted. The line (a−1)r+b representing
expected error based on the model is plotted as well. The result is presented in
Figure 4.5.

4.4.3 Anchor Configuration

The placement of the uwb anchors on the ugv has an impact on the informa-
tion gain from the sensors. Therefore, the placement of the anchors was carefully
thought out so as to maximise the positional information gained from a measure-
ment. This section describes how the anchor configuration was chosen, yielding
a favourable geometry but still adhering to the practical limitations of the ugv
landing pad.

As described in Section 3.4.2, the crlb can be used to indicate the information
gain of a measurement, with a lower crlb indicating more information. There-
fore, different anchor configurations are compared based on their crlb. The
crlb can be calculated from a linear sensor model, see (3.15).

As described in Appendix A.3, the measurements from all anchor-tag pairs
are sent simultaneously. They are merely handled separately in the ekf. There-
fore, a sensor model where all measurements are concatenated is used. The
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Figure 4.5: The sample errors for all model parameter tests plotted against
distance.

model is derived from (4.15),

zUWB =


z1

UWB
z2

UWB
z3

UWB
z4

UWB

 =


h1

UWB(x)
h2

UWB(x)
h3

UWB(x)
h4

UWB(x)

 + e, e ∼ N (0, R4×4) , (4.24)

where R4×4 = RUWBI4×4 is the covariance matrix of the measurement error e and
RUWB is the variance from a uwb range measurement determined in the previous
subsection. The model in (4.24) is nonlinear and is therefore linearized using the
first order term from the Taylor series expansion at a state xj . The resulting model
is

y =


H1

UWB(xj )
H2

UWB(xj )
H3

UWB(xj )
H4

UWB(xj )

 x + e . (4.25)

When evaluating different anchor configurations, it is not sufficient to com-
pare the crlb at a single state xj . However, a number of states can provide a
statistically significant benchmark. Since the uwb measurements only give posi-
tional information, the velocities are irrelevant and set to zero. Also, since the
uwb sensor network will be used to estimate positions above ground (z ≥ 0),
negative z-positions are not studied. In order to achieve a statistically significant
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benchmark, points are randomly placed on a semi-sphere with a fixed radius r. In
this case N = 10000 points are placed out. Figure 4.6 illustrates the semi-sphere
where r = 10 m. For each corresponding state xj , CRLB(xj ) is calculated. The
element CRLB(xj )1:1 in the crlb-matrix is the lower bound of the variance of the
estimated x-position. The lower bound CRLB(xj )1:1 is saved for each state and a
mean CRLBx is calculated. The mean is an indication of the positional informa-
tion in the x-direction at the current semi-sphere radius r is. The crlb-means for
the estimation of the y- and z-position are calculated as well.

Figure 4.6: 10000 points randomly placed on a semi-sphere with a radius
r = 10 m.

Before deciding on an anchor configuration, the limitations of the landing
platform of the ugv needs to be considered. The shape of the landing platform
is described in Section 2.2. Initial tests in MATLAB indicated that a larger convex
hull bounded by the anchor positions would lead to a better estimation. There-
fore, the anchors should be placed at the extremities of the landing pad, i.e. on
the corners of the square. The only variation is in the height of the anchors, when
compared to the base of the landing pad. From these specifications, three differ-
ent potentially interesting configurations were chosen: all anchors on the base of
the pad (Conf 1), three on the pad and one placed at the top of a beam (Conf 2)
and lastly two on the pad and two on top of a beam (Conf 3). The corresponding
anchor positions of Conf 1, 2 and 3 as well as their convex hulls can be seen in
Figures 4.7a, 4.7c and 4.7e.

To compare configurations, the crlb-means CRLBx, CRLBy and CRLBz were
calculated for semi-sphere radii between 0.1 and 50 m. The results from each
configuration are shown in Figures 4.7b, 4.7d and 4.7f.
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(a) Conf 1.
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(b) crlb-means over distance, Conf 1.

(c) Conf 2.
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(d) crlb-means over distance, Conf 2.

(e) Conf 3.
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(f) crlb-means over distance, Conf 3.

Figure 4.7: The points and convex hulls corresponding to each anchor con-
figuration. For each configuration, the crlb-means are also shown.
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From Figures 4.7b, 4.7d and 4.7f it is observed that the CRLBy is basically
identical with CRLBx, i.e. the crlb-mean is identical in each horizontal direc-
tion. Another observation is that the crlb-means seem to grow quadratically
with distance. When studying Figure 4.7b it is clear that Conf 1 leads to essen-
tially no positional information in the z-direction at any radius. When comparing
Figures 4.7b and 4.7d, it can be seen that Conf 2 leads to slightly more positional
information of the horizontal positions. However, the positional information of
Conf 2 in the z-direction is worse when compared to Conf 3. The conclusion is to
choose Conf 3 as anchor configuration.

As stated previously, the crlb-means seem to grow quadratically with radius
r. To study Conf 3 further, we define the azimuth angle and inclination angle in
the spherical coordinate system as α ∈ [−π, π] and β ∈ [0, π], respectively. The
radius is fixed to r = 10 m, and for each point, α and β are calculated. From the
calculations as well as the crlb of each point, the relation between α and crlb
as well as β and crlb is shown in Figures 4.8 and 4.9.

When analysing Figure 4.8, we first notice the spread of points for each value
of α, caused by the varying β-angle. The opposite behaviour can be seen in
Figure 4.9. However, there is still a clear pattern. When the α points in the x-
direction, more information about the x-position is gained. This is the same for
the y-position. A similar behaviour can also be seen in Figure 4.9. When β points
more in the z-direction, the positional information of the z-position is better. Fur-
thermore, we conclude that α has no effect on the position information from the
z-position.
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Figure 4.8: crlb over azimuth angle α. Calculated from 10000 points ran-
domly placed on a semi-sphere with a radius r = 10 m.
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Figure 4.9: crlb over inclination angle β. Calculated from 10000 points
randomly placed on a semi-sphere with a radius r = 10 m.

4.5 Camera System

This section aims to describe the camera system, which estimates the position
of the ugv with respect to the uav. The estimated position is expressed in the
{W} coordinate frame and the image data is captured with a calibrated camera.
The camera system can only provide estimates when the uav is above and in a
close proximity to the ugv since the camera is facing downwards. This section
contains information about how the position estimation is executed and how the
camera is calibrated. It also presents performance results of the camera system,
using both a simulated and a real camera.

The camera system is divided into four separate parts:

• A calibrated downwards facing camera mounted on the uav.

• A fiducial detection algorithm that detects and estimates the position of a
fiducial marker in image data.

• A fiducial marker with known dimensions mounted on the ugv.

• A coordinate transform that transforms positions from the camera’s refer-
ence frame to the {W}-frame.

The fiducial detection algorithm processes images from the camera. If the marker
mounted on theugv is detected in an image its position is estimated. The marker’s
estimated position is expressed in the camera’s reference system and needs to be
transformed to global coordinates, which is done with a coordinate transform.
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See Figure 4.10 for an overview. These four components are each described in the
following four sections.
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Figure 4.10: Camera system overview.

4.5.1 Camera

As described in Section 2.1, a camera is mounted on the uav. The camera is
modelled as a pinhole camera, see Section 3.6. The parameters of the pinhole
model were determined through a calibration procedure.

The calibration procedure is explained in [33]. In essence, the procedure in-
volves holding a checkerboard with known dimensions in front of the camera.
The checkerboard is moved between different poses while the camera is taking
pictures of it. The checkerboard contains 9x7 squares, however, it is the 8x6 in-
terior vertices that are being used by the calibration algorithm. When enough
images of the checkerboard have been taken, the calibration algorithm solves an
optimisation problem in order to obtain an estimate of the camera parameters.

4.5.2 Fiducial Detection Algorithm

A fiducial detection algorithm is an estimation method that estimates the posi-
tion of a fiducial marker relative to a camera. The research area regarding fidu-
cial algorithms is widespread and there are many open-source algorithms that
are robust and well tested. One such algorithm is called AprilTag, which is used
in this project. AprilTag was created by the APRIL Robotics Laboratory at The
University of Michigan. The system was initially presented in [34] and further
developed in [35] and [36]. AprilTag was chosen because it has a ros implemen-
tation and could therefore be easily integrated with the rest of the system. Initial
tests in simulation also proved that the AprilTag algorithm had adequate perfor-
mance.

4.5.3 Fiducial Marker

A fiducial marker is an artificial object with a unique design, which can be iden-
tified in image data and used as a reference. In the specific case of the camera
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(a) Original tag. (b) Tag showing the different regions.

Figure 4.11: Description of the regions of a tag from the TagCustom48h12-
family. The green area corresponds to the part of the tag not used in the
detection. The part of the tag within the red lines is the estimation area.

system the fiducial marker is used to estimate the ugv’s position with respect to
the camera mounted on the uav. This estimation is possible since the size of the
fiducial marker is known. The marker is mounted on top of the ugv, see Section
2.2.

AprilTag can detect a variety of tags, known as tag families8. Variations be-
tween families can come in size, appearance and other properties. A tag family
contains multiple tags, each identified by their individual ID (positive integer).
The tag family used in this project is called TagCustom48h12, which was designed
in [37]. A tag can usually be divided into two parts: One used for the identifica-
tion and used for the position estimation, formally called the estimation area. The
tags from the TagCustom48h12-family also contain a space in the centre which is
not used in neither the identification nor the estimation process, see Figure 4.11.
This enables for the creation of a recursive tag, which herein is defined as:

A recursive tag is a tag with an inner tag placed in the centre. The inner tag
can also hold another tag placed in its centre, increasing the level of

recursion.

The advantage of recursive tags is that tags with different sizes can be com-
bined into a new tag with an extended range of detection compared to the indi-
vidual tags. By range of detection the authors refer to the interval between the
minimum and maximum distance at which a tag can be detected with a camera.
One of the governing quantities for the range of detection is the size of the tag,
since it determines at which distances it can be seen in in the fov of the camera.
When a smaller tag is placed within a larger tag, the combined tag can be seen
between the maximum distance of the larger tag and the minimum distance of
the smaller tag, given that there is no gap between the tags’ range of detection.

The recursive tag on the ugv is a combination of two tags in the TagCus-
tom48h12 family. The tags have IDs 0 and 1, see Figure 4.12a and 4.12b. The

8A description of the different kinds of AprilTag families can be seen at:
https://april.eecs.umich.edu/software/apriltag.html

https://april.eecs.umich.edu/software/apriltag.html
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(a) Outer tag with ID 0. (b) Inner tag with ID 1. (c) Recursive tag.

Figure 4.12: Description of the recursive tag consisting of two tags combined
into one. The green area corresponds to the part of the tag not used in the
detection.

dimensions of the tags as well as their estimation areas are presented in Table 4.2.
The tag with ID 1 is placed inside the tag with ID 0 as explained in Figure 4.12.

Table 4.2: Tag descriptions.

Dimension Estimation area
Tag 0 1.4 × 1.4 m2 0.84 × 0.84 m2

Tag 1 0.252 × 0.252 m2 0.151 × 0.151 m2

4.5.4 Coordinate Transform

The coordinate transform layer transforms positions in the camera’s frame of ref-
erence to the {W}-frame. First, the estimated position from the AprilTag algo-
rithm, pcam, is transformed to the {UAV}-frame via the rotation matrix UAVRcam.
Secondly, a rotation is required from the {UAV}-frame to the {W}-frame, where
the rotation matrix is denoted WRUAV. The coordinate transform layer therefore
performs the following transformation

pW = WRUAV
UAVRcampcam , (4.26)

where pW is the estimated position from the AprilTag algorithm expressed in the
{W}-frame.

4.5.5 Error Model

The camera system’s performance was evaluated, both in simulations and exper-
imentally. First, the range of the camera system was evaluated in Gazebo, see
Figure 4.13. The camera was moved in a grid-like pattern in order to examine
where it could detect and estimate the positions of the AprilTags. Figure 4.14
shows that the combination of a small and a large tag allows an extended range
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of detection. The small tag has a slightly wider area of detection, which is moti-
vated by the fact that parts of the larger tag disappears out of the fov before the
small tag. The range of detection for the small tag was experimentally confirmed
using the camera mounted on the uav. The tag could be detected at distances up
to 8 m.

Figure 4.13: Illustration of the camera simulation environment. The camera
is mounted underneath the box and the AprilTag can be seen on the ground.
The AprilTag has the same dimensions as the tag on the ugv.
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Figure 4.14: Detection range of the small and the large tag. The blue and
red line indicate the areas where the large and small tags can be detected,
respectively. The right figure is a zoomed-in version of the left figure.



40 4 Estimation System

The positioning accuracy was also examined with several simulations:

• For a given position and orientation in the simulation environment, 100
position estimates of the tag were sampled using the camera system. The
bias and the standard deviation are computed using the samples.

• Between each sample the camera is moved randomly in the horizontal plane.
The length of the movement is drawn from a uniform distribution. The lim-
its of the distribution correspond to the tag moving two pixel lengths. This
is done to make sure that the tag is not seen in the exact same pixels for
each sample.

First, the impact of the pitch angle of the camera is investigated. Figure 4.15
displays the bias and standard deviation when the pitch angle is varied for a typ-
ical position. The pitch angle mostly affects the accuracy of the z-estimate, and
the highest error occurs when the camera is parallel with the tag. The maximum
bias in the height estimate is approximately 10 cm for the large tag and 6 cm
when using the small tag. The same applies for the roll angle. In the subsequent
tests the camera is parallel with the tag to obtain a conservative estimate of the
error.
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(a) Large tag, camera at position (0.5, 0, 5)
(m).
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(b) Small tag, camera at position (0.2, 0,
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Figure 4.15: Bias and standard deviation when varying the pitch angle of the
camera relative to the tag. The angles vary between −17.3◦ to 17.3◦, which
are the maximum allowed attitude, see Section 5.3. For the largest negative
pitch angles the tags were not entirely inside the fov of the camera.

The next test investigates the estimation quality when the distance along the
z-axis varies, and the results can be seen in Figure 4.16 where it is apparent that
the height estimate is affected the most. Figure 4.17 shows the bias and the stan-
dard deviation for the position estimate when the camera’s x-position varies at
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a constant height. The standard deviation and bias from the y-estimate is not
affected when the camera is moving in the x-direction. The bias and the standard
deviation in the x-direction grows as the relative x-distance increases. It has been
confirmed that the opposite applies when the y-position varies.

The highest altitude the uav flies at during the landing manoeuvre is 10 m.
At 10 m the bias in the z-direction for the large tag is around 20 cm and quickly
decreases as the altitude gets smaller. The bias in the horizontal plane is in the
order of a couple of cm throughout all the test. Comparing these biases to the
precision of the camera sensor placement, which is also in the order of a couple of
cm, it is concluded that they are of similar size. Therefore, the bias is negligible.
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(b) Small tag.

Figure 4.16: Bias and standard deviation when varying the height of the
camera. The camera is parallel with the tag and the x and y position is 0.

However, a variance model is constructed for the camera system since it is
required by the ekf. New data is generated for the variance model where the
camera is moved to positions in the area spanned by the range of detection. Addi-
tional uncertainty is introduced in the attitude of the camera to emulate a more
realistic system. This uncertainty increases the variance of the position estimate,
but the bias remains the same. Linear regression is used to generate a variance
model for the x-,y- and z-estimate. From the previous results it is concluded
that the variance of the x-estimate is coupled with the altitude and the offset in
the x-direction. The analogous applies for the y-estimate. The variance of the
z-estimate is coupled with the horizontal distance and the altitude. The type of
regressors are chosen based on the shape of the variance surface. The regressors
can be seen in Table 4.3. An example of the variance surface and the prediction
of the corresponding model can be seen in Figure 4.18.
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Figure 4.17: Bias and standard deviation when varying the x-position of
the camera at a constant height. The camera is parallel with the tag, the y
position is 0.

Table 4.3: Linear regressors for the variance in the x-,y- and z-direction. The
variable r represent the horizontal offset.

Variance Axis Regressors
x 1, x, z, x · z, x2, z2

y 1, y, z, y · z, y2, z2

z 1, r2, z2, z4
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Figure 4.18: Illustration of the variance surface when the x- and z-position
changes. The red stars indicate the prediction from the linear regression
model.
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4.6 Accelerometer

The estimation system uses relative acceleration data as input in each time update
step. In order to obtain relative acceleration data, both the uav and the ugv
are equipped with an imu. The imu contains an accelerometer, which measures
acceleration in the vehicle’s local coordinate frame. The acceleration data is low-
pass filtered and down-sampled from 400 Hz to 50 Hz before being passed to the
ekf. An overview of the relative acceleration computation can be seen in Figure
4.19

Accelerometer UAV
+1

Prefilter

Accelerometer UGV
-1

Prefilter

Relative
Acceleration

EKF

Accelerometers

Figure 4.19: Overview of the acceleration data processing. The two imu’s
attached to the vehicles acquired acceleration measurements in 400 Hz. The
prefilter block represent the low-pass filtering and downsampling of the
measurements. After the prefilter block the relative acceleration is com-
puted and passed to the ekf.

4.7 Reference Barometer

A barometer measures the pressure in the atmosphere, which in turn can be
converted to an altitude and vice versa, see Section 3.9. See Figure 4.20 for an
overview of the relative altitude estimate. The relative altitude measurement is
used to aid the position estimate from the UWB sensors.

Barometer UGV

Barometer UAV

Reference Barometer

Altitude
Estimate EKF

Relative
Altitude

Figure 4.20: Barometer data from the uav and the ugv is to compute an
estimate of the relative altitude, which in turn is passed to the ekf.
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4.7.1 Sensor Model

The measured pressure data from the barometers are converted to a relative alti-
tude according to (3.26), which is restated here

zrel = za − zb =
T
L

( Pa

Pb

)− LRg −1
 = h(Pa, Pb, Tb) . (4.27)

where Pa is the pressure from the uav’s barometer, Pb is the pressure from the
ugv’s barometer and T is the air temperature. It is assumed that the converted
altitude is under the influence of awgn. The sensor model is

z = zrel = [01×2 1 01×3] x + ε, ε ∼ N (0, Rbaro) , (4.28)

where Rbaro is the covariance matrix.

4.7.2 Error Model

In order to estimate the variance of the noise in the sensor model, see (4.28), the
noise of the real barometers are investigated. The sensor test is performed as
follows:

• Both barometers are put on the floor for 100 seconds.

• The first barometer is lifted to a height of 1.94 meters and is left there for
100 seconds.

• The first barometer is then placed on the floor again and is left there for
another 100 seconds.

Figure 4.21 shows the data from the test. The pressure data is used to compute
a height estimate which is presented in Figure 4.22. Table 4.4 presents statistical
data from the relative height estimate. From the data presented in the table, Rbaro
is set to 0.2 m2.

For simulation purposes it is also interesting to know the variance of the
barometer. The variance of the first 1000 data points from the pressure data
gives a variance of 11.56 and 13.89 for barometer 1 and 2 respectively.

Table 4.4: Statistics of the relative barometer height estimates.

Interval Mean Altitude (m) Mean Deviation (m) Variance (m2)
1 -0.0934 0.0934 0.2105
2 1.6894 0.2506 0.2371
3 -0.0199 0.0199 0.1891
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Figure 4.21: Pressure data from the two barometers. Red data correspond to
the barometer on the ground and blue data correspond the barometer that is
lifted after 100 seconds.
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Figure 4.22: Relative height estimates computed from the pressure data in
figure 4.21. The red lines indicate the mean height for each 100 s time inter-
val.
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Control System

This chapter describes the subsystem that is responsible for computing appropri-
ate control outputs for the uav to solve the landing task. The subsystem is named
control system.

5.1 Control System Description

The overall control goal of the control system is to land the uav on top of the
ugv. In terms of quantities this is the same as saying that the position of the
uav should be equal to the position of the ugv or equivalently that the relative
distance between the vehicles is zero. Let pUAV ∈ R

3 define the position of the
uav in the {W}-frame and pUGV ∈ R

3 define the position of the ugv in the {W}-
frame. Then let the relative position vector between the vehicles be defined as

prel = pUAV − pUGV . (5.1)

The 2-norm of the relative position between the vehicles is a natural choice of
error signal for the control system. Let e represent the error signal, i.e.

e = ‖prel‖2 . (5.2)

The underlying control goal is then to minimise e.
Since the landing manoeuvre is assumed to take place in an open, relatively

flat environment the control system does not need to account for any obstacles
except the ground and the ugv. This means that the uav can move in any direc-
tion as long as it is above the ground and the ugv. Hence, no obstacle avoidance
algorithm is implemented in this work. However, to ensure that the uav does
not descend too early and collides with the ugvwhen approaching it, a reference
offset is introduced. The error signal is therefore extended as

e = ‖pd − prel‖2 , (5.3)

47
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where pd = [0, 0, hd]T and hd is an altitude offset which is piecewise constant.
The altitude offset hd is set to 0 when the uav can descend safely onto the ugv.

As mentioned in Section 2.3.2 the uav runs the open source autopilot soft-
ware ArduCopter. The autopilot accepts attitude targets and a climbing rate9

which are translated into low level control actions, i.e. the rotational speed of
each motor. These quantities are controlled via feedback from the sensors at-
tached to the flight control unit.

The attitude target is accepted as a normalised quaternion vector q that de-
scribes the orientation of the {UAV}-frame relative to the {W}-frame. When the
{UAV}-frame is aligned with the {W}-frame the quaternion vector q = [0, 0, 0, 1]T .
The vector q can be transformed into the Euler angles roll (φ), pitch (θ) and yaw
(ψ) which have a more direct interpretation. As described in Section 3.3 a roll
angle and a pitch angle cause movements in the y and x-direction respectively
in the {UAV}-frame. If the target yaw angle is zero, a pitch and a roll angle in
the {UAV}-frame correspond to the same roll and pitch angles in the {W}-frame.
Hence, with a yaw angle of zero the movements in the {UAV}-frame equal the
movements in the {W}-frame. Additionally, the yaw angle does not have an im-
pact on the control or estimation system. Therefore, the yaw angle is set to zero
in the control system.

The climbing rate cr describes the vertical movements of the uav and should
be in the interval [0, 1]. The values of cr have the following interpretation

cr < 0.5 : Descending, maximum descent rate when cr = 0

cr = 0.5 : Hovering

cr > 0.5 : Ascending, maximum ascent rate when cr = 1

The maximum ascent and descent velocity is determined by a selectable parame-
ter in the autopilot software.

Hence, the task of the control system is to compute the control commands
(φ, θ, cr ) from the current relative position, prel together with the desired height,
hd and then pass them to the ArduCopter autopilot. Since the autopilot requires a
quaternion vector the Euler angles are converted before they are passed onwards,
see (3.5a)-(3.5d). Figure 5.1 shows an overview of the control system.

Figure 5.1: Overview of the control system.

To summarise, the control system should drive the relative position between

9When used in the GUIDED_NOGPS flight mode, however, ArduCopter supports a variety of flight
modes, see https://ardupilot.org/copter/docs/flight-modes.html.

https://ardupilot.org/copter/docs/flight-modes.html
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the vehicles to zero by controlling the attitude and climbing rate of the uav. The
altitude can be directly controlled through changing the climbing rate. The move-
ments in the horizontal plane are indirectly controlled via the attitude targets.
Without the autopilot the uav would lose upwards thrust when tilting in any di-
rection since the total thrust would be split in the horizontal plane as well. How-
ever, the autopilot handles this since it is regulating the vertical velocity. The
entire control system can therefore be divided into a vertical and a horizontal
controller.

5.2 State Machine

The context of the control problem changes with the distance between the vehi-
cles, which motivates the use of different control laws at different distances. A
state machine has therefore been implemented where each state corresponds to
a unique control law. The overall strategy of the state machine is described as
follows:

• The uav is flying at constant altitude and moves towards the ugv at the
maximum allowed velocity. The altitude is high enough to account for in-
accuracies in the height estimation in order to prevent collision with the
ground. When the uav is approaching the ugv it starts to slow down in
order to prevent an overshoot.

• When the uav is in close proximity of the ugv it starts to match the ugv’s
movements and its horizontal position. This requires a faster response time.

• When the uav closely follows the movements of the ugv it starts descend-
ing while keeping the horizontal positions as close as possible.

The above explained actions are each captured in a unique state. The states
are called: APPROACH, FOLLOW and DESCEND. The idea is that the state machine
starts in the APPROACH state and transitions to the other states in the presented
order as the distance between the vehicles gets shorter. A transition occurs if a
condition is met where the governing transition quantity is the relative distance
between the vehicles in the horizontal plane. A state transition can take place
in both directions. To prevent the state machine from switching back and forth
between two states, a deadband is introduced such that a greater distance is re-
quired in order to transition backwards. An overview of the state machine and its
conditions can be seen in Figure 5.2. The following three subsections describes
and motivates each state.
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Figure 5.2: The states and state transition conditions of state machine. The
variable dhor represents the relative distance in the horizontal plane between
the vehicles, kF→A and kD→F represent the additional distance required to
transition backwards. The distances are given in meters and kF→A = 0.2 and
kD→F = 1.0.

5.2.1 Approach

The APPROACH state is the initial state of the state machine. In this state the uav
flies at a constant altitude of approximately 10 meters10 while moving towards
the ugv in the horizontal plane. The main goal is to close the distance between
the vehicles as fast and efficiently as possible. Since the distance to the target is
longest in this state the estimation of the relative position difference, based on the
uwb measurements, exhibits the largest errors. Also, the distance implies that
the movements of the ugv does not affect the direction of the relative position
vector as much compared to the other states. These two facts entail that the
control strategy in this state should be to guide the uav in a coarse direction
towards the ugv, i.e. it should neglect fast movement variations while aiming
for a future point of collision.

As stated in Section 3.8 guidance laws are control laws designed to guide a
pursuer such that it reaches a target object. A common application for guidance
laws is therefore in missile systems. However, Gautam et al. [38] investigates the
possibility to use guidance laws for uav landing. They compare the performance
of three classical guidance laws: pure pursuit, line-of-sight and proportional nav-
igation. Gautam et al. concluded that the proportional navigation (pn) law is the
most efficient in terms of time and required acceleration. Borowczyk et al. [8]
test the pn strategy in a real world scenario with positive results. This motivates
the use of a pn-controller in the APPROACH state.

As described in Section 3.8 the pn-control law provides an acceleration which
is perpendicular to the los-vector between the vehicles. Hence, the control law
only steers the vehicle. The law assumes that the vehicle is propelled forward
from another source such as a constant acceleration or an initial velocity, which
is the case for a missile. Therefore, a complementary controller is required. How-
ever, compared to a missile the approaching uav poses additional constraints on
the relative velocity. The uav should slow down before reaching the target in
order to not overshoot. Hence, the complementary controller should allow the
uav to fly with the maximum allowed velocity, saturated attitude angles, until
it is in the proximity of the ugv. At that point, it should start to slow down to
prevent an overshoot. The implementation of a pn controller that accounts for

10Chosen as a safety precaution in consultation with the staff at foi.
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this is presented in Section 5.3.3.

5.2.2 Follow

The FOLLOW state is used when the uav is closer than 4 meters from the ugv in
the horizontal plane. The goal of the state is to position theuav directly above the
ugv, i.e. a zero relative difference in the horizontal plane. In order to preserve the
matching horizontal position and to track the motions of the ugv it is important
with a fast response time. In this state the desired altitude is lowered to 5 m.

In [39] it is concluded that a pn-controller generates oscillative control actions
at close distances and therefore become inefficient, which is solved by switching
to a pd-controller. Borowczyk et al. [8] build on this result in their approach.
They also state that a pd-controller is easier to tune in order to achieve fast re-
sponse time and accuracy.

This motivates the use of a pd-controller controller in the FOLLOW state. How-
ever, in this work the pd-controller is extended to a pid-controller to mitigate
static errors due to wind or the ugvmoving too fast.

5.2.3 Descend

The DESCEND state is the final state in the state-machine. The underlying con-
troller is the same as in the FOLLOW state, i.e. a pid-controller. The difference is
that the desired altitude is set to zero. The uav will therefore start to descend
further towards the ugv.

5.3 Implementation

This section describes how the control laws in the control system are implemented.
The implementation is based on the theory described in sections 3.7–3.8. As men-
tioned in Section 5.1, the control signals allow the control system to be divided
into a vertical and horizontal controller. This is also viable since the error signal
e = ‖pd − prel‖2 is minimised when each of its components are minimised, which
can be done independently. The control system is therefore split into a vertical
and horizontal controller. The control algorithms used in the control system re-
quire the relative position and velocity of the uav with respect to the ugv. The
state vector x is therefore

x =
[
prel
ṗrel

]
∈ R6 , (5.4)

where ṗrel denotes the time derivative of prel. The overall structure of the control
system is presented in Figure 5.3, which is an extension of the Control System
block in Figure 5.1.

The vertical controller takes the vertical position and velocity (z, ż) as well
as the desired height hd as inputs and outputs a climbing rate cr with the goal of
reaching hd . The implementation of the vertical controller is described in Section
5.3.1.
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Figure 5.3: Overall structure of the implementation of the uav control sys-
tem. Inputs are the state vector x and the desired height hd . The control
system outputs control commands in the form of attitude angles (φ, θ, ψ)
and a climbing rate cr .

The horizontal controller block has the goal of steering the uav towards the
ugv to attain a relative horizontal distance of zero. The inputs of the controller
are x, ẋ, y and ẏ. The controller then outputs the attitude target (φ, θ). As stated
earlier ψ is set to 0 throughout the entire landing task.11 The horizontal con-
troller uses two different control structures: a proportional-integral-derivative
(pid) structure (FOLLOW and DESCEND) and a proportional navigation (pn) struc-
ture (APPROACH). It is the task of the state machine to decide which of the two
control structures to use.

The control signals that are passed to the autopilot software must be within
certain boundaries. The attitude angles φ and θ must be within the interval
[−π2 ,

π
2 ] and the climbing rate cr ∈ [0, 1]. However, further restrictions of the

steering commands are used as safety precautions to make sure that the uav
cannot accelerate too aggressively during flight. The restrictions are

φ ∈ [−αmax, αmax], θ ∈ [−αmax, αmax], cr ∈ [cr,min, 1] , (5.5)

where αmax = 0.3 rad and cr,min = 0.3. For convenience, the saturation function
fsat is defined as

fsat(x, xmin, xmax) B


xmax if x ≥ xmax
x if xmin < x < xmax
xmin if x ≤ xmin

. (5.6)

11The choice of ψ = 0 is for simplicity’s sake and is not a restriction of the system. To fly with an

arbitrary yaw angle ψ the attitude vector
[
φ θ

]T
is simply rotated ψ radian before being sent to

ArduCopter.
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5.3.1 Vertical Controller

This subsection aims to present how the vertical controller is implemented. As
stated earlier, the goal of the vertical controller is to output a climbing rate cr ∈
[cr,min, 1] that minimises the error term (hd − z)2, i.e. make sure that the uav flies
hd meters above the ugv. The climbing rate cr is controlled via feedback using
a pd-control structure, see Section 3.7. The required inputs are therefore z and
ż. The vertical control problem is the same throughout the entire landing task.
Hence, the same vertical controller can be used in all of the state machine’s states.
The vertical controller is summarised in Figure 5.4.

Figure 5.4: Overall structure of the implementation of the vertical controller.
Inputs are (z, ż) and the desired height hd . The vertical controller outputs a
saturated climbing rate cr .

The error signal ez used by the pd-controller is chosen as ez = hd − z. With
only a proportional part in the controller this choice of error signal would output
a positive cr if the uav is below the desired altitude, i.e. ascend. And vice versa if
theuav is above the desired altitude. Thus, the choice of error signal as ex = hd−z
minimises (hd − z)2. The output from the pd controller, uz , is saturated, returning
the outgoing climbing rate:

cr = fsat(uz , cr,min, 1) . (5.7)

5.3.2 Horizontal PID Controller

This subsection aims to describe how the horizontal pid controller is implemented.
The control goal of driving the relative horizontal distance to zero is equivalent
to minimising the relative distance in the x- and y-axis independently. Hence,
two decoupled pid-controllers can be used, each steering the uav in the x- and y-
direction respectively. An overview of the control structure is presented in Figure
5.5.

The controller has the goal of minimising x2 and y2 through changes in the
attitude angles (φ, θ). To avoid repetition when explaining the pid-controllers,
consider the case of the controller in the x-direction. According to Section 3.3,
there is a relation between attitude angles and acceleration. Therefore, if the pid-
controller generates an acceleration, it can subsequently be converted to an atti-
tude angle. Suppose the error signal ex for the pid-controller in the x-direction is
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Figure 5.5: Overall structure of the implementation of the horizontal pid
controller. Inputs are the horizontal position and velocity and the output is
the attitude angles (φ, θ, ψ).

chosen as ex = −x. With only a proportional term in the controller this error sig-
nal would result in a desired negative acceleration when the relative x-distance
is positive, i.e. the uav accelerates towards the ugv. Vice versa when the relative
x-distance is negative. Thus, the choice of error signal as ex = −x minimises x2.
The pid controllers return the horizontal accelerations (ax, ay ).

Since the pid controller is implemented in discrete time, the integral in (3.24)
must be approximated. A common approximation is derived using the Euler
method, and gives

t∫
0

ex(τ)dτ = Ts

k∑
j=0

ex,j , (5.8)

where k is the sample at time t and Ts is the period time of the controller. How-
ever, when this approximation is coupled with control signal saturation it can
lead to a integrator windup [28]. To avoid this phenomenon, the error sum is
saturated and multiplied with a decay factor df < 1. The saturation prevents
the I-part from being too large and the decay factor makes sure that older errors
do not have as much impact as newer ones. The error sum at sample k, Sx,k , is
calculated as

Sx,k = df · fsat(Sx,k−1 + ex,k , −Smax, Smax) , (5.9)

where Smax is the saturation limit and Sx,0 = 0. The I-part at sample k, Ix,k , is
calculated as

Ix,k = Ki · Ts · Sx,k , (5.10)

where Ki is the integral gain.
When converting the horizontal acceleration signals (ax, ay) to the attitude an-

gles (φ, θ), the model of uav flight described in Section 3.3 is simplified. Firstly,
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the yaw angle ψ is set to zero. Inserting ψ = 0 in (3.8) givesẍÿ
z̈

 =

 0
0
−g

 +

cosφ sin θ
− sinφ

cosφ cos θ

 Tm . (5.11)

The model in (5.11) can be simplified further.
As described in Section 5.3, the maximum allowed attitude angle in the con-

trol system is ± 0.3 rad (≈ ±17◦). The attitude angles of the uav will therefore
be relatively small, and the small-angle approximation (sin v ≈ v, cos v ≈ 1,
tan v ≈ v) is applicable. Applying the small-angle approximation to (5.11) re-
sults in ẍÿ

z̈

 =

 θ · T ′

−φ · T ′

−g + T ′

 , (5.12)

where T ′ = T /m. Equation (5.12) describes that a change in the pitch angle θ,
leads to a proportional change of acceleration in the x-direction and vice versa
for −φ and y. Therefore, the control signals are mapped to attitude angles as
follows:

φ = −ay
θ = ax

(5.13)

However, the outputted attitude angles must be saturated to [−αmax, αmax], re-
sulting in

φ = fsat(−ay , −αmax, αmax)

θ = fsat(ax, −αmax, αmax) .
(5.14)

5.3.3 Proportional navigation Control

As stated in section 5.2.1 the pn control law only provides an acceleration vector
perpendicular to the los-vector between the vehicles. To address this, Borowczyk
et al. complement their pn controller with a pd controller that outputs an acceler-
ation parallel with the los-vector [8]. The same control structure is used in this
work but with a modification in the pd controller. The perpendicular accelera-
tion a⊥ ∈ R

2 and a parallel acceleration a‖ ∈ R
2 are combined to an acceleration

axy before converted to the attitude angles (φ,θ), which are the final outputs of
the horizontal pn controller. The overall structure of the horizontal pn controller
is presented in Figure 5.6.

The pd-structure that computes a‖ is based on the theory described in Section
3.7. Let pxy = x1:2 and vxy = x4:5, i.e. the relative position and velocity between
the uav and the ugv in the horizontal plane. Then let ep = −pxy be the posi-
tion error. Since vxy is not always in the same direction as the los vector, vxy is
projected onto the los vector as follows

v‖los =
pxy · vxy

pxy ·pxy
pxy . (5.15)
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Figure 5.6: Overall structure of the implementation of the horizontal pn-
controller. Inputs are the horizontal position and velocity and the output is
the attitude angles (φ, θ, ψ).

The velocity error ev is then defined as

ev = kapproach ·
v‖los∥∥∥v‖los∥∥∥2

− v‖los , (5.16)

where kapproach is positive parameter that describes a desired approaching veloc-
ity. The parallel acceleration a‖ is finally computed as

a‖ = Kpep + Kdev , (5.17)

where Kp and Kd are positive tuneable parameters. The parameters are chosen
such that the proportional term dominates when the uav is far away from the
ugv, to make sure that the uav approaches the ugv with the maximum allowed
velocity. When the uav approaches the ugv the proportional error will shrink,
and the relative velocity will start to dominate and make sure that the uav slows
down to prevent an overshoot.

In order to compute a⊥, (3.25) is used as follows

a′⊥ = λ|v| p
|p|
×Ω , Ω =

p × v
p ·p

, (5.18)

where p =
[
xT1:2 0

]T
and v =

[
xT4:5 0

]T
. The third component is set to zero

since an acceleration in the horizontal plane is desired. The sign of the equa-
tion has changed since x1:2 = {Pursuer position} − {Target position} and x4:5 =
{Pursuer velocity} − {Target velocity}, which is opposite from the theory. The re-
quested parallel acceleration a⊥ is the first two components of a′⊥.

From experiments it has been noted that the length of a‖ is much larger than
a⊥. Changing the value of the Kp-parameter does not solve this since a‖ is pro-
portional to the relative distance, which varies a lot during the APPROACH phase.
This becomes an issue when the accelerations are converted to attitude angles
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according to (5.14). The saturation performed in (5.14) takes place in the x- and
y-direction. If a‖ and a⊥ are not aligned with those axes, the much larger a‖-
vector would dominate and surpass the saturation limit, such that a⊥ have no
effect. To solve this, the saturation is performed on the individual accelerations
before they are combined. The saturation is implemented as follows

a‖ , sat =fsat(|a‖|, −αmax, αmax) ·
a‖
|a‖|

(5.19a)

a⊥ , sat =fsat(|a⊥|, −αmax, αmax) ·
a⊥
|a⊥|

(5.19b)

Thereafter, the accelerations are combined in the following manner

axy = αmax ·
a⊥ , sat + a‖ , sat

max(‖a⊥ , sat + a‖ , sat‖∞, αmax)
, (5.20)

which guarantees that each element of axy is within the interval [−αmax, αmax].
Finally, the attitude angles can be computed using (5.13) as follows

φ = −axy,2 , θ = axy,1 . (5.21)

5.4 Control System Evaluations

The control system’s performance is evaluated in the simulation environment de-
scribed in Section 2.4. During this test the control system use true position and
velocity data when computing the control commands. A simulated test is per-
formed as follows:

• The uav is spawned at the position
[
0 0 0

]
. The ugv is randomly placed

on a circle with radius 50 m and the ugv’s heading is randomly selected.

• When the flight controller is initialised, which takes about 10 s, the uav
starts to ascend and the ekf is initialised. Simultaneously, the ugv starts
moving in the horizontal plane with a velocity of 4 m/s according to the
pattern described in Appendix C.3.

• When the uav reaches an altitude of 9 m it starts using the outputs of the
control system in order to approach and land on top of the ugv.

During the entire simulation the uav is under the influence of an external wind
force, see Appendix C.1.

The simulation is repeated 100 times. Figure 5.7 shows the ugv’s movements
during the 100 runs. The shape of the trajectories is determined by the ugv’s
starting position, its heading at the start and how the ugv is manoeuvring during
the simulation. Additionally, the length of the trajectory is determined by the
time it takes for the uav to land, which is influenced by the ugv’s movements
and the direction and amplitude of the wind. Figure 5.8 illustrates the uav’s
flight path together with the movements of the ugv from the previous figure.
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Figure 5.7: Movement trajectories for UGV during 100 simulation runs. The
red crosses indicates the starting positions of the ugv, the black line shows
the trajectories and the blue stars represent the position of the ugvwhen the
uav has landed on top of it.
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Figure 5.8: The ugv’s and the uav’s movement paths during the 100 runs.
The uav’s flight paths are represented with the purple lines.

The uav lands on top of the ugv in each simulation. The landing positions
of the uav on the ugv platform can be seen in Figure 5.9 together with a 95
% confidence interval. Additionally, Figure 5.9 presents 100 landing positions
when the Ki constant is set to zero for both horizontal pid-controllers, i.e. no
I-part during landing phase. Without an I-part the landing positions are shifted
backwards, which makes sense since the ugv is moving in the opposite direction.
Additionally, the landing positions are more spread out when no I-part is being
used. In this idealised case, the landing accuracy is high and 95 % of the landings
occur less than 20 cm from the centre of the landing pad.



60 5 Control System

Figure 5.9: uav landing positions on the ugv, with and without an I-part
in the horizontal pid-controller. The black line indicates the border of the
landing platform on the ugv, the dashed black line illustrates the region
where the uav can land safely in order to have all four legs on the platform
and the black arrow shows the direction the ugv is moving in. The blue
circles show the landing positions when an I-part is used, and the red crosses
show the landing position when no I-part is used. Two 95 % confidence
ellipses are presented alongside the landing positions.
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The time distribution for the simulations are studied, in particular the elapsed
time for all of the states, the APPROACH state as well as the FOLLOW and DESCEND
state. The median, min and max time of each scenario is presented in Table
5.1, which is based on the distributions presented in Appendix D.1. The varia-
tions of elapsed time during an entire mission seem to be caused by variations in
the APPROACH phase. Further investigation of these variations conclude that the
main cause is the environmental circumstances of a simulation, i.e. the path the
ugv traverses as well as the direction of the wind.

The fluctuations in elapsed time in the FOLLOW and DESCEND states is signif-
icantly smaller when compared to the APPROACH state. The extremes of these
states were studied further, and it was confirmed that the additional time was
caused by so-called retakes. If the uav is moving too far away from the center of
the ugv during the DESCEND state, it results in a transition back to the FOLLOW
state, or a retake. Retakes were observed in 12 of the 100 simulations. The re-
takes are not caused by estimation errors since the control system uses true posi-
tion and velocity data. Factors causing a retake is instead sudden change of the
ugv’s movements or shift in amplitude of the wind.

Table 5.1: Time distribution from 100 simulations. Median, min and max
of the elapsed time in all of the states, the APPROACH state as well as the
FOLLOW and DESCEND state.

States Median (s) Min (s) Max (s)
All 35.0 22.2 87.9

APPROACH 15.9 2.7 68.8
FOLLOW and DESCEND 19.0 17.4 31.0

In order to further illustrate how the control system operates, data from one
of the 100 simulations is presented. Figure 5.10 shows the uav’s and the ugv’s
horizontal movements and Figure 5.11 shows the vehicles’ respective vertical po-
sitions during one simulation. In Figure 5.10 it can be seen that the uav is drift-
ing in the wind direction while it is ascending. When the uav reaches an altitude
of 9 m it starts using the outputs from the control system and therefore starts
moving towards the ugv. When the uav transitions from the APPROACH state
to the FOLLOW state the desired altitude changes from 10 m to 5 m, which Fig-
ure 5.11 shows. The uav transitions to the DESCEND state before it reaches an
altitude of 5 m and will therefore continue to descend until it has landed on the
ugv.

To get an understanding of how well the uav is able to track the ugv’s ve-
locity in the horizontal plane the velocities in the x-direction are presented in
Figure 5.12. It can be seen that the vehicles’ velocities are different during the
APPROACH state, but as the uav transition to the FOLLOW and DESCEND states
the uav tries to match the ugv’s velocity. The uav’s velocity exhibits a slightly
oscillative behaviour during the FOLLOW and DESCEND states. An explanation
for this is that the current implementation of the pid-controller only reacts on
the current states and does not predict future state values.
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Figure 5.10: The uav’s and the ugv’s horizontal movements during one sim-
ulation. The blue arrow shows the direction of the wind and the black cross
the position where the uav reaches an altitude of 9 m.

Figure 5.13 shows the attitude angles, roll and pitch, from the control system
during the simulation. When the control system transitions from the APPROACH
to the FOLLOW state, a steep change in control signals is observed. These changes
are caused by the switch between controllers in the state transition. This be-
haviour has been reduced in the control system tuning but is evidently still present.
Furthermore, the control signals show oscillative behaviour in the DESCEND state,
see Figure 5.13. The cause of the oscillations is that the uav has the goal of match-
ing its position and velocity with the ugv’s. With the ugv varying direction reg-
ularly as well as changes in the wind amplitude, the control signal has difficulty
of getting to a steady state.
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Figure 5.11: The uav’s and the ugv’s vertical position during one simula-
tion. The leftmost dotted line indicates when the uav reaches an altitude of
9 m. The other two dotted lines indicate transition in the state machine.
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6
Landing System Evaluation

This chapter presents the results from the evaluation of the landing system. In
Section 6.1 the results from simulated landings using both the estimation and
the control system are presented. An experimental validation of the estimation
system is presented in Section 6.2.

6.1 Landing System Simulation

As presented in Section 5.4, the control system was capable of executing 100 con-
secutive landings when using true state data. The next step is to combine the
control system and the estimation system and evaluate their combined perfor-
mances, i.e. let the control system compute control commands using estimated
position and velocity data. The analysis is carried out using the same simulation
environment with identical preliminaries as in Section 5.4, with the exception
that the control system uses estimated states.

Figure 6.1 illustrates the trajectories of both the uav and ugv. The flight
paths in Figure 6.1 do not show any new behaviour compared to the paths in
Figure 5.8, the uav is able to land on the uav during every simulation in this
case as well. The landing positions of the uav can be seen together with a 95 %
confidence interval in Figure 6.2. Compared to the landing positions in Figure
5.9, the landing positions are somewhat more spread out, but still within the uav
footprint margin. The uav lands within approximately 3 dm from the centre of
the landing pad in all simulations.

65
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Figure 6.1: uav and ugv trajectories over 100 simulations.
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Figure 6.2: Landing positions of the uav with respect to the {UGV}-frame.
The positions of 100 runs as well as 95 % confidence interval of the landing
positions are shown. The black dashed line represents the footprint margin
of the uav, i.e. the area in which the uav can land safely.
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The time distribution of the 100 runs can be seen in Table 6.1. The table is
generated from the data presented in Appendix D.1. Compared to Table 5.1 it
can be seen that the median time is slightly larger when using estimated data,
which is expected. The median time in the APPROACH state is similar between
the runs. However, the max time when using true data is about 10 s larger com-
pared to when using estimated data. This indicates that the extreme cases in
the APPROACH state is mostly determined by the environmental circumstances
rather than the estimation quality. On the contrary, the extreme cases in the
FOLLOW and the DESCEND states suggest that the governing factor is the estima-
tion quality. The median time is not substantially increased; however, the max
time is approximately 50 % larger using estimated data. The uav exhibits 21 re-
takes when using estimated data compared to the 12 retakes with true data. The
additional retakes together with the larger max time indicate a more uncertain
behaviour during the FOLLOW and DESCEND when estimated data is being used.

Table 6.1: Time distribution from 100 simulations. Median, min and max
of the elapsed time in all of the states, the APPROACH state as well as the
FOLLOW and DESCEND state.

States Median (s) Min (s) Max (s)
All 36.8 22.5 95.1
APPROACH 16.4 0.7 54.6
FOLLOW and DESCEND 19.9 17.9 46.4

The performance of the estimation system is measured using the root mean
square error (rmse) of the estimated states. The estimated states are {x, y, z, vx,
vy , vz}. Since the direction of the x- and y-axis are determined by the underlying
reference system, which is decoupled from the vehicles orientation, a horizontal
distance and velocity is used instead in the evaluations. The horizontal distance
r is defined as r =

√
x2 + y2 and the horizontal velocity vr is defined as vr =√

v2
x + v2

y .

During a simulation, the relative distance between the vehicles varies. In the
APPROACH state the relative horizontal distance ranges from 4 to 100 m while
in the FOLLOW state and the DESCEND state the horizontal distance is below 4
m. The relative distance affects the estimation quality and the rmse is therefore
calculated separately for the APPROACH state and landing phase.

Table 6.2 and Table 6.3 presents the mean, min and max rmse for the 100 runs
for position and velocity estimates respectively. Additionally, the tables present
data from simulations where the camera is excluded. The distributions of the
rmse in simulation is presented further in Appendix D.2.

First, it can be seen that without the camera, the rmse for the horizontal
and vertical position estimate is slightly lower in the APPROACH state but higher
in FOLLOW and DESCEND states compared to when the camera is used. In the
APPROACH state the uav flies at the maximum allowed altitude, 10 m, and in the
FOLLOW and DESCEND states the uav immediately starts to descend to an alti-
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tude of 5 m and 0 m respectively. From Section 4.5.5 it is stated that the bias in
the camera system increases with the altitude and that the bias is not accounted
for in the estimate. This suggests that the bias in the camera system’s estimate
will have most impact in the APPROACH state and decrease in the FOLLOW and
DESCEND states, which the results reflect. Furthermore, the camera system only
provides position estimates in the very end of the APPROACH phase when the ve-
hicles are close to each other. The velocity estimate is not affected by bias in the
position estimate, which also can be seen in Table 6.3.

Secondly, the horizontal position and velocity have a much larger mean rmse
compared to the vertical quantities in the APPROACH state. The explanation is
that the system mainly uses measurements from the uwb sensor network when
estimating the horizontal quantities, while the reference barometer is used for the
vertical estimates. From Section 4.4.3 it is concluded that theuwb sensor network
exhibits a larger position error at longer distances. Comparing the results from
the APPROACH state with the results from the FOLLOW- and the DESCEND states
it can be seen that the estimation errors are significantly lower for the latter. The
accuracy of the uwb system improves during the FOLLOW- and DESCEND-phase
due to a more favourable geometry. Furthermore, the camera-based positioning
system can also provide measurements in these phases.

Table 6.2: Mean, min and max rmse for horizontal and vertical position
during 100 simulations. The rmse is divided into the APPROACH state and
the FOLLOW and DESCEND states. Additionally, rmse without the camera
system is presented.

State Camera
Horizontal Position Vertical Position
Mean Min Max Mean Min Max

APPROACH
Yes 4.54 2.8 7.29 0.11 0.06 0.24
No 4.46 2.56 6.69 0.12 0.07 0.27

FOLLOW and
DESCEND

Yes 0.11 0.06 0.19 0.05 0.03 0.1
No 0.18 0.08 0.4 0.06 0.03 0.19

Table 6.3: Mean, min and max rmse for horizontal and vertical velocity
during 100 simulations. The rmse is divided into the APPROACH state and
the FOLLOW and DESCEND states. Additionally, rmse without the camera
system is presented.

State Camera
Horizontal Velocity Vertical Velocity
Mean Min Max Mean Min Max

APPROACH
Yes 0.88 0.38 1.56 0.12 0.06 0.25
No 0.92 0.44 2.66 0.13 0.06 0.25

FOLLOW and
DESCEND

Yes 0.17 0.08 0.54 0.08 0.05 0.23
No 0.20 0.1 0.86 0.1 0.05 0.46

To illustrate the impact of the camera system during the landing phase, the
landing positions of the uav without a camera are presented in Figure 6.3. The
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landing positions are more spread out compared to Figure 6.2. Also, a few of the
landing positions are outside the safety margins. This does not necessarily mean
that one of the uav’s legs is outside the platform, but there is a risk. Additionally,
the uav performs retakes in 65 of the 100 simulations. This indicates that the
landing system is less robust during landing when omitting measurements from
the camera system.

Figure 6.3: Landing positions of the uav with respect to the {UGV}-frame
without the camera system. The positions of 100 runs as well as 95 % con-
fidence interval of the landing position are shown. The black dashed line
represents the footprint margin of the uav, i.e. the area in which the uav
can land safely.
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6.2 Estimation System Validation

Since the landing system has proven to work in a realistic simulation environ-
ment, the next step is to validate it experimentally. To make sure that every
subsystem is working as intended, the validation is performed incrementally. A
part of the validation process, which was executed in this thesis, is to validate the
estimation system with physical sensors. The results from the test are presented
in this section.

The validation test was performed in the Visionen laboratory environment at
Linköping University. Visionen is equipped with a camera positioning system
that can provide a position and velocity estimate with millimetre precision using
Qualisys camera tracking system12. The positioning environment is in an arena
with physical dimensions similar to the volume in which the uav executes its
landing phase. These experiments are therefore used to validate the accuracy
of the estimation system during the landing phase, with the estimates from the
Qualisys camera system used as ground truth.

The ugvwas stationary during the test and lacked a communication link with
the uav. Hence, the attitude, accelerometer or barometer data from the imu on
the ugv could not be utilised. The attitude of the ugv was instead taken from
the Qualisys camera system at the start of the simulation, and the ugv’s accelera-
tions were set to zero. Due to the time variance of the air pressure readings from
the barometer, caused by naturally varying air pressure and sensor bias drift, the
height estimate from the single barometer deviated more than expected. There-
fore, the height measurement was instead simulated using height data from Qual-
isys. In accordance with the reference barometer error model described in Section
4.7.2, awgn with variance 0.2 m2 was added to the height measurements. Addi-
tionally, a bias of 0.2 was added which is a conservative mean of the deviation in
Table 4.4.

The test setup was as follows:

• The ugv was placed in the arena. The positions of the ugv mounted uwb-
anchors were noted.

• The Jetson on the uav was powered on and started recording sensor data
from the camera, imu, uwb-tag and Pixhawk. The ground truth pose and
velocity for each vehicle was recorded.

• The uav’s engines were powered on.

After the setup, the uav took off and the pilot started flying the uav around in
the room, while the Jetson continued to record data. Figure 6.4 presents the uav
and ugv during the test.

The flight test lasted for 300 s in total and during that time, a number of man-
ual landing manoeuvres were performed to provide data similar to the FOLLOW
and DESCEND states in simulation but without any actualuav touch-downs. Three
of these landing manoeuvres were extracted and further analysed.

12For more information on Qualisys, see: https://www.qualisys.com/software/qualisys-track-
manager/

https://www.qualisys.com/software/qualisys-track-manager/
https://www.qualisys.com/software/qualisys-track-manager/
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Figure 6.4: The uav and ugv during the Visionen test.

The recorded data from the manoeuvres, as well as the artificial sensor mea-
surements from the ugv, are post-processed in the estimation system. The post-
processing is performed using two sensor setups: all sensors used in the esti-
mation system and all sensors except the camera system used in the estimation
system. The second sensor setup is motivated by the goal of finding out if a land-
ing can be achieved covertly and independent of the time of day. Such a landing
could not rely on the camera system in its current state since it requires visibility
of the tag which is not possible at night. Solutions such as lighting up the landing
pad would not meet the covert landing criteria. From both setups, the positions
and velocities in each manoeuvre are estimated. The uav trajectory (estimated
as well as ground truth) from the second flight manoeuvre is presented in Figure
6.5 to illustrate the performance of the estimation.

To further investigate the estimation accuracy for both sensor setups, the
rmse, maximum absolute error and a 95th percentile of the absolute error for the
position and velocity estimate are determined, see Table 6.4 and Table 6.5. The
results show that the rmse for the horizontal position estimate is almost doubled
when the camera system is excluded. The results are also compared with the re-
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Figure 6.5: uav trajectory (ground truth and estimation) from the second
flight manoeuvre in the Visionen test. The landing pad of the ugv with four
beams pointing upwards is shown as well.

sults in Table 6.2 and Table 6.3 for the FOLLOW and DESCEND states. The individ-
ual rmse from the experimental tests are less than or equal to the corresponding
maximum rmse in simulation. This suggests that there exist simulations where
the estimation quality is similar to the experimental tests.



74 6 Landing System Evaluation

The maximum absolute error in Table 6.4 and 6.5 is around 2 to 3 times larger
than the rmse. The greatest discrepancy between rmse and the maximum is seen
in landing manoeuvre 1 and 3. In these manoeuvres, the large error was caused
by the camera losing sight of the tag. In the case of flight manoeuvre 2, the cam-
era has sight of the tag during the entirety of the manoeuvre, see Figure 6.6. This
explains the significantly lower maximum error when the camera is used. Com-
paring the estimation error without the camera system, the maximum absolute
error is similar during all three manoeuvres. The maximum error without the
camera system is also similar to the maximum error during flight 1 and 3, which
confirms that the large error is caused by the camera system losing track of the
tag.

The estimation without the camera system was investigated further. It was
concluded that the large errors can occur during the entire manoeuvre. Hence,
with only a uwb sensor network and an imu for estimation, a relatively high
horizontal estimation error can appear at close distances to the ugv (∼1-2 m).

Table 6.4: rmse, maximum absolute error as well as the 95th percentile of
the absolute error (in m) for horizontal and vertical position for three differ-
ent landing manoeuvres during the Visionen test. Results are shown with
and without the camera system.

Horizontal Position Vertical Position
Landing Manoeuvre Camera RMSE Max 95th RMSE Max 95th
1 Yes 0.19 0.54 0.48 0.10 0.19 0.15
2 Yes 0.09 0.19 0.16 0.08 0.18 0.14
3 Yes 0.18 0.65 0.41 0.07 0.29 0.13
1 No 0.21 0.54 0.45 0.10 0.23 0.18
2 No 0.39 0.65 0.61 0.12 0.21 0.18
3 No 0.29 0.56 0.47 0.07 0.17 0.14

Table 6.5: rmse, maximum absolute error as well as the 95th percentile of
the absolute error (in m/s) for horizontal and vertical velocity for three dif-
ferent landing manoeuvres during the Visionen test. Results are shown with
and without the camera system.

Horizontal Velocity Vertical Velocity
Landing Manoeuvre Camera RMSE Max 95th RMSE Max 95th
1 Yes 0.16 0.41 0.35 0.17 0.4 0.34
2 Yes 0.14 0.54 0.32 0.11 0.38 0.20
3 Yes 0.25 0.73 0.65 0.10 0.27 0.20
1 No 0.19 0.53 0.39 0.18 0.39 0.34
2 No 0.16 0.41 0.32 0.12 0.34 0.23
3 No 0.17 0.44 0.31 0.10 0.39 0.19

The sensor measurements are also analysed to get further knowledge about
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the estimation system. When studying the accelerometer data from the test, un-
expected behaviour was found. From the time of engine start, the raw data was
very noisy, which continued throughout the test. When the uav landed and the
engines were cut-off, an oscillation transient could be seen in the data as well. It
was suspected that the oscillations are caused by resonance in the sensor platform,
caused by the vibrations from the engines. To reduce resonance in future tests,
the mounting of the platform could be revised. Another unwanted behaviour
from the accelerometer is that the data contained outliers. With the current im-
plementation, these outliers could not be detected by the nis-test as described in
Section 4.2.

To illustrate the performance of the camera system, its estimated position
during landing manoeuvre 2 is studied, see Figure 6.6. The camera system mostly
uses the small tag for the estimation, since the uav is too close to get the entire
large tag in the fov of its camera. Camera data is acquired during the entire
landing manoeuvre.

To study the performance of the uwb sensor network, the ground truth dis-
tance was calculated for each anchor-tag pair based on the anchor position as well
as the position of the uav and ugv from Qualisys. Figure 6.7 presents the perfor-
mance of anchor-tag pairs 1 and 4 during the complete flight: pair 1 follows the
ground truth nicely, while pair 4 exhibit some serious outliers. This motivates
the use of an outlier rejection algorithm. It has been confirmed that the nis-test,
see Section 4.2, manage to reject this kind of outliers. To study the performance
of all anchor-tag pairs further, the rmse, maximum absolute error as well as the
95th percentile of the absolute error is calculated, see Table 6.6. The measure-
ments from anchor-tag pair 3 had outliers of similar size as with anchor-tag pair
4. Despite these outliers, 95 % of the measurements from all anchor-tag pairs
have errors below 30 cm. These errors are both caused by the performance of the
uwb radios as well as inaccuracy when measuring the sensor placement.
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Figure 6.6: Position estimation from the camera system in the second flight
manoeuvre from the Visionen test. The landing pad of the ugv with four
beams pointing upwards is shown as well.
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Figure 6.7: uwb sensor performance for anchor-tag pairs 1 and 4 (top and
bottom). Measured distance is compared to ground truth.

Table 6.6: rmse, maximum absolute error as well as the 95th percentile
of the absolute error (in m) of the range measurements from all anchor-tag
pairs.

Anchor-tag
pair RMSE Max 95th

1 0.15 0.79 0.24
2 0.13 0.62 0.26
3 0.24 7.26 0.29
4 0.63 8.48 0.23





7
Conclusion and Future Work

This chapter presents the conclusions of this thesis, with regards to the problem
formulation presented in the introduction, together with suggested future work.

7.1 Conclusions

A combined estimation and control system capable of landing a uav on a mobile
ugv has been presented. The combined system has been tested and evaluated in a
realistic simulation environment, developed with the aid of Gazebo, ArduCopter
SITL and ros. The individual sensors used in the system have been evaluated sep-
arately. Finally, the estimation system has been validated through experiments.

Initially, the performance of the uwb radios were evaluated with physical sen-
sors. Based on the evaluation, three different placements of the uwb anchors
were analysed with crlb. The anchor placements were decided based on the
results. The accuracy of the camera system was investigated with a simulated
camera, to get an understanding of the bias and variance of its position estimate.
From these evaluations, as well as small-scale experiments indicating the accu-
racy of the accelerometers and barometers, the estimation system was designed.
The implementation of the sensors in the simulation environment were based on
these results.

The control system proposed in this work utilises two control structures: a
pn controller is used to approach the moving ugv and a pid controller is used
to land on top of it. This structure is based on [8], however, the implementa-
tion of the pn controller is modified and a pid controller is used instead of a pd
controller. The control system has been evaluated in simulation and has shown
positive results. The system managed to safely land the uav during all the 100
simulations. The feasibility of the control system cannot be confirmed before a
test is conducted with physical hardware. However, since a sitl implementation

79
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of the flight controller has been used during simulation, the control system will
most likely perform similarly in such an experiment. Despite the successful land-
ings, it was noted that the control system showed a slight oscillative behaviour
during the landing phase, which results in a less robust system. One probable
factor to this behaviour is that the control system does not account for future
movements of the ugv.

The estimation system has been evaluated during simulated landings as well.
Combined with the control system, landings were achieved in 100 of 100 at-
tempts, which confirms a fully functional landing system. However, when com-
pared to the landing results using true data, the landing positions on the ugv are
more spread out and the uav is more prone to restart its attempts. A uav land-
ing at night is also of interest, therefore landings have been simulated without
the use of the camera system as well. The results show a much more uncertain
behaviour during the landing phase, behaviours that would be unwelcome in a
physical landing.

To validate the results from simulation, the estimation was evaluated exper-
imentally using the hardware platforms. The experiment was conducted in an
environment similar to the landing phase, except with a stationary ugv. The
estimation accuracy during the experiment was comparable to the accuracy in
simulation. This indicates the feasibility of the estimation system with real hard-
ware during the landing phase. The estimation system was also experimentally
evaluated without the use of the camera system. Results show that the accuracy
is significantly lower when the camera system is not used, the estimation error
is doubled to tripled in size. When considering the behaviour in simulation pre-
sented previously as well, we conclude that a physical landing without a camera
is improbable.

7.2 Future Work

The long term intention of the landing system is to deploy it on real hardware.
Further experiments are required to get a better understanding of the validity
of the simulation results. First, the estimation system should be tested at longer
distances resembling the APPROACH-phase. Secondly, the control system should
be implemented and evaluated on the real uav platform.

The performance of the control system during the landing phase could poten-
tially by improved utilising knowledge about the movements of the ugv. Imple-
menting such a feature would most likely reduce the oscillate behaviour during
the landing phase, which in turn would allow for a more robust system. The
movements of the ugv could either be predicted or provided, assuming a com-
munication link between the uav and the ugv. Baca et al. propose a movement
prediction strategy in [9], which has shown to work in a variety of real-world
experiments.

A future goal is to have an estimation system functioning independent of time
of day. Thus, the current version of the estimation system needs to be modified
since an ordinary camera is used. Results show that the system performs signif-
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icantly worse without a camera and a substitute is most likely needed. Further
research should therefore investigate if an IR-camera can be used instead.
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A
Hardware Drivers

This appendix describes the hardware drivers used for communication between
the sensors and the Jetson Nano.

A.1 XSens Driver

The official Xsens ros-package xsens_mti_driver13 is used to provide imu data to
the ros network.

A.2 Camera Driver

The ROS-package gscam14 is used on the jetson processor to handle the csi com-
munication with the camera. The package also provides an interface to the ros-
network and publishes the raw camera data to it with a rate of 10 Hz. The param-
eters of the camera model is published alongside. The ros-package image_proc15

is used to rectify the raw image data using the camera model.

A.3 Decawave data extraction

The DWM1001 Decawave UWB modules used in the landing system has a pre-
built firmware library [40]. The firmware library supports a shell mode which
accepts a list of commands. Via this shell mode it is possible to extract range data
from Decawave modules acting as tags in a sensor network. The commands can

13Package at http://wiki.ros.org/xsens_mti_driver.
14Package at http://wiki.ros.org/gscam.
15Package at http://wiki.ros.org/image_proc
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be sent to a Decawave module through serial communication. In this case UART
is used with a baud rate of 115200. There are a number of shell-commands but
the one of interest in this case is the lec-command. This command enables a
mode which starts sending range data over UART with a CSV format. The data is
provided with a frequency of 10 Hz and is given in the format:

[DIST, # Anchors, ID Anchor 1, X, Y, Z, Range, ID Anchor 2, ...]



B
Simulated Sensors

This appendix describes how the sensors were simulated.

B.1 Attitude

The standard imu-sensor in Gazebo is used to obtain attitude data. The data
is noise-free. In order to get a more realistic simulation, noise is added to the
attitude data before it is used. The noise is applied as an additional rotational
matrix, which is called Rnoise. The Rnoise matrix is a rotational matrix generated
from randomly selected Euler angles. The Euler angles: roll, pitch and yaw are
drawn from a Gaussian distribution with zero mean and 1◦ variance. On top
of the randomly drawn angles a bias is added. The bias is randomly chosen as
[0.7◦,−0.5◦, 0.6◦]16, where each element correspond to an Euler angle. The atti-
tude data is used to compute a rotation matrix WRb, which then is contaminated
with noise as follows

WRb,noise = RnoiseWRb , (B.1)

where WRb,noise is the rotation matrix used in simulation.

B.2 Ultra-Wide Band Sensor Network

The uwb sensor network is simulated in Gazebo and used during the simulated
landing task. The network consists of four anchors placed on the ugv according
to the configuration chosen in Section 4.4.3. One tag is placed at the centre of

16Based on the RMS values of a XSens MTi-600 IMU, see:
https://www.xsens.com/hubfs/Downloads/Leaflets/MTi%20600-series%20Datasheet.pdf
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the uav as well. For each anchor-tag pair, the measured distance is calculated as
presented in (4.15), with the noise variance determined in Section 4.4.2.

However, as described in Table 4.1 in Section 4.4.2, the parameters a and b
can vary between sensors. Therefore, to get a more realistic measurement a and
b are modelled as random variables with a uniform distribution U . The scaling
factor a is bounded to the interval [1.0028, 1.0036] and the bias b is bounded to
the interval [0.01, 0.1], i.e.

a ∼ U (1.0028, 1.0036), b ∼ U (0.01, 0.1) (B.2)

The parameters a and b are generated for each anchor-tag pair at the start of a
simulation.

B.3 Camera

Gazebo is capable of simulating a camera sensor17. The sensor is attached to a
model in Gazebo and outputs a simulated camera stream based on the pose of
the model. The camera parameters calculated in Section 4.5.1 are used with the
simulated camera to allow a more realistic simulation. Pixelwise awgn is also
added to the simulated image.

B.4 Accelerometer

Gazebo has an implementation of an imu-sensor18. The sensor provides the lin-
ear acceleration of the body it is attached to and the data is represented in a body-
fixed coordinate system. The simulated sensor supports modelling of awgn.

B.5 Reference Barometer

The barometers are simulated in Gazebo and used during the simulated landing
task. The pressure generated by the simulated sensors comes from the inverse of
equation (3.26), which is presented here

P = P0 ·
[
1 +

L(z − z0)
T

]
. (B.3)

The lower altitude z0 is set to zero. P0 and T are set to 101.325 kPa and 288 K
respectively, which are the ISA standard values for pressure and temperature at
sea level, see Section 3.9. The altitude z is the true altitude of the model the sensor
is attached to in Gazebo. In order to get a more realistic pressure measurement,
awgn is added to the generated pressure data. The variance corresponds to the
variance of the real barometer sensors, which is chosen as 14 based on the result
Section 4.7.2.

17A description of the Gazebo camera sensor can be found at:
http://sdformat.org/spec?ver=1.7&elem=sensor

18See http://gazebosim.org/tutorials?tut=ros_gzplugins.
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C
Gazebo Plugins

This appendix describes the Gazebo plugin developed for the simulation environ-
ment.

C.1 Wind Force Plugin

A plugin was created to apply a wind to the uav in the simulation. The wind was
modelled as a force vector. The wind force is applied in the horizontal plane and
the magnitude of the force vector is characterised as a telegraph process. The
two states of the telegraph process are 0.5 N and 1.0 N. The mean time before
the processes switches to the other state is 6 s. When the plugin is initialised a
random wind direction is chosen. During each iteration of the simulation noise
is added to the direction. An illustration of the wind force can be seen in Figure
C.1.

C.2 Air Resistance Plugin

Gazebo do not apply air resistance to the uav model during flight, therefore a
plugin was created to simulate it. The plugin applies a force in the opposite
direction of the velocity of the uav. The force is computed equally in the x-, y-
and z-direction. In the case of the x-direction, the force is calculated as follows

Fwind, x = −sign(vx) · kx · v2
x , (C.1)

where vx is the velocity in the x-direction and kx a positive constant.
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Figure C.1: Example of the horizontal wind force during a simulation run.

C.3 Random Trajectory Plugin

A plugin was created to enable the ugv to drive in a random pattern during
simulations. When the simulation is initialised the ugv starts moving forward at
a velocity of 4 m/s. Following this, the direction of the ugv either stays constant,
turns +0.2 rad or turns −0.2 rad every 4 s. Each of the direction changes have
equal probability. An outcome of what the resulting trajectory of the ugv could
look like can be seen in Figure C.2.
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Figure C.2: Example of the ugv’s trajectory when using the Random Trajec-
tory plugin.



D
Additional Results

This appendix describes additional results from Section 5.4 and 6.1.

D.1 Time Distributions

0 20 40 60 80

Time (s)

0

5

10

15

20

25

30
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Figure D.1: Time distributions for the 100 simulation runs using true states.
The first subfigure (a) shows the total time distribution of the landing
manuever which is during the APPROACH-, FOLLOW- and DESCEND-state.
The second subfigure (b) shows the distribution for the time spent in the
APPROACH-state. The third (c) subfigure show the time distribution for the
landing phase (FOLLOW- and DESCEND-state).
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Figure D.2: Time distributions for the 100 simulation runs using estimated
states states. The first subfigure (a) shows the total time distribution of the
landing manuever which is during the APPROACH-, FOLLOW- and DESCEND-
state. The second subfigure (b) shows the distribution for the time spent in
the APPROACH-state. The third (c) subfigure show the time distribution for
the landing phase (FOLLOW- and DESCEND-state).
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D.2 Root Mean Square Error
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Figure D.3: Distribution of root mean square error (rmse) for both horizon-
tal and vertical position and velocity, during the Approach-state over 100
runs using the camera system.
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Figure D.4: Distribution of root mean square error (rmse) for both hori-
zontal and vertical position and velocity, during the Landing phase over 100
runs using the camera system.
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Figure D.5: Distribution of root mean square error (rmse) for both horizon-
tal and vertical position and velocity, during the Approach-state over 100
runs without the camera system.
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Figure D.6: Distribution of root mean square error (rmse) for both hori-
zontal and vertical position and velocity, during the Landing phase over 100
runs without the camera system.
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