
Linköpings universitetSE–581 83 Linköping+46 13 28 10 00 , www.liu.se

Linköping University | Department of Computer and Information Science
Master’s thesis, 30 ECTS | Datateknik

2020 | LIU-IDA/LITH-EX-A--20/034--SE

Anchor-based Topic Modelingwith Human Interpretable Re-sults
Tolkningsbara ämnesmodeller baserade på ankarord

Henrik Andersson

Supervisor : Lars AhrenbergExaminer : Eva Blomqvist

External supervisor : Leif Grönqvist

http://www.liu.se


Upphovsrätt

Detta dokument hålls tillgängligt på Internet - eller dess framtida ersättare - under 25 år från publicer-ingsdatum under förutsättning att inga extraordinära omständigheter uppstår.Tillgång till dokumentet innebär tillstånd för var och en att läsa, ladda ner, skriva ut enstaka ko-pior för enskilt bruk och att använda det oförändrat för ickekommersiell forskning och för undervis-ning. Överföring av upphovsrätten vid en senare tidpunkt kan inte upphäva detta tillstånd. All annananvändning av dokumentet kräver upphovsmannens medgivande. För att garantera äktheten, säker-heten och tillgängligheten finns lösningar av teknisk och administrativ art.Upphovsmannens ideella rätt innefattar rätt att bli nämnd som upphovsman i den omfattning somgod sed kräver vid användning av dokumentet på ovan beskrivna sätt samt skydd mot att dokumentetändras eller presenteras i sådan form eller i sådant sammanhang som är kränkande för upphovsman-nens litterära eller konstnärliga anseende eller egenart.För ytterligare information om Linköping University Electronic Press se förlagets hemsida
http://www.ep.liu.se/.

Copyright

The publishers will keep this document online on the Internet - or its possible replacement - for aperiod of 25 years starting from the date of publication barring exceptional circumstances.The online availability of the document implies permanent permission for anyone to read, to down-load, or to print out single copies for his/hers own use and to use it unchanged for non-commercialresearch and educational purpose. Subsequent transfers of copyright cannot revoke this permission.All other uses of the document are conditional upon the consent of the copyright owner. The publisherhas taken technical and administrative measures to assure authenticity, security and accessibility.According to intellectual property law the author has the right to bementionedwhen his/her workis accessed as described above and to be protected against infringement.For additional information about the Linköping University Electronic Press and its proceduresfor publication and for assurance of document integrity, please refer to its www home page:
http://www.ep.liu.se/.

© Henrik Andersson

http://www.ep.liu.se/
http://www.ep.liu.se/


Abstract

Topic models are useful tools for exploring large data sets of textual content by expos-
ing a generative process from which the text was produced. Anchor-based topic models
utilize a separability assumption, known as the anchor word assumption, to define a set of
algorithms with provable guarantees which recover the underlying topics with a run time
practically independent of corpus size. Each topic is assumed to contain a word which
rarely occurs in other topics, know as the topic’s anchor word. A number of extensions
to the initial algorithms, and enhancements made to tangential models, have been pro-
posed which improve the intrinsic characteristics of the model making them more inter-
pretable by humans. This thesis evaluates improvements to human interpretability due
to: low-dimensional word embeddings in combination with a regularized objective func-
tion, automatic topic merging through anchor words, and utilizing word embeddings to
synthetically increase corpus density. The aim is to find an anchor-based topic modeling
approach which produces human interpretable results. Results show that anchor words
are viable vehicles for automatic topic merging, and that using word embeddings signifi-
cantly improves the original anchor method across all measured metrics. Combining low-
dimensional embeddings and a regularized objective results in computational downsides
with small or no improvements to the metrics measured.
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1 Introduction

Companies today amass large amounts of data in a variety of different forms: numeric, cat-
egorical, ordinal, and textual, and it is important to be able to gauge what this data reflects.
Structured data, such as the first three forms mentioned above, can easily be visualized in
a variety ways since the domain of the data is known. Unstructured data, such as text, is
however much harder to visualize since its length and vocabulary are unknown and possi-
bly unbounded. Textual data is also one of the most common forms of data produced by
humans since language is how we naturally reflect the world and communicate. Therefore,
tools which can derive structure from textual data is of great interest.

A common tool for deriving structure from textual data is topic modeling, an approach
which posits that a collection of texts is generated by a relatively small amount of topics latent
within the text. Topic modeling attempts to recover these topics such that each text can be
explained as a mixture of topics. This recovery process can be entirely unsupervised, meaning
that the user of the tool does not have to supply any prior knowledge of the topics. Due to
its unsupervised nature however, topics may not be easily interpretable by humans. The
recovered topics are often presented as small collection of the most probable words within
the topic, see Table 1.1 as an example.

Standard techniques for recovering topics are generally based on either a probabilistic, or
an algebraic approach. Probabilistic approaches describe a generative model and attempt to
recover the statistical parameters which increases the likelihood of the underlying data, these
approaches include latent Dirichlet allocation (LDA) [1], and probabilistic Latent Semantic
Analysis [2]. Algebraic approaches describe the data as a combination of matrices which
factorize a representation of the data. These approaches make use of matrix factorization

Table 1.1: Representation of topics using the four most common words within the topic. Note
that the actual topic is not recovered, only the most common words.

Topic (Not recovered) Most Common Words
football soccer player game penalty
geology rock ground fracture clay
computer engineering programming algorithm transistor memory

1



1.1. Motivation

techniques such as singular value decomposition (SVD), and non-negative matrix factoriza-
tion (NMF) [3].

A problem among the common recovery techniques is that they often scale poorly with
large amounts of data, and can require minutes or hours to recover a single set of parameters.
If the resulting topics are of poor quality, another estimation attempt with a new set of hyper-
parameters may need to be completed, taking the same amount of time again. Topic models
are also rarely formulated in such a way to maximize the human interpretability of their
intrinsic qualities [4], requiring modified models [5] or human intervention [6] to achieve
coherent results.

1.1 Motivation

This thesis was conducted in collaboration with a company which develops a data visualiza-
tion application (referred to as ”the application“). A user of the application wants to be able
to easily visualize, interact with, and gain insights from data which they have collected. The
goal of the application is for the user to simply be able to point at the location of their data
and a set of visualizations, recommended inferences, etc. to be automatically made available.
As described earlier in the chapter, structured data can often be visualized in a myriad of
different ways, but unstructured data needs to be processed in some way to extract structural
information. The application has limited ability to automatically extract structure from tex-
tual data and would therefore stand to gain from a topic modeling process which produces
human interpretable results, and is efficient enough for interaction if required.

A relatively recent addition to the field of topic modeling are a family of models based
on NMF in combination with a separability assumption [7]. This family of models, known
henceforth as anchor-based models, assume that each topic contains some word which is al-
most entirely unique within that topic. This word is known as the topic’s anchor word, or
simply anchor. E.g. a possible anchor word for the topic football may be offside, or for the topic
of geology the anchor word may be grouting. This separability assumption leads to methods
which scale with the size of the vocabulary, as opposed to the number of documents and to-
tal number of words, while still performing on-par with established methods on a number of
metrics [8]. However, not only do anchor-based models have the common drawbacks associ-
ated with human interpretability but the selected anchor words may also be unintuitive, and
the uniqueness of topics produced depend highly on the anchor word recovery process.

A number of extensions have been made to the anchor word method for topic model re-
covery. Tandem anchors, which allow multiple words to be combined into a single anchor,
allow for more intuitive anchors [9]. An anchor word recovery process based on T-distributed
Stochastic Neighbor Embedding (t-SNE) has been shown to produce anchors which are more
salient resulting in topics which are more unique and specific without sacrificing coher-
ence [10]. The addition of parameter regularization has been shown to increase topic co-
herence, and allow for prior knowledge to be embedded [11]. The addition of meta-data in
the recovery process has been shown to be able to produce sentiment sensitive topics [12].
Recent work, primarily based on knowledge from field of word-embeddings, has extended
NMF-based algorithms to incorporate semantic knowledge of words to improve topic coher-
ence for short texts. These methods make use of either a different view of the corpus based on
skip gram with negative sampling (SGNS) [13], or word-embeddings learned on an external
corpus [14].

Successfully combining these extensions may lead to a topic modeling method which is
both efficient and human interpretable.

2



1.2. Aim

1.2 Aim

The aim of this thesis is to evaluate different anchor-based models based on their inter-
pretability by humans. These models will either combine existing extensions to anchor-
based models, or incorporate extensions to non anchor-based NMF models. The human in-
terpretable qualities to maximize are coherence, specificity, and uniqueness of topics (these
qualities and corresponding metrics are described in more detail in Chapter 2). Coherence is
the quality of how easy the top words of a topic can be interpreted as a single coherent topic.
Specificity is the quality of how different a topic’s word distribution is from the underlying
word distribution of the corpus [15]. Since coherence and specificity are local qualities of
each topic, uniqueness will be used as a global quality to measure how unique topics are in
relation to each other.

Initial anchor word selection based on low dimensional embeddings, and the addition
of parameter regularization may improve model quality when combined. Their combined
impact on model quality will be investigated. Tandem anchors can be used to iteratively im-
prove uniqueness (and perhaps coherence) by automatically combining anchor words which
produce similar topics. The initial anchors for this case may be recovered through efficient
geometric methods or through t-SNE. Incorporating word-embeddings may improve coher-
ence for anchor-based models in the same way they did for NMF-based methods for short
texts, it is unclear however how this affects efficiency.

This thesis aims to investigate anchor-based topic modeling, which uses the extensions
mentioned above, to estimate topic models with human interpretable results efficiently.

1.3 Research questions

For the following research questions, the quality of the model is measured using a set of
human-correlated coherence metrics [16], specificity [15], and uniqueness.

1. How does the combination of existing extensions to the anchor method affect model
quality?

Regularization [11] and low dimensional embeddings [10] have been used to improve
the quality of anchor-based topic models in the past, but have not been investigated in
combination.

2. How does combining anchor words, whose resulting topic distributions are alike, affect
model quality?

Anchor-based models often produce topics which are not unique if the initial anchor
are selected geometrically. Since topics are determined by their anchor words, similar
topics could be merged using tandem anchors [9] resulting in increased uniqueness,
and perhaps increased specificity. Since selecting anchors geometrically and estimating
the topic model is efficient, an iterative optimization approach can be incorporated into
the method.

3. How is model quality affected when incorporating word embeddings into the design
matrix of the anchor method?

Previous papers have shown that NMF-based model quality is improved (primarily for
short texts) when word embeddings are incorporated into the design matrix [13, 14].

1.4 Delimitations

The quality of topic models depend on how the data is processed. This processing includes:
identifying word tokens and removing stop-words, both of which are highly dependent on
the underlying language of the corpus. Pre-calculated word embeddings also depend on the

3



1.4. Delimitations

language of the corpus on which they were trained. A natural delimitation is therefore to
only investigate topic models for a single language, in this case English.

The results will depend on the data used during evaluation. For reproduceability pur-
poses the datasets chosen will mostly be publicly available datasets common within the liter-
ature. For the purposes of this thesis, it is important that the datasets are of different types,
representing small/large corpora with short/long texts.

4



2 Theory

This chapter presents the theory behind non-negative matrix factorization (NMF), anchor-
based topic modeling, word embeddings for short-text topic modeling, evaluation measures
for topic model interpretability, and methods for selecting the topic count parameter. The
first section of the chapter also introduces topic models from a general perspective, including
the most popular alternative. The notation used throughout the field of topic modeling varies
and there are some notational conflicts among the papers presented in this chapter. Therefore,
all definitions in this thesis have been updated to reflect notation used in this thesis (see
Table 2.1).

2.1 Topic Models

Topic modeling is a technique born out of the field of information retrieval. Information re-
trieval, as the name implies, deals with the ability to efficiently retrieve appropriate informa-
tion from data sets. When the data set is a large text corpus a user wants to be able to submit
queries and retrieve documents which match the query. If the corpus has not been indexed
or processed into an appropriate form to support such queries it may be computationally
intractable to match the query.

The objective of topic models is to represent text collections using short descriptions which
preserve statistical relationships, and can be seen as a method of dimensionality reduction.
Dimensionality reduction is a form of compression which preserves the separation between
objects but changes their representation to contain more information per dimension. The new
dimensions may be interpretable such that each dimension has some semantic interpretation.

One technique for dimensionality reduction is Latent Semantic Analysis (LSA) [17], which
the topic models later presented build upon. LSA proposed a new indexing method of doc-
uments and words in an attempt to solve the problem in which a query, and a should-be-
matching document, do not contain any overlap among words. The corpus is represented as
a matrix and the technique performs a singular value decomposition of it, resulting in a K
dimensional space occupied by words and documents. A query can then be represented as
a pseudo-document and be projected into this space; the matching documents are the docu-
ments which lie close to the pseudo-document. The authors were not interested in interpret-
ing the K dimensions of the resulting representation, focusing instead only on information
retrieval. Topic models however posit that a collection of documents are generated by a small

5



2.1. Topic Models

Table 2.1: Thesis notation.

Notation Name Description
w Word / Term A word type.
z Topic A topic.
s Anchor Index Index of an anchor word.
D Document Count The number of documents in the corpus.
V Vocabulary Size The number of unique words within the corpus.
K Number of topics The number of topics within the corpus.
M Descriptor Cardinality The number of words used in the topic descriptor.
H Design Matrix The BOW representation of the corpus.
A Topic Matrix The word-topic distributions, such that A:k =

p(w|z = k).
B Topic-Word Matrix The topic-word distributions, such that Bi =

p(z|w = i).
W Document-topic Matrix The document-topic distributions, such that W:i =

p(z|d = i).
Q Co-occurrence Matrix Can be interpreted as Qij = p(w1 = i, w2 = j).
Q̄ Row-normalized Q Can be interpreted as Q̄ij = p(w2 = j|w1 = i).
C CluWords The CluWord representation of the vocabulary.

CTF CluWord TF Matrix The CluWord TF design matrix.
CTF-IDF CluWord TF-IDF Matrix The CluWord TF-IDF design matrix.

E Word-embedding A dense word embedding.
S Anchor Words The set of anchor word indices.

ΩX Hyperparameters The set of hyperparameters for algorithm X.

collection of “topics”, where topics are multinomial distributions on the vocabulary used in
the document collection. The decomposition of LSA can be interpreted in such a way, where
the K dimensions are interpreted as topics. Different topic models make different assump-
tions about this generation process. E.g. if LSA is interpreted as a topic model, it assumes
that the K topics are uncorrelated since the factorization produces vectors which are orthog-
onal. The representation of a document can therefore be changed from a collection of words
(most likely thousands of dimensions in the smallest case) to a small collection of topics (on
the order of tens or hundreds of dimensions).

One of the first proper techniques of topic modeling (before the term “topic model” was
popularized) was probabilistic LSA (pLSA) [2], which is a probabilistic generative document
model inspired by LSA [17]. The model was proposed as an alternative to LSA with a solid
statistical foundation instead of an algebraic method with derived interpretations. pLSA de-
fines the generative process of the corpus as follows:

1. Select a document with probability p(d).

2. Select a topic with probability p(z|d).

3. Generate a word with probability p(w|z).

The result is a document-word pair and the topic is discarded. Likelihood maximization is
used to learn the probabilistic distributions which best describe the data.

Unlike LSA, pLSA does not assume that topics are uncorrelated. Models which do not
make this assumption are known as correlated topic models [18]. Topic correlations model
the dependence between the topics themselves, i.e. the likelihood that two topics will co-
occur. E.g. if a document is assigned the topic baking, then its is likelier to occur in the same
context as a document about cooking, than a document about politics, or probabilistically:

p(zcooking|zbaking) ą p(zpolitics|zbaking) (2.1)

6



2.2. Anchor Method for Topic Modeling

However, for an uncorrelated topic model no such correlations exists and the probabilistic
relationship would be:

p(zcooking|zbaking) « p(zpolitics|zbaking) « 0 (2.2)

No model described in this thesis will directly recover the topic correlation distributions, but
the underlying assumption still affects the estimated model.

Due to a number of drawbacks with the formulation of pLSA, the latent Dirichlet alloca-
tion (LDA) [1] model was defined. The LDA model can be estimated much more efficiently,
is less prone to overfitting, and can explain how unseen documents are generated. The LDA
model modifies the generation process and defines the generative process for each document
to be:

1. Select the number of words N „ Poisson (this step is only relevant to the generative
story and the Poisson distribution is not of interest)

2. Select a distribution over topics θ „ Dirichlet(α)

3. For each of the N words to be generated:

a) Select a topic z „ Multinomial(θ)

b) Select a word w „ Multinomial(z, β)

This generative process has much fewer parameters than the one defined by pLSA, and the
number of parameters does not grow when documents are added. LDA can be seen as the
seminal moment of topic modeling, where a proposed model is computationally efficient to
estimate, results in a representation which performs well on downstream tasks, and has a
solid and easy to interpret statistical foundation. The model requires the prior parameters α
and β. Inferring the hidden variables θ and z can be done using various statistical inference
methods such a Monte Carlo simulation or variational Bayes. The parameter K re-appears
in LDA as the dimensionality of the Dirichlet distribution over topics, it is assumed to be
known.

Similarly to LSA, the LDA model implicitly makes the assumption that topics are un-
correlated. This assumption is induced by the choice of the Dirichlet distribution as the
distribution over topics. The Dirichlet distribution can be replaced with a logistic normal
distribution [18] to remove the assumption, but this variation is not as common as LDA.

Initially, topic models were used in downstream tasks as efficient representations of a col-
lection of documents. However, the popularity of LDA has lead to interest in the intrinsic
properties of the topic models themselves. These properties include: observing the topics di-
rectly through some representation [19], what mix of topics a specific document contains [20],
and what topic a word in a sentence is most strongly associated with [21].

Topic models generally make the assumption that the order of topics and words can be
ignored, these are known as exchangeability assumptions. The exchangeability assumption on
words means that the corpus can be represented using the bag-of-words (BOW) matrix H,
where Hwd is the weight of word w in document d. This weight may simply be the number of
times the word occurs in the document, known as term frequency (TF) weighting, or may be
a weighting scheme which down weighs words which occur across many documents, such as
term frequency-inverse document frequency (TF-IDF). The matrix H is known as the design
matrix, and an example of the TF weighting scheme for three small documents is shown in
Figure 2.1.

2.2 Anchor Method for Topic Modeling

The anchor method for topic model estimation is an efficient way of recovering the multi-
nomial word distribution for each topic, represented as the topic matrix, A. This method
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Documents
a sentence which repeats a
sentece

a sentece which does not

mostly unique sentence

Vocabulary
1: a
2: sentence
3: which
4: repeats

5: does
6: not
7: mostly
8: unique

BOW Matrix ( )

W
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 (

)

Documents ( )

2

2

1

0

1

0

0

0

1

1

1

1

0

1

0

0

1

0

0

0

0

0

1

1

Figure 2.1: Example of the BOW representation (with TF weighting) of three documents with
a vocabulary of eight words.

produces a model which is referred to as an anchor-based model, while the method for es-
timating the model is referred to as the anchor method. The method is based on two as-
sumptions: (1) the corpus can be factored into two non-negative matrices, and (2) each topic
contains a word which has near zero probability in any other topic. Anchor-based topic mod-
els are built on NMF (assumption 1), with a separability assumption (assumption 2) added to
guarantee efficient estimation. NMF is matrix factorization technique involving three matri-
ces with non-negative values: A P RVˆK

+ , W P RKˆD
+ , and H P RVˆD

+ , with (V + D)K ! VD,
such that:

AW « H (2.3)

Where V is the size of the vocabulary, and D is the number of documents.
The paper which gives NMF its name applied this factorization technique to estimate

topic models [3]. The factorization technique was proposed as a more natural way of de-
composition when compared to contemporary methods, since the result is a strictly additive
combination of parts. With the standard weighting schemes described previously, the matrix
H is non-negative by definition. NMF-based topic modeling posits that the matrix A can be
interpreted as a topic matrix, in which each column represents a topic, rows represent words,
and cells reflect how strongly the word is associated with the topic. A is normalized by col-
umn such that each column can be interpreted as a conditional distribution on a topic. See
Figure 2.2 for a graphical representation of the matrix factorization. It has also been shown
that pLSA solves NMF if Kullback-Leibler (KL) divergence minimization is the objective [22],
suggesting that NMF-based topic modeling has statistical merit.

Finding the non-negative matrices A and W which factorize H is NP-hard1 [23]. However,
by making a separability assumption (see Definition 2.2.1), recovering A becomes solvable in
polynomial time with provable guarantees [7].

Definition 2.2.1. Anchor word assumption - Each topic distribution contains a word (known
as the topic’s anchor word) with non-zero probability only in that topic distribution.

1An alternative factorization method, singular value decomposition (SVD), can be used but requires that each
document is generated by only a single topic.
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Figure 2.2: Factorization view used NMF topic modeling.
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Figure 2.3: Factorization view used in the anchor word method. Same A and W as in Figure
2.2.

The anchor word assumption allows for recovering A efficiently from the Gram matrix of
H, denoted Q. This matrix should be constructed such that its expectation is given by:

E[Q] =
1
D

D
ÿ

d=1

AWdWT
d AT (2.4)

and can be interpreted as the joint probability on words, Qij = p(w1 = i, w2 = j). The reason
for this slightly different factorization is that it results in the ability to “read off” the values
of WWT AT in the first K rows of Q (QS), and then use those values to recover the entirety
of A [7] (see Figure 2.3 for a graphical representation of the factorization). This is due to the
anchor word assumption and the knowledge of which words are the anchors. Unfortunately,
the algorithms presented in the original paper did not turn out to be practical due to the
computational complexity required to find the anchor words and the sensitivity to noise in
the recovery process. The follow-up paper resolved both of these drawbacks and presented
a set of algorithms which find anchor words quickly, and a recovery method more robust to
noise [8].

NMF, and subsequently the anchor method, do not utilize a process which implicitly
assumes that topics are uncorrelated. Unlike say LSA which utilizes SVD as its matrix factor-
ization method, a method where the basis vectors have to be orthogonal. The anchor method
does not recover the topic correlation matrix.

To construct the Gram matrix Q in an appropriate manner, the method described in the
supplemental material of the follow-up paper can be used [24].

To find the anchor words a row-normalized version of Q, which can be interpreted as the
conditional distribution on words, Q̄ij = p(w2 = j|w1 = i), is used. The row vectors of Q̄
are randomly projected to a lower dimensional subspace for efficiency. The algorithm then
selects the K vectors which maximize the volume of a polygon, spanned by the vectors, within
the subspace. Such a maximization process can be done efficiently using a stabilized Gram-
Schmidt process. A two dimensional visualization of the algorithm is shown in Figure 2.4

9



2.2. Anchor Method for Topic Modeling

(a) The initial step selects two points, the one furthest from the origin, and the point furthest from the
previously selected point.

(b) The following steps iteratively select K ´ 2 points which maximize the volume (area in the figure) of
the polygon spanned by the points. Note that the polygon selected is not necessarily the convex hull.

Figure 2.4: Visualization of the FastAnchorWords algorithm for a two dimensional random
projection. This projection is normally selected much larger (« 1000 dimensions).

with K = 4. The intuition behind this algorithm is that anchor words will only co-occur with a
small number of other words, and therefore will end up as extreme points in the vector space
spanned by the rows of Q̄. The algorithm is called FastAnchorWords as in the original
paper. Unfortunately, this method typically picks anchors which are non-salient (“eccentric”
anchors), which in turn produces topics similar to the underlying word distribution. This is
because there will always be a large collection of extremely rare words which do not anchor
any particular topic. To alleviate this drawback a hyperparameter which disregards words
with very low document frequency is introduced, called the anchor threshold.

The recovery method presented in the original paper only used the K rows Q correspond-
ing to the anchor words to recover A, making it sensitive to noise. In fact, Q is often so noisy
that the original recovery algorithm totally breaks down for small data sets, as noted in the
supplemental material of the follow-up paper [24]. To achieve a method more robust to noise,
the authors instead attempt to recover the topic-word matrix B using all rows of Q̄. Since Bik
can be interpreted as p(z = k|w = i) we can recover A by using Bayes’ rule. This process
assumes that each row Q̄i is a convex combination of Q̄S and the corresponding row Bi (see
Equation 2.5), resulting in V constrained minimization problems.

Q̄i «
ÿ

sPS

BisQ̄s (2.5)
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2.2. Anchor Method for Topic Modeling

If the objective function of the minimization process is selected as the euclidean distance,
then the recovery process is done in O(KV2 + K2VT) time, where T is the average iterations
required by the exponentiated gradient minimization process. The objective function which
is minimized by the exponentiated gradient algorithm is:

Bi = arg min
Bi

||Q̄i ´ BiQ̄S||2 (2.6)

The high-level algorithm to recover A (and B) from H can be seen in Algorithm 12. The al-
gorithm can be modified in three ways: (1) modifying the co-occurrence statistic (directly, or
indirectly through changing H), (2) changing the method for finding anchors, and (3) chang-
ing the objective function minimized by Recover.

Algorithm 1: AnchorModel

Data: H P RVˆD
+

Result: A P RVˆK, B P RVˆK

1 Q ÐÝ Cooccurrence(H)
2 ~p ÐÝ row-normalization factor of Q
3 Q̄ ÐÝ

Q
~p

4 S ÐÝ FastAnchorWords(Q̄, ΩA)
5 A, B ÐÝ Recover(Q̄, S,~p, ΩR)

The major contribution of the anchor method algorithm is that its computational com-
plexity only depends on the parameters K and V after Q has been estimated. Since Q is a
corpus statistic it does not change unless the underlying corpus is changed, meaning that it
only needs to be calculated once and all subsequent model estimations become independent
of corpus size.

Extensions to the Anchor Method

Since anchor words are unique to each topic they can be seen as a label for the topic. Such
a label however would only be interpretable if the chosen word is salient [25], which the an-
chors chosen through the method previously described may not be. An attempt to remedy
this problem is to use a non-linear embedding designed for visualization, instead of the ran-
dom projection used in FastAnchorWords. One such embedding is T-distributed Stochastic
Neighbor Embedding (t-SNE) [26] which has been shown to produce more salient anchors,
more coherent topics, and more unique topics [10]. The dimensionality of the embedding is
generally selected to be small, between 2 and 4, which means that finding the convex hull can
be done efficiently using QuickHull [27]. Contrary to the previous method, the convex hull
is found exactly instead of approximately through a greedy algorithm. The intuition to why
this method works well is that an embedding like t-SNE does not aim to preserve the mag-
nitude of vector distances, it is instead designed to visualize the data in a meaningful way
in low dimensions. This leads to extreme points being words which separate the data but
are also not overtly rare, since in a visualization they should be interpretable. This method
of finding anchors removes the hyperparameter K since the convex hull of the embedded
vectors is found exactly and varies with dimensionality, corpus, and random initialization of
t-SNE. In the original paper, the authors do not investigate replacing random projection with
t-SNE and running the greedy algorithm to find K anchors. t-SNE is not as fast as a random
projection but significant speed improvements have been made in recent years [28]. It is also
unclear if the cardinality of the convex hull is correlated with the “optimal” value of K.

2Note that the algorithm does not recover W, this is done by fitting a LDA model with static topics given by A.
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2.3. Word Embeddings for Short-text Topic Modeling

Sometimes a topic may be better captured by two or more words instead of a single an-
chor word. An anchor word which is a combination of multiple words is called a tandem
anchor [9], and can be added as additional rows in Q. No modifications to the Recover
algorithm have to be made. A tandem anchor,~s, for a set of words, G, is constructed as the
harmonic mean of their corresponding rows in Q:

~si =
ÿ

wPG

(
Q´1

wi
|G|

)´1

(2.7)

This method was proposed in the context of interactive topic modeling where users were
allowed to modify, combine, add, or remove anchor words in an attempt to improve the topic
model. It was found that tandem anchors not only add interpretability to anchors themselves,
but also improve the quality of the estimated topic model.

A common method within machine learning is the use of parameter regularization to
avoid overfitting, and/or embed prior knowledge. This can be done by adding a regulariza-
tion term to the objective function of a learning problem. The addition of Beta-regularization
to the objective used in the Recover function has been shown to increase topic coher-
ence [11]. Beta regularization is derived from using a Dirichlet prior common in LDA models.
To optimize this new objective L-BFGS is used instead of the exponentiated gradient algo-
rithm, and convergence of B is checked by measuring the L2-norm between the estimations.
The new objective function is:

Bi = arg minBi
||Q̄i ´ BiQ̄S||2 ´ λ

ř

skPS log Beta(Aik; a, b)

a = x
V + 1, b = (V´1)x

V + 1, x ą 0
(2.8)

This objective function is dependent on the value of A, which is the matrix that is to be
recovered. To solve this issue, A can be calculated from the value of the previous estimation
of B. The regularization term can then be re-formulated as [29]:

ř

skPS(a´ 1) log(TiBik) + (b´ 1) log([TB]k ´ TiBik) + (2´ a´ b) log([TB]k)
T = [T1, . . . , TV ]

Ti =
řV

v=1 Qiv

(2.9)

To check converge, the current estimation, B(i+1), is checked against the preceeding estima-
tion, B(i):

||B(i+1) ´ B(i)||2 ď 0.1 (2.10)

2.3 Word Embeddings for Short-text Topic Modeling

A vocabulary can be represented using a vector space representation which encodes some
relatedness between words as closeness in the vector space [30]. The rows of the matrices
Q and Q̄ are such representations in which words that co-occur in the underlying corpus
are close; these row-vectors are somewhat sparse and have a large dimensionality. A neural
word embedding is a vector space representation of a vocabulary in which word vectors
are dense and have relatively low dimensionality. Word embeddings, represented as matrix
E, contains a dense low-dimensional row vector, ~e, for each word in the vocabulary. These
representations are able to capture semantic regularities between words, e.g. words such as
queen and king are close within the vector space. Contrary to the co-occurrence representation,
these words do not frequently occur next to each other, but they do occur in similar contexts.
Semantic word embeddings even allow for solving analogy tasks using vector arithmetic, e.g.
~eking ´~eman +~ewoman «~equeen.
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Figure 2.5: Graphical view of skip-gram prediction problem.

Neural word embeddings were initially learned by training a neural network on a skip-
gram task [31]. The task gets its name from the prediction problem known as skip-gram, in
which, given a word, the correct surrounding words are to be predicted (see Figure 2.5).

Negative sampling was introduced shortly afterwards, giving rise to the skip gram with
negative sampling (SGNS) task. This modification of the skip-gram objective punishes the
model when it predicts words which occur often according to the underlying distribution of
words (a “noise” distribution) [32]. The new task resulted in much better word embeddings
when the noise distribution was scaled appropriately. Further improvements have been made
which capture the semantic relationships between words even better [33, 34].

Short-text corpora are document collections where the average document length is very
short, e.g. tweets found on Twitter which limits the total number of characters to 280. Due to
the short document lengths, the design matrix H becomes extremely sparse, which results in
a very noisy ground truth from which to estimate a topic model. Word embeddings learned
using SGNS have been shown to perform an implicit matrix factorization [35]. This matrix
factorization view of word embeddings have been used to improve coherence of NMF-based
topic models on short-text corpora [13]. The SGNS view of the corpus can be used to pad
the design matrix with words which have similar semantic meaning within the corpus. This
method does not require pre-calculated word vectors learned on a separate corpus, but also
does not get the semantic benefits gained when word embeddings have been trained on a
very large set of documents.

High quality pre-calculated word embeddings learned using a corpus such as Wikipedia
can be used to create a semantic vocabulary, C, of pseudo words (called CluWords in the
original paper), by representing each word as a vector of its cosine similarity to every other
word in the word embedding [14]. A threshold α, known as the cosine threshold, is used to
filter words which are too dissimilar from the representation.

Cij =

"

cos(~ei,~ej) if cos(~ei,~ej) ě α

0 otherwise
(2.11)

The matrix C has the same dimensionality as Q, but instead of capturing corpus co-occurrence
it captures semantic closeness. The CluWords can be used to create two new design matrices
which are much denser than the original design matrix, the term frequency matrix:

CT
TF = HTC P RDˆV

+ (2.12)

and the TF-IDF matrix:

CT
TF-IDF = CT

TF diag(IDF(C)) P RDˆV
+ (2.13)
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where the IDF of the CluWord matrix is defined as:

IDF(C) = log

(
D/

ÿ

1ďdďD

[
HT

BCT d
1

HT
BCT

B

]
d

)
P RV (2.14)

This formulation of CluWord IDF is equivalent to the one presented in the original paper
but more concise. HB refers to the logical version of H, where any value greater than 1 is
set to 1 (same for CB). The d operator signifies the Hadamard product, i.e. element-wise
multiplication. The matrix within the brackets is a DˆV matrix, where D is the number of
documents, and V is the size of the vocabulary. Each element of this matrix is the weight of
the CluWord in the document scaled by the number of its constituents which appear in the
document. The columns of this matrix are summed to create a V dimensional vector of IDF
values for each word.

Note that the term frequency matrix CTF is a denser version of the original design matrix
H, and that both of the newly defined design matrices are non-negative. No papers, to our
knowledge, have investigated anchor models with TF-IDF design matrices, and it is unclear
whether the co-occurrence statistic used by the anchor method is valid when based on TF-IDF
instead of TF.

2.4 What Makes a Topic Model Interpretable

There is no objective definition of what makes a topic model interpretable by humans, but
certain metrics and intuitions can be used in an attempt to create a subjective definition. For
this thesis, the selected qualities of an interpretable model are:

• Coherence - A coherent representation which when observed should naturally reflect a
theme in the underlying text.

• Specificity - The topic should not summarize the entire corpus, each topic should reflect
a specific theme within a subset of documents in the corpus.

• Uniqueness - Each topic should capture a unique theme not captured by other topics.

These qualities have all been used within the literature to find models which correlate well
with human judgement, and a number of different metrics exist to measure these qualities.

Topic Descriptor

Clearly, the interpretability of a topic model depends on how it is presented. A number of
visualization tools have been developed and investigated in an attempt to figure out how to
present topic models to the user [25, 36]. This thesis will not investigate any visualization
techniques except for the top M words representation necessary for certain metrics, known
as the topic descriptor. These words are often selected according to their probability within
the topic, but other orderings which may correlate better with human judgement exists. One
such ordering is relevance [36], which is a combination of the word probability within the topic
and lift [37]:

rrel(w, k|λ) = λ log(Awk) + (1´ λ) log
Awk
p(w)

loomoon

lift

(2.15)

Where Awk is the probability of word w in topic k, and p(w) is the probability of w according
to the underlying word distribution. The optimal value for λ was determined to be 0.6 in the
original study [36], suggesting that ordering by lift aligns better with human judgement.
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Another topic descriptor, inspired by the TF-IDF weighting scheme, is defined as [38]:

rTF-IDF(w, k) = Awk log
Awk(

śK
k1=1 Awk1

) 1
K

(2.16)

and has been shown to produce more coherent descriptors [39].
The choice of descriptor affects some of the following metrics such as coherence and

uniqueness. It is therefore important to clearly state the topic descriptor used when evaluat-
ing the metric, and also to use the topic descriptor which is to be used for later visualization.
Updating the model in an attempt to improve the metrics for one descriptor may disimprove
the same metrics for another descriptor.

The standard probability based topic descriptor for a topic is ordered by the correspond-
ing column in the topic matrix:

r(w, k) = Awk (2.17)

Coherence

Topic models have historically been evaluated using statistical or extrinsic measures, either
by evaluating performance on downstream tasks [40, 41], or by measuring predictive likeli-
hood on a held-out data set [42]. These measures avoid looking under the hood of the topic
model and, for the case of predictive likelihood, have been shown to negatively correlate
with human interpretability [4]. In response to this discovery the task of finding an auto-
matic evaluation metric which correlates well with human judgement was introduced [43].
These metrics are collectively known as coherence measures since they aim to predict how
coherent the words in the topic descriptors are.

The process of finding coherence metrics generally involve performing large scale user
studies where the users have to perform some task indicating the quality of a topic. The
results are compared with the coherence measures to compute how well the metrics correlate
with human judgement. The tasks range from simply rating the topics on how coherent they
feel, to tasks such as word intrusion where a user has to determine which word in a topic
does not belong.

Most popular coherence measures are based on word co-occurrence using either the origi-
nal (underlying) corpus [5] or an external corpus such as Wikipedia [43]. In general, using an
external corpus results in stronger correlation with human ratings [16]. The main coherence
metrics are measured by aggregating the similarity of all words in the topic descriptor for
each topic. These include:

1. CUMass - An asymmetrical measure based on log conditional probability where co-
occurrence is calculated using document frequency [5].

2. CUCI - A point-wise mutual information (PMI) based measure using term co-
occurrences estimated using a sliding window [43].

3. CNPMI - A measure which represents words as vectors using normalized PMI
(NPMI) [44] (estimated in the same way as 2) and a similarity measure using cosine
similarity [45].

The CUMass metric for a sorted topic descriptor is defined as [5, 16]:

CUMass =
2

M(M´ 1)

M
ÿ

i=2

i´1
ÿ

j=1

log
p(wi, wj) + ε

p(wj)
(2.18)

Where M is the descriptor cardinality. The word probabilities, p(wj), and joint probabilities,
p(wi, wj), are calculated as the document frequency of words in the original or an external
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corpus. Generally, this metric uses the original corpus according to its initial definition. This
metric has been shown to correlate with human ratings [5], is popular in the literature, but
does not correlate as well as the other metrics mentioned [16]. The metric is heavily depen-
dent on the size of the reference corpus to identify coherent topics, but can generally be used
to identify incoherent topics [39]. The parameter ε is added to avoid taking the logarithm of
zero and should be small (« 10´12) [46].

CUCI was the first measurement shown to correlate with human ratings. It was found
through a comparison of 15 metrics derived from the field of Natural Language Processing
(NLP) whose corresponding metrics have been shown to correlate with lexical similarity [43].
For a topic descriptor the metric is defined as:

CUCI =
2

M(M´ 1)

M´1
ÿ

i=1

M
ÿ

j=i+1

PMI(wi, wj) (2.19)

PMI(wi, wj) = log
p(wi, wj) + ε

p(wi)p(wj)
(2.20)

The ε parameter is the same as in the CUMass coherence metric. The metric does not depend
on the order of the words in the topic descriptor as CUMass does. The word probabilities
are calculated using a sliding window, as opposed to document frequency for CUMass. In
its initial definition the sliding window was selected to be 10 [43] but further evaluation has
shown stronger correlation using larger window sizes ě 50 [16]. The CUCI metric was shown
to perform better when PMI was replaced by NPMI3 [45].

NPMI(wi, wj) =
PMI(wi, wj)

´ log p(wi, wj)
(2.21)

The CNPMI metric (different from CUCI with NPMI) is based on distributional semantics
using NPMI weighted word vectors [45]. Each element ~wij of a word vector ~wi is the NPMI
weight between word wi and word wj. The features of this vector space are selected as the M
most probable topic words, resulting in M dimensional vectors. The metric is calculated as
the mean of the cosine similarities between the vector representations of words in the topic
descriptor:

CNPMI =
2

M(M´ 1)

M´1
ÿ

i=1

M
ÿ

j=i+1

cos(~wi, ~wj) (2.22)

cos(~wi, ~wj) =
~wi ¨ ~wj

||~wi||2||~wj||2
(2.23)

~wij = NPMI(wi, wj) (2.24)

The CNPMI metric can be modified to use any other word vector representation, such as
word embeddings learned from neural networks. Coherence measures where word embed-
dings are used instead of the NPMI vectors have had positive results [47, 39] but are not as
common within the literature.

The impact of topic cardinality on coherence measures are generally ignored but have
been shown to affect the metrics [48]. A proposed solution to this is to calculate an aggregate
measure across different values of M.

3NPMI was investigated due to its usage in collocation extraction [44].
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Specificity

The specificity of a topic measures how different a topic is from the underlying word distri-
bution. This metric is evaluated by measuring the KL divergence between the word-topic
distribution and the underlying word distribution of the corpus [15]. Topic specificity is de-
fined as:

TS =
1
K

ÿ

k

DKL(A:k||pH) (2.25)

Where A:k is the word distribution of topic k, and pH is the word distribution of the underly-
ing corpus.

Originally, the metric was designed to identify “junk topics”, i.e. topics which are in-
coherent and do not provide the user with any valuable information. The coherence met-
rics presented earlier have become the conventional metrics for measuring coherence, but a
drawback is that they only evaluate the topic descriptor. A topic which simply reflects the
underlying distribution may have good coherence but clearly would not be a topic which
reflects a distinct theme.

Uniqueness

The evaluation metrics so far have been local to each topic, measuring how coherent or spe-
cific a topic is. Maximizing such metrics can easily be done by simply repeating the best topic
K times. A perfect topic model should find K different topics, which requires a global mea-
sure of uniqueness across topics. Since each topic is a distribution over words it is possible
to measure their similarities using statistical measures. A global measure of dissimilarity can
be defined as [10]:

TD = max
1ďkďK

||
1
K

ÿ

k1

A:k ´ A:k1 ||2 (2.26)

Where A:k is the word distribution of topic k. Distance between topic distributions is mea-
sured using euclidean distance, but any other distance metric would be valid.

Since topics are presented to the user using their topic descriptors, a natural measure of
non-uniqueness is the Jaccard similarity (JS) between the descriptors [39]:

JS =
2

K(K´ 1)

K
ÿ

j=2

j´1
ÿ

i=1

|Ti X Tj|

|Ti Y Tj|
(2.27)

Where Ti are the M words in the descriptor of topic i. Since 0 ď JS ď 1, uniqueness can be
defined as 1´ JS.

2.5 Determining the Number of Topics

All topic models presented in this chapter assume that the number of latent topics, K, is
known. This assumption is far from reasonable for a number of reasons:

• The corpus may contain “hidden” topics, unknown beforehand.

• The model may not be able to recover all topics deemed semantically unique by a hu-
man.

• Topic modeling is often used to reveal the underlying topics, meaning the user has no
knowledge of what topics the corpus contains beforehand.
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To alleviate this problem for LDA models a number of different metrics have been pro-
posed [49, 50, 51]. These metrics attempt to measure how well separated the topics recovered
by the model are. The assumption is that the natural number of topics can be identified when
increasing or decreasing K leads to worse separation. Either because decreasing K forces the
model to “spread” the removed topic across all other topics, or because increasing K forces
the model to split a topic into new topics which are alike. This method is inspired by previous
work on trying to automatically find the natural size of ontologies [52].

The first two metrics simply measure the pairwise correlation of topics by measuring the
cosine similarity [49], or the Jensen-Shannon divergence (JSD) [50], between the column vec-
tors of A. The average pair-wise correlation distance (or similarity), according to some simi-
larity metric s, is defined as:

CDs =
2

K(K´ 1)

K
ÿ

j=2

j´1
ÿ

i=1

s(A:i, A:j) (2.28)

The similarity metrics used in this thesis are cosine similarity and a similarity version of JSD
(1´ JSD since 0 ď JSD ď 1). This metric should increase when a bad topic split or merge has
been performed.

The metrics described above only make use of the topic distribution defined by A. How-
ever, the LDA model also estimates the document-topic distribution W, which can also be
utilized when determining the natural number of topics [51]. If all topics are well separated
then the column vectors of A are orthogonal and their L2-norms are the singular values of
the SVD of AT . If these topics describe the corpus well then the singular values should be
proportional to the magnitude of each topic in the corpus. The topic magnitudes can be cal-
culated as LˆWT , where L is a vector containing the length of each document. The metric is
defined as the symmetric KL divergence between the singular values of A, σA, and the topic
magnitudes of the corpus:

Arun = DKL

(
σA||LˆWT

)
+ DKL

(
LˆWT||σA

)
(2.29)

This metric should reach its minimum around the optimal number of topics.
The metrics for determining the natural number of topics are all defined for the LDA

model, which is not a correlated topic model. It is unclear whether the methods also apply to
correlated topic models, such as the ones estimated using NMF or the anchor method. This is
because the topics of a correlated topic model are not inherently well separated and therefore
the metrics described above may not converge or reach an optima.
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3 Method

This chapter introduces the data sets used for estimation and evaluation, the method for
selecting hyperparameters, the method for incorporating word embeddings into the anchor-
based estimation process, and the merging strategies for combining topics using tandem an-
chors.

3.1 Corpora

The corpora selected for this thesis were a combination of publicly available data sets, com-
mon within the literature on topic modeling, and data sets collected using Twitter’s public
APIs. These data sets were meant to capture a variety of different types and sizes of textual
data, such as:

• Formal long-form documents, both large and small collections (NYT and NIPS).

• Informal short-text document (Twitter).

• Informal medium-length documents (NG20).

Topic modeling requires pre-processed data to achieve valuable results. This generally in-
cludes removing stop words, removing adverbs, filtering based on frequency, filtering based
on document length etc. These pre-processing steps are generally corpus dependent, there-
fore a minimal selection of common pre-processing steps were selected for this thesis. Since
the anchor method scales quadratically with vocabulary size it is important to restrict the
number of word types in the post-processed data sets. All data sets were pre-processed to
filter out:

• 318 stop words1.

• Low frequency words occurring in less than 0.1% of documents.

• Words which contained digits, underscores, “non-word characters” (regex pattern \W),
or were shorter than three letters2.

1http://ir.dcs.gla.ac.uk/resources/linguistic_utils/stop_words
2Full regex: \b[ˆ\W\d_]\b{3,}
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3.1. Corpora

Table 3.1: Corpus information before pre-processing. Word types were counted using the
default tokenizer in CountVectorizer for the Twitter and 20 Newsgroups corpus. ADL
denotes average document length.

Corpus Documents Word Types ADL Source
NYT 300,000 102,660 331.8 [55]
NIPS 1,500 12,419 1288.2 [55]
Twitter 1,000,000 288,153 13.8 statuses/filter API
NG20 18,846 134,410 182.7 scikit-learn

Table 3.2: Corpus information after pre-processing. Word types were counted using the regex
described earlier. ADL denotes average document length.

Dataset Documents Word Types ADL
NYT 299,399 20,460 273.2
NIPS 1,491 11,911 1244.8
Twitter 464,065 7,655 9.6
NG20 17,496 8,080 73.9

• Documents of size less than 5 after pre-processing.

The pre-processing was partly performed using the CountVectorizer class in the scikit-
learn [53] library (version 0.22.1). The stop word list was selected since it was available by
default in the library [54]. Information of all data sets pre-, and post-processing is available
in Tables 3.1 and 3.2 respectively.

The NYT corpus, consisting of articles published in the New York Times, as well as the
NIPS corpus, consisting of papers published at the Neural Information Processing Systems
conference, were collected in BOW format, publicly provided by UC Irvine [55]. Both data
sets contained documents written in formal English with high average document length. The
data sets were also topical by nature. News articles generally deal with a small subset of
topics, such as local or world politics, economy, or culture. NIPS papers all deal with topics
within a specific field, with terminology overlap among the articles.

The NG20 data set, consisting of messages published to 20 different newsgroups, was
provided by the scikit-learn library in a format which excludes headers, footers, and quotes
from the documents. Newsgroups were a precursor to internet forums, a place where users
could hold discussions around specific topics. This topical property of newsgroups make
them suitable for topic modeling tasks involving downstream classification, since every doc-
ument is associated with a specific topic. This thesis only used the data set for evaluating the
topic models themselves, not their performance on the classification task.

The Twitter data set was collected using the statuses/filter API3, selecting tweets catego-
rized as English. The tweets were collected between 2020-03-02 and 2020-03-08, and only 20%
of tweets published were recorded. Words were restricted to ones consisting of only ASCII
and alphabetical characters, the hashtag symbol was stripped, and all words were lower-
cased. The Spacy4 tokenizer was used to tokenize the tweets. Filtering words by minimum
document frequency affected this data set particularly hard, reducing the number of docu-
ments by 72%, and the vocabulary size by 99.6%. Because of this the minimum document
frequency was changed from 0.1% to 0.01% for this data set, resulting in signficantly less fil-
tering, but still reducing the number of documents by more than 50%. Discussion of this is
postponed to Chapter 5. The Twitter data set was not topical by design, but world news or
current events may have induced topics across many authors.

3https://developer.twitter.com/en/docs/tweets/filter-realtime/api-reference/post-statuses-filter
4https://spacy.io/
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3.2. Baselines

Table 3.3: The parameter settings used in the gensim LDA estimation process.

Parameter Value
chunksize 2000
passes 1
batch False
alpha symmetric
eta None
decay 0.5
offset 1
eval_every 10
iterations 50
gamma_threshold 0.001
minimum_probability 0.01

3.2 Baselines

For comparison against non anchor-based topic models three baselines were used, LDA [1]
estimated using the gensim5 [56] library, NMF [3] estimated using scikit-learn, and Clu-
Words [14] also estimated using scikit-learn. The anchor method with no enhancements was
also included as a baseline, referred to as the unmodified anchor method.

LDA

The parallelized LDA implementation6 of the gensim library was based on an online ver-
sion of variational Bayes [57] designed to handle massive document collections. Gensim was
picked to estimate the LDA model since it was one of the most popular LDA implementations
in the Python ecosystem. The default parameters of the implementation were preferred (see
Table 3.3 for a complete list of relevant parameter settings). The hyperparameters “iterations”
and “passes” were increased four fold for the NIPS data set and two fold for the NG20 data
set. This was due to the corpus having few documents, which resulted in poor document
convergence with default parameter values.

NMF

Scikit-learn implemented two solvers for NMF, one based on coordinate descent [58], and
the other based on multiplicative updating [59]. The default solver is the one based on coor-
dinate descent and was therefore the one used in this thesis. The solver was run using the
default parameters (see Table 3.4 for a complete list of the relevant parameters). Note that
both the anchor method and these solvers attempted to solve the same problem. However,
the factorization matrices estimated were not expected to be identical (or even similar) since
the NMF of a given matrix is not unique, and both methods only find an approximation.

CluWords

The CluWords baseline only required an NMF solver whose input was the CTF-IDF design
matrix. The word embeddings used for creating the CluWord vocabulary were the publicly
available7 fastText vectors of dimension 300, trained on the Wikipedia 2017 corpus. Words
which occurred in the vocabulary of the original corpus but did not exist in the embedding
space were assigned a unit vector in the CluWord vocabulary, i.e. out-of-vocabulary words

5https://radimrehurek.com/gensim/
6https://radimrehurek.com/gensim/models/ldamulticore.html
7https://fasttext.cc/docs/en/english-vectors.html
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3.2. Baselines
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(b) Empirical CDF with « 2% of the most similar words in the unshaded region.

Figure 3.1: Graphs used for selecting the cosine threshold selection.

were simply represented as themselves. In the original paper, the threshold used during the
vocabulary construction was set to 0.4 in order to capture« 2% of the most similar words [14].
To determine the threshold for the word embeddings used in this thesis, the word vectors
were randomly sampled and the pair-wise cosine similarities were collected (see Figure 3.1a
for a histogram of the cosine similarities sampled). The threshold was set to 0.5, according
to the empirical cumulative density function, to capture « 2% of the most similar words (see
Figure 3.1b).

Unmodified Anchor Method

The anchor method required the following hyperparameters to be selected: anchor thresh-
old, subspace dimension for random projection, and recovery tolerance. Previous literature
gave some guidance as to the magnitude of these parameters but give no framework for se-
lecting them for any given corpus. The first two parameters, anchor threshold, and subspace
dimension, were formulated such that they become less corpus dependent.

The anchor threshold controlled which words were eligible in the anchor word selection
process. In previous work, the anchor threshold was set to a discrete value, such as 3 [10]
or 500 [60], controlling how many documents a word has to appear in to be an eligible an-
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3.3. Design Matrix with Word Embeddings

Table 3.4: The parameter settings used by the scikit-learn NMF solver.

Parameter Value
init None
solver cd
beta_loss frobenius
tol 0.0001
max_iter 200
random_state None
alpha 0
l1_ratio 0
shuffle False

chor word. For this thesis the anchor threshold was formulated as a proportion, e.g. an
anchor threshold of 90% meant words which occurred in 90% of documents were eligible
as anchor words. Topics produced by the anchor method, especially when topic count was
small, depended highly on the value of this threshold [11]. A low threshold resulted in ec-
centric anchor words, while a high threshold resulted in words for which the anchor word
assumption did not hold. Anchors which were too eccentric also broke the anchor word as-
sumption, since they did not belong to any particular topic. The threshold was clearly corpus
dependent, which is why it was formulated as a proportion instead of a set discrete value.

To select an appropriate subspace dimension for the random projection, used by the
FastAnchorWords algorithm, the johnson_lindenstrauss_min_dim function (avail-
able in the scikit-learn library) was used. The function is based on the Johnson–Lindenstrauss
lemma, which for given number of samples, V, and a distortion rate ε, gives the minimum
dimensionality, as:

dimensionality ě
4 log V
ε2

2 ´
ε3

3

(3.1)

This parameter had previously been selected around 1000 [60], which for vocabulary of size
3,000 would indicate a distortion rate of « 28%. However, the applicability of two dimen-
sional t-SNE embeddings as a projection space may indicate that this distortion rate could be
much higher, which would lead to better performance.

The recovery tolerance is recommend to be set small, between 10´6 [24] and 10´10 [60].
This parameter greatly impacts the time of the estimation process but may not greatly affect
the outcome, and should therefore be selected as large as possible within the range. This
parameter was set to 10´6 for all experiments in this thesis.

3.3 Design Matrix with Word Embeddings

The process of creating the CluWord vocabulary used with the anchor method was the same
as the one used for the baseline described earlier in the chapter. Co-occurrence estimation
has the computational complexity of O(Dd2

ADL), where dADL denotes the average document
length. The threshold parameter used when creating the CluWord vocabulary greatly affects
the resulting design matrix density, and therefore greatly increases dADL. For the experiments
made in this thesis the threshold was set higher than 0.5, such that the co-occurrence calcula-
tion could be performed in a reasonable time.

The TF design matrix generated by the CluWord vocabulary was normalized such that
the smallest non-zero value was 1. This was done to avoid negative results from the co-
occurrence estimation process. To incorporate the word embeddings into the anchor method,
the normalized TF design matrix, CTF, replaced the BOW matrix, H, as the input of Algo-
rithm 1.
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3.4. Regularization with t-SNE-anchors

3.4 Regularization with t-SNE-anchors

Anchor-based optimization with regularization and anchor words selected using t-SNE also
required a set of hyperparameters. The implementation used the t-SNE embedding available
in openTSNE [61]. The objective function was minimized using the scipy [62] library.

The t-SNE method for selecting anchors required a subspace dimension to be selected. The
library used for calculating the embedding, openTSNE, breaks down for dimensions higher
than 2 since the optimization methods used were not designed for embedding in higher di-
mensions. Estimating a t-SNE embedding, even for a lower dimensionality such as 2, was
expensive in the context of an efficient method. Therefore, no dimensionality higher than 2
was evaluated for the experiments.

The Beta regularization required two hyperparameters to be set, the prior (x) and the regu-
larization coefficient (λ). The parameter x controls the characteristics of the Beta distribution,
as described in the Theory chapter (see Definition 2.8), while λ controls the amount of reg-
ularization to be applied. When either parameter is set to 0 no regularization is performed.
The prior parameter, x, was set to 1 as in the original paper [11]. This thesis presents results
for different values of λ for all data sets.

To minimize the Beta regularized objective function, the SLSQP algorithm was used, avail-
able in the scipy library. SLSQP is a constrained and bounded optimization method, allowing
for the stochasticity constraint of the B matrix to be defined. The original paper [11] used
L-BFGS to optimize the objective, which is not a constrained optimization method. It is un-
clear how the constraints were imposed for the method, therefore a constrained method was
used for this thesis which likely came at the expensive of longer estimation times.

The original paper also did not investigate Beta regularization for L2 objective, instead us-
ing the KL objective found in the anchor method paper [8]. The KL objective results in much
longer estimation times when compared to the L2 objective, and has since been excluded in
later papers presenting the anchor method [63]. In this paper, Beta regularization was applied
to the L2 objective.

3.5 Tandem Anchor Optimization

Optimization using tandem anchors was performed by merging the anchor words of previ-
ously estimated topics. The process for selecting the natural number of topics, described in
the Theory chapter, used correlation distance as the guiding metric. The same tactic was used
for this optimization process, where the objective was to go from K to K1 topics by merging
similar topics. The pair-wise correlation distances were calculated using cosine similarity,
resulting in a list of topic pairs sorted by correlation. To perform the merging of topics, two
strategies were employed to go from K to K1 topics:

1. Unique - Each pair of topics were merged, avoiding pairs where either topic has al-
ready appeared in a merge. See Algorithm 2 for the full algorithm.

2. Many - Each pair of topics were merged such that, if one of the topics had already been
included in an upcoming topic merge, then the other topic’s anchor was also added
to the planned merge. If both topics were included in different merges, then the two
disjoint sets of anchor words were merged into one set. See Algorithm 3 for the full
algorithm.

The first merging algorithm, Unique, resulted in tandem anchors which only consisted of
pairs of the previously available anchors. This meant that tandem anchors would only in-
clude two real words within the vocabulary after the initial merging phase. But tandem
anchors, which appears as “pseudo words” within the vocabulary after the initial merging
phase, may have been merged with real words or with each other in subsequent merging
phases. Note that if there were four topics which were exactly the same they would result
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3.5. Tandem Anchor Optimization

in two merged topics, as opposed to a single topic, in a single merge phase. Therefore the
strategy could reduce K by at most half in a single merge phase.

The second merging strategy, Many, was more general and had no limit as to how many
words could be included in a tandem anchor for a single merge phase. For the example
given above, a result could be a single new topic consisting of all anchors which generated
the four alike topics (see Figure 3.2 for a visual comparison of the difference). This strategy
could reduce the number of topics to 1 for any initial value of K. The Unique strategy would
have needed at least two merging phases to combine the four topics into a single new topic.
At first glance the Unique strategy may have seemed worse than Many since it was more
limited. However, it is important to note that tandem anchors containing many words were
less likely to fulfill the anchor word assumption. This was because the more words which
were included in the tandem anchor, the less unique the actual tandem anchor became. Such
a property may have resulted in better results for the more limited strategy. Other strategies
for merging anchors surely existed but were not investigated.

Algorithm 2: Unique strategy for merging anchors.

Data: SortedTopicPairs, S, K, K1

Result: TandemAnchorWords, RemovedAnchors
1 RemovedAnchorsÐÝ tu
2 TandemAnchorsÐÝ tu
3 for k1, k2 P SortedTopicPairs do
4 if k1, k2 R RemovedAnchors then
5 TandemAnchorWordsÐÝ TandemAnchorWords Yt(k1, k2)u
6 RemovedAnchorsÐÝ RemovedAnchors Ytk1, k2u

7 end
8 if K + |TandemAnchorWords| ´ |RemovedAnchors| = K1 then
9 break

10 end
11 end

Algorithm 3: Many strategy for merging anchors. UniqueTandems returns a set of
sets containing the unique tandem anchor words of length ą 1.

Data: SortedTopicPairs, S, K, K1

Result: TandemAnchorWords, RemovedAnchors
1 RemovedAnchorsÐÝ tu
2 AnchorMapÐÝMap (ki Ñ tkiu)
3 for k1, k2 P SortedTopicPairs do
4 if AnchorMap[k1] ‰ AnchorMap[k2] then
5 for ki P AnchorMap[k1] do
6 AnchorMap[ki]ÐÝ AnchorMap[k1] Y AnchorMap[k2]
7 end
8 for ki P AnchorMap[k2] do
9 AnchorMap[ki]ÐÝ AnchorMap[k1] Y AnchorMap[k2]

10 end
11 RemovedAnchorsÐÝ RemovedAnchors Ytk1, k2u

12 end
13 if K + |UniqueTandems(AnchorMap)| ´ |RemovedAnchors| = K1 then
14 break
15 end
16 end
17 TandemAnchorWordsÐÝ UniqueTandems(AnchorMap)
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(b) The Many strategy was able to merge the four topics in a single merging phase.

Figure 3.2: Illustration of the potential differences between merging strategies for an initial
merge when four topics were all alike. The edges between topics symbolize that they were
strongly correlated.

To evaluate the effectiveness of merging anchor words based on topic correlation, a num-
ber of topic sequences were generated. A topic sequence is a descending sequence of topic
counts from an initial value, K0, to a final value, Kn. The sequence is defined by the initial and
final value, and a ratio 0.5 ď r ă 1, and constructed such that Ki = max(rrˆ Ki´1s, Kn). As
an example, the parameters tK0 = 60, Kn = 20, r = 0.5u generated the sequence t60, 30, 20u.
The chains used for evaluation were generated by the following parameters:

t160, 120, . . . , 60u
looooooooomooooooooon

K0

ˆt100, 80, . . . , 20, 10u
looooooooooomooooooooooon

Kn

ˆt0.5, 0.66, 0.75u
loooooooomoooooooon

r

(3.2)

This resulted in a number of chains, which were tested for each merging strategy for each
data set. The chains were tested by evaluating the anchor method for each Ki in the se-
quence. An initial model was calculated for K0 using anchor words obtained through
FastAnchorWords, while each subsequent model in the sequence used anchor words pro-
duced by the merging strategy and the previous model in the sequence. The model quality
was evaluated at each step.

3.6 Evaluation

All coherence metrics were measured using co-occurrence statistics estimated from a refer-
ence corpus or the original corpus. The quality of the metrics depended highly on the size
of this reference corpus, therefore the Wikipedia corpus (version 202001208) was used when
an external corpus was required. This corpus contained roughly 6 million articles written in
formal English, and the choice of Wikipedia as reference corpus was common within the liter-
ature [43]. When a reference corpus was used, the co-occurrence statistic was measured using

8https://dumps.wikimedia.org/enwiki/20200120/
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3.6. Evaluation

a sliding window of size 110 [16]. Documents were not merged such that the window could
slide across documents since no indication of such a process had been made in the literature.

To determine the vocabulary of the reference corpus and parse each Wikipedia article,
the library gensim was once again used. The library filtered articles with less than 50 words,
performed tokenization, and lower-cased words. No other normalization or filtering was per-
formed, which resulted in 2,006,500 unique word types. The co-occurrences were saved as
a 2006500ˆ 2006500 upper triangular sparse matrix, containing 4,343,028,872 values, result-
ing in a sparsity of « 99.89%. Co-occurrence probabilities were calculated by normalizing
by the sum of the matrix. Word occurrences were normalized by the total number of occur-
rences. The total number of word occurrences in the reference corpus was 2,715,740,865, and
the total number of word co-occurrences was 260,629,856,355. The most common word in the
corpus was the word “the”, which occurred 183,475,338 times, It was also the most common
co-occurring word, with a co-occurrence count of 1,418,243,132 with itself. This resulted in
the following probabilities:

p(the) =
183, 475, 338

2, 715, 740, 865
« 0.068

p(the, the) =
1, 418, 243, 132

260, 629, 856, 355
« 0.0054

These values were stated to improve reproducibility and aid the understanding of metrics
which use a reference corpus for evaluation.

When a word contained in a topic descriptor was out-of-vocabulary it was removed for
the descriptor without replacement. The topic cardinality was updated to reflect the removal
of a word so as to not affect the metric negatively when containing out-of-vocabulary words.

The coherence metrics also depended on the choice of topic descriptor [39], and its car-
dinality [48]. In general, the topic descriptor used during evaluation is standard probabil-
ity ordered descriptor, unless stated otherwise. Both coherence and similarity metrics were
averaged over three values of topic cardinality, 5, 10, and 20. Unless stated otherwise the
coherence metric used to determine model quality is the CNPMI metric, shown to correlate
strongest with human judgement [16].
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4 Results

In this chapter the results for each of the baseline models, as well as the enhanced models
are presented. Model quality was measured by the metrics CNPMI (coherence based on dis-
tributional semantics), topic specificity, and uniqueness (1´ JS). Coherence and uniqueness
were calculated for the probability ordered topic descriptor, and both were averaged over
multiple descriptor cardinalities. For all models, model quality is presented as a function of
topic count. Model quality may be averaged over multiple hyperparameter settings and if so
it is referred to as average model quality.

4.1 Baselines

The model quality as a function of topic count is presented for each baseline for comparison
against the enhancements presented later. Two standard baselines, LDA and NMF, are pre-
sented first, followed by a hyperparameter investigation of the unmodified anchor method.
Results for the three baselines is presented in Figure 4.1 using the same scaling for the qual-
ity metrics to allow for easy comparison. Data sets are colored as: NIPS, NYT, Twitter, and
NG20.

LDA

The LDA baseline was evaluated for topic counts ranging from 10 to 200 with increments of
5. Results, graphed as the model quality as a function of topic count, are presented in the
first column of Figure 4.1. The Twitter data set resulted in a topic matrix for which speci-
ficity was undefined, which is why it is missing in the figure. For the other data sets topic
specificity gradually increased with topic count. Uniqueness increased and coherence gener-
ally decreased as the number of topics increased. For the Twitter data set, coherence of topic
descriptors declined sharply as topic count increased.

Correlation metrics and Arun score, used to guide the selection of the topic count pa-
rameter, are presented in the first column of Figure 4.2. The correlation metrics increased
periodically due to splitting well separated topics into subtopics with higher correlation. The
results from the Arun metric are very erratic but could be used to select an appropriate topic
count value in certain regions for all data sets except Twitter.
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4.1. Baselines

Figure 4.1: Model quality results for the baseline topic models. Data sets are colored as: NIPS,
NYT, Twitter, and NG20.

NMF

The NMF baseline was evaluated in the same way as the LDA model, and the results are
presented in center column of Figure 4.1. Similarly to the LDA model, specificity and unique-
ness increased with topic count, while coherence decreased. Topic uniqueness remained high
across all topic counts, contrary to the LDA model where it was slightly lower when fewer
topics were recovered. The minimum uniqueness value for the NMF baseline was approxi-
mately 0.94, while the LDA baseline recorded a minimum of 0.70. Both baselines produced
topic descriptors of roughly the same coherence for all data sets except Twitter, where the
NMF baseline performed better for higher topic counts.

The results for the metrics used to guide selection of topic count are presented in the center
column Figure 4.2. Unlike the LDA baseline, NMF produced topics for which correlation
monotonically decreased with topic count. The Arun metric did not produce interpretable
results for this baseline, and exhibited sudden spikes for the NIPS and NYT data sets.

Unmodified Anchor Method

The unmodified anchor method selected anchors using FastAnchorWords with the stan-
dard BOW design matrix as input. Topics were recovered using the unregularized recovery
method. The hyperparameters investigated for this baseline were topic count, anchor thresh-
old, and distortion rate.

The average model quality as a function of topic count is presented in the last column of
Figure 4.1. Quality was averaged over all tested anchor threshold values. Across all data sets,
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4.1. Baselines

Figure 4.2: Cosine and JSD correlation should converge or reach an optima at the optimal
topic count. Arun score should reach its minimum at the natural number of topics. JSD cor-
relation has been changed from a distance to a similarity measure to match cosine correlation.
Data sets are colored as: NIPS, NYT, Twitter, and NG20.

specificity and uniqueness increased with topic count, as was the case for the other baselines.
Coherence also decreased with topic count for all data sets except for the NYT data set. The
anchor method failed to produce unique topics when topic count was low, and the method
exhibited much lower uniqueness scores when in the lower half of the topic count range (10
to 100).

Selecting topic count based on correlation distance or Arun score proved difficult. The
results of these metrics as a function of topic count is shown in the last column of Figure 4.2.
Arun score reached a minimum only in the case of the Twitter data set, and the correlation
metrics all decreased as topics were added.

The average model quality as a function of anchor threshold is presented in Figure 4.3 for
different ranges of topic count in each column. In general, results indicate that the method
is more sensitive to this hyperparameter when topic count is low. The results show that
the NG20 data set was most sensitive to this hyperparameter with regards to coherence and
uniqueness. A higher anchor threshold resulted in topic descriptors with higher uniqueness
and specificity. Coherence only improved with a higher anchor threshold for some data sets,
while it regressed for the NG20 data set. When topic count was low, uniqueness was affected
more by anchor threshold; a low anchor threshold in combination with a very low topic count
resulted in topics which were practically identical for all data sets but NYT.

Model quality as a function of distortion rate is presented in Figure 4.4 for the data sets
NIPS and NYT. The results showed that the distortion rate of the random projection did not
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4.2. Word Embeddings

Figure 4.3: Average model quality of the standard anchor method as a function of anchor
threshold. The columns show model quality for different ranges of topic count (K). Data sets
are colored as: NIPS, NYT, Twitter, and NG20.

Figure 4.4: Average model quality of the standard anchor method as a function of distortion
rate for the NIPS and NYT data sets.

affect model quality in the range tested. Therefore distortion rate was set high (0.8) for all
following models which used FastAnchorWords to recover anchors.

4.2 Word Embeddings

Word embeddings were used to enhance the NMF baseline and anchor method by increasing
the density of the design matrix through a CluWord dictionary. The enhanced methods are
presented as CluWord baseline and CluWord anchor method respectively. The CluWord base-
line used the CTF-IDF design matrix as input to the NMF method, while the anchor method
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4.3. Regularized Objective with t-SNE Anchors

used the CTF design matrix. Results for the the two enhanced methods, as well as the unmod-
ified anchor method with anchor threshold set to 0.5, is presented in Figure 4.5.

CluWords Baseline

Model quality as a function topic count for the CluWord baseline is presented in the center
column of Figure 4.5. Tests were run for topic counts in the range from 10 to 100, with an
increment of 10. The increment was selected as 10, as opposed to 5 as in other tests, due to
the increased estimation time of the higher density design matrices. For all data sets except
NYT, the cosine threshold was set to 0.5, as explained in the previous chapter. Due to memory
limitations however, the tests run on the NYT data set used a cosine threshold of 0.6.

The CluWord baseline produced models of significantly higher quality across all topic
counts and quality metrics for all data sets, when compared to the NMF baseline. Addi-
tionally, the CluWord baseline exhibited a significantly higher specificity score for low topic
counts. Uniqueness, as in the NMF baseline, was high across all topic counts and even higher
than the aforementioned model. As topic count increased, so did specificity, while coherence
decreased. However, the lowest measured coherence score for each data set was still about
as high as the highest score measured by the other baselines.

The increased density of the design matrix resulted in significantly higher estimation
times, generally two to five times as long. This may have been exacerbated by the high
variance of estimation time exhibited by the scikit-learn NMF solver, due to random initial-
ization.

Anchor Method with CluWord Vocabulary

The standard anchor method with the CluWord TF matrix as input was evaluated with an-
chor threshold set to 0.5 and distortion rate set to 0.8. Results are presented in the last column
of Figure 4.5. Note that the experiments were run using a higher cosine threshold (0.6) than
the CluWords baseline, for reasons described in the previous chapter.

Word embeddings had a similar effect on the results as in the CluWord baseline. In par-
ticular, the CluWord anchor method exhibited significantly higher uniqueness scores when
topic count was low. E.g. for a topic count of 20, the unmodified method had a uniqueness
score of 0.20 for the NG20 data set, while the CluWord enhanced anchor method had a score
of 0.87. The enhanced method produced less coherent topics for all but the NYT data set
when topic count was low, as compared to the anchor method baseline. However, the un-
modified anchor method produced topics with extremely low uniqueness in these ranges, i.e.
it repeated the same coherent topic many times.

Using word embeddings to increase the density of the design matrix has a large perfor-
mance impact on the co-occurrence estimation. The approximate impact on estimation time is
presented in Table 4.1. The NYT data set was measured using a higher cosine threshold since
setting it to 0.6 caused memory thrashing during co-occurrence calculation. Note that the co-
occurrence statistic is calculated once per data set, not once per model estimation. Therefore
subsequent model estimations were as fast as the unmodified anchor method.

4.3 Regularized Objective with t-SNE Anchors

The regularized model with t-SNE anchors was evaluated for a range of regularization coef-
ficients. The results for each data set, including results with no regularization (coefficient set
to 0), is presented in Figure 4.6. Also presented, as dashed lines, is the comparative perfor-
mance of the anchor method at the closest topic count value with anchor threshold set to 0.5.
Anchor words obtained from the convex hull of the t-SNE embedding for different anchor
thresholds, resulted in average values of topic count presented in Table 4.2.
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Figure 4.5: Model quality as a function of topic count for the models enhanced with word em-
beddings. The first column shows the results of the unmodified anchor method with anchor
threshold set to 0.5 for fair comparison. For the CluWord baseline the cosine threshold was set
to 0.5 for all data sets, except NYT for which it was set to 0.6. For the CluWord anchor method
the cosine threshold was set to 0.6. The uniqueness score for the CluWord baseline was very
close to 1 for all measured topic counts. Data sets are colored as: NIPS, NYT, Twitter, and
NG20.

Table 4.1: Approximate impact of design matrix density on co-occurrence estimation time
for the unodified anchor method (UAM) and CluWord anchor method (CAM). Times were
measured as wall clock time on an Intel Xeon Processor E3-1245 v5.

Matrix Density Estimation Time
Data set Cosine Threshold UAM CAM UAM CAM
NIPS 0.6 4.1% 26.0% 7s 50s
NYT 0.7 1.2% 3.2% 100s 400s
Twitter 0.6 0.1% 1.6% 3s 50s
NG20 0.6 0.6% 6.4% 4s 30s
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Figure 4.6: Average model quality as a function of regularization coefficient for a single t-
SNE estimation with anchor threshold set to 0.5. Dotted lines shows the performance of the
unmodified anchor method at the closest topic count value with anchor threshold set to 0.5.
Data sets are colored as: NIPS, NYT, Twitter, and NG20.

Table 4.2: Average topic count produced by the t-SNE anchor word recovery method. t-SNE
embedding dimension was set to 2 for all data sets.

Data set Anchor Threshold Average Topic Count

NIPS
0.75 21.3
0.50 26.1
0.25 26.5

NYT
0.75 17.3
0.50 21.7
0.25 20.7

Twitter
0.75 19.1
0.50 20.2
0.25 23.2

NG20
0.75 16.4
0.50 21.2
0.25 26.2

Results indicated that Beta regularization, when applied in combination with t-SNE an-
chors, did not improve the coherence of topics. Beta regularization did however increase
topic uniqueness significantly, and increased topic specificity. The t-SNE anchors, without
regularization applied, sometimes resulted in topics that were more unique when compared
to the unmodified anchor method baseline for the same topic count. The number of anchor
words in the convex hull of the t-SNE embedding changed slightly with anchor threshold.

4.4 Automatic Anchor Merging

The topic sequences, described in the previous chapter, were tested with anchor threshold set
to 0.5 and distortion rate set to 0.8. A selection of results, graphed as the progression of model
quality as more topics are merged, are shown in Figure 4.7. The first three results, for data
sets NIPS, NYT, and Twitter, show positive results for the Unique strategy. The final result,
for the data set NG20, shows an example where model quality drops significantly in terms of
coherence.

Results showed that the different strategies have very different characteristics. The Many
strategy often resulted in sequences where topic uniqueness decreased significantly. A trade-
off between uniqueness and coherence frequently occurred, resulting in the Many strategy
often producing more coherent topics, but with significantly less uniqueness. This can be
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observed clearly in Figure 4.7, where a decrease in uniqueness is often mirrored by an increase
in coherence.

In general, the Unique strategy produced more predictable results, often keeping unique-
ness stable while sacrificing coherence. When the drop in coherence was small, the strategy
resulted in models that improved upon the anchor method baseline. E.g. the sequence for
the Twitter data set, produced a model at topic count 20 with a uniqueness score of approxi-
mately 0.9, as compared to the anchor method baseline which scored less than 0.5.

The poor performance of the Many strategy may be attributed to the size of tandem an-
chors produced. The mean and max tandem anchor size for the same chains presented in
Figure 4.7, is shown in Figure 4.8. These results show the tendency of the Many strategy to
produce one or two large topics in the first merging phase. In the worst case, shown for the
NYT data set, the initial merging phase goes from 160 topics to 105 by merging 55 topics into
one. This means that one topic is anchored by the harmonic mean of 55 words. The initial
merging phase resulted in a single massive topic in approximately one out of three sequences.
In almost three out of four sequences the strategy produced a topic, during the initial merging
phase, at least 80% as large as the difference between the starting and target topic count.

The difference in tandem anchor size between the strategies is presented as a function
of merge step in Figure 4.9. To compare across topic sequences, the mean and maximum
are normalized by the topic count of the initial model. Both the mean and maximum tandem
anchor size of the Many strategy was consistently higher than the Unique strategy. However,
the tandem anchors did not grow as significantly for the Many strategy after the initial merge.
In fact, the mean tandem anchor size generally decreased after the initial merge of the Many
strategy.

4.5 Overall Model Estimation Comparison

To illustrate the intrinsic properties of the different models, an example of the resulting topic
descriptors, and quality metrics are presented for each model. This section is mainly included
for discussion purposes and to provide actual examples of the results which the models pro-
duce. The data set used is NYT, and the topic count is selected to match the number of t-SNE
anchors, in this case 22. Regularization coefficient is set to 10´3, and cosine threshold is set to
0.6 and 0.7 for the CluWord baseline and the CluWord anchor method respectively.

The quality metrics, as well as estimation times relative to LDA, are presented in Table 4.3.
Note that estimation times are not linearly related across number of topics, corpus size, or
vocabulary size, the times are presented to give the reader an idea of the differences in es-
timation time. The estimation times were measured on a machine with 4 CPU cores which
benefits the parallelized methods, which includes at least the LDA model and anchor method
(the NMF solver may also be partially parallelized). Times are presented as the time it takes
for the initial estimation (I) and the time for a re-estimation (R), this is to illustrate the speed
of the anchor method post co-occurrence calculation.

Topic descriptors for the same topic produced by each model is presented in Table 4.4.
The topic was matched across models using Jaccard similarity of the top 10 words and seems
to reflect a topic about politics. The topic descriptor presented is the standard probability
based version and only the top 5 words are presented. Despite the CluWord enhanced meth-
ods producing descriptors with high coherence, they do not reflect the underlying topic well.
Instead, they seem to mostly contain words synonymous with the words “asked” or “sug-
gested”. All other models seem to produce descriptors which can easily be interpreted as
political. Note that only the anchor method which utilizes merging managed to produce
an anchor somewhat related to politics, “pardon”. This visualizes the unintuitive nature of
automatically found anchor words.
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Figure 4.7: Model quality as a function of topic count for a select number of topic sequences.
The first three rows show positive results while the last row shows an example of model
quality regression during final the merges. Note that the x-axis is reversed since topic count
is iteratively reduced through merging. The sequences measured indicated visible in the plot
titles.

Table 4.3: Example of quality metrics and estimation time relative to LDA for the NYT data set
for each model. Topic count was set 22 to match the convex hull of t-SNE embedding. Anchor
threshold was set 0.5, and distrotion rate to 0.7 for the anchor methods. Cosine threshold was
set to 0.6 and 0.7 for the CluWord baseline and CluWord anchor method (CAM) respectively.
The topic count sequence used by the merge strategy was t60, 50, 40, 30, 22u.

Model Coherence Specificity Uniqueness Estimation Time
(M = 10) (M = 10) I R

LDA 0.68 0.94 0.99 1.00 1.00
NMF 0.76 1.36 0.99 0.72 0.72
UAM 0.52 1.89 0.83 0.18 0.02
CluWord 0.84 2.39 1.00 2.86 2.86
CAM 0.58 1.78 0.94 0.69 0.02
Regularized 0.57 0.28 0.80 0.78 0.63
Merge 0.60 1.33 0.98 0.24 0.05
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Figure 4.8: Mean and maximum tandem anchor size for the topic sequences presented in
Figure 4.7.

Figure 4.9: Mean and maximum tandem anchor size as a function of merge step normalized
by initial topic count. The merge step is the position within the topic sequence. The strategies
are colored as: Unique, and Many.

Table 4.4: Example of the top 5 words in a topic descriptor for each of the models. The topics
were matched using Jaccard similarity of the top 10 words. The first row shows the anchor
word(s) selected by the appropriate models. The final row shows the CNPMI coherence score
of the top 5 words.

LDA NMF UAM CluWord CAM Regularized Merge
- - mandatory - absentee absentee pardon file

tasted
campaign campaign official suggested asked ballot campaign
tax election million believed urged official president
president president president asked million percent political
money vote right told advised president money
republican political government decided requested election case

0.64 0.92 0.52 0.92 0.77 0.69 0.63
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5 Discussion

This chapter aims to discuss the results and their implications, as well as to critically evaluate
the method used to obtain the results. The chapter concludes with the possible impact of the
work in a wider context.

5.1 Results

Chapter 4 presented the results of the model evaluations as is. This section aims to expand
on the implications of the results.

Baseline Performance

The performance of the baselines were somewhat unexpected due to the NMF model out-
performing LDA, and the anchor method performing (especially) poorly when topic count
was low. Since NMF is a general matrix factorization algorithm it was unexpected that it
outperformed the LDA model on metrics created to evaluate topic models, such as coher-
ence and specificity. The poor performance of the anchor method, even when topic count
was as high as 50, was also surprising. This result has been noted before and rectification
of the co-occurrence matrix has been proposed as a solution to improving the stability of
the method [64]. Co-occurrence rectification was not evaluated in this thesis due to it not
being discovered during the pre-study phase. Most papers which have evaluated the an-
chor method have focused on metrics such as coherence and heldout-likelihood, two metrics
which may be high despite the model producing mostly similar topics. However, if the topic
model is going to be directly observed through the use of topic descriptors, then the un-
modified anchor method does not produce sufficiently unique topics, even when topic count
is moderately high. In a real word scenario, topic count would probably be selected low
such that the results are easier to interpret, and in such a situation the unmodified anchor
method fails. The estimation time of the baseline models for the NYT corpus, as presented in
Table 4.3, show the big improvements of the anchor method over LDA and NMF when con-
sidering re-estimation time. This would make the unmodified model suitable for interactive
topic modeling where the user can modify the anchor words directly, as has previously been
investigated [9].
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A surprising result was that the distortion rate of the random projection used in the
FastAnchorWords algorithm did not affect model quality in the range tested. In the case
of the NYT data set, a distortion rate of 0.9 resulted in a projection from 17,047 to 240. This
reduces the time required to recover anchor words. However, the overall impact of this speed
increase is diminished as long as the projected dimensionality is not very large, which may
explain why earlier work did not project to lower dimensions.

Correlation metrics aimed to guide the selection of the topic count parameter, presented
in Figure 4.2, did not prove unambiguous for the NMF and anchor method baseline. The
correlations metrics, and Arun score, did however behave closer to expectations for the LDA
model. For the correlation metrics this was expected since they are motivated by properties
of an uncorrelated topic model [49]. That is, they reflect a ”bad“ topic split (forced by the
correlation assumption) as a sudden increase correlation. The Arun score did not reach a
clear minimum for any data set for the NMF or anchor method baselines, indicating that the
method may not be appropriate for correlated topic models.

Word Embeddings

Using word embeddings to increase the density of the design matrix was expected to improve
results, especially for the Twitter data set. The results for the CluWord baseline showed signif-
icant improvements across all metrics for all data sets over the NMF baseline (which already
had relatively good results). Even for data sets which were not short text, such as NIPS and
NYT, the CluWord baseline showed big improvements. An improvement in coherence is not
entirely unexpected since the word embeddings and the evaluation metric are both based
on word co-occurrence in roughly the same corpora. The improvement in specificity was
expected since the underlying word distribution of the enhanced design matrix is different
from the original word distribution, which the metric compared against.

The time to estimate the NMF of a matrix was found to highly depend on the density of
the matrix. For short-text corpora the density of the design matrix is low and the increase in
density as a result of the CluWord vocabulary is less likely cause problems. E.g. the density of
the design matrix of the Twitter data set increased from less than 1% to 22%, which at 20 topics
resulted in twice as long estimation times. For corpora with longer texts the density is already
much higher and the CluWord vocabulary increases it even further, which may pose issues.
E.g. the density of the NIPS corpora increased from 4% to 57%, resulting in 10 times the
estimation time. Therefore, the improvement in results need to weighed against the increase
in estimation time. An increase in density also results in higher memory requirements, which
may result in the corpora not being able to be kept in memory.

The same logic applies to the anchor method, but the increase in estimation time only
applies to the initial model evaluation. As seen in Table 4.3, where initial estimation time
is almost as slow as LDA, while re-estimation time is orders of magnitude faster. This is
explained by the increased density of the design matrix resulting in much longer estimation
times for the co-occurrence matrix, which does not affect the subsequent steps required for
re-estimation. In other words, the estimation time of the anchor method enhanced with word
embeddings is independent of the design matrix density once the co-occurrence statistic has
been calculated. The cosine threshold parameter greatly affects the resulting density of the
design matrix, and since the co-occurrence estimation scales quadratically with density it is
important to not set this parameter too low.

Results of the anchor method with the enhanced design matrix as input showed massive
improvements over the unmodified baseline. In particular, the models estimated produced
topic descriptors with much higher uniqueness scores, comparable to the LDA baseline. This
means that if multiple topic models are going to be fit to the same corpora, then the increase in
initial co-occurrence estimation may be fine since subsequent models will be of much higher
quality. Results also showed an increase in coherence and specificity, which was to be ex-
pected due to the same reasons mentioned for the CluWord baseline. These results were
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obtained despite increasing the cosine threshold by 20% compared to the CluWord baseline,
indicating that even a high cosine threshold may improve the model significantly without big
sacrifices in performance.

The major problem of the anchor method is that the co-occurrence matrix is only a crude
approximation of the true co-occurrence statistic, a property which is partially observed
through the density of the matrix. As an example, if the co-occurrence matrix is only 50%
dense then this implies that half of the words have a 0% probability to co-occur. Increasing
the density of the design matrix also increases the density of the co-occurrence matrix, sim-
ulating a statistic with potentially less noise. This assumes that the distributional patterns
in the reference corpus observed by the word embeddings also apply to the original corpus,
which may not be the case. The drawback of this method is that commonly co-occurring
words, which may not be indicative of the topic, are promoted in the topic descriptors gener-
ated. To alleviate this problem a different topic descriptor may be used which down weighs
words uncommon in the original corpus but common in the reference corpus. Neither the
relevance based descriptor or the TF-IDF descriptor solved this issue.

t-SNE Anchors and Regularized Objective

The results of combining already investigated improvements of the anchor method were dis-
appointing. Tthe t-SNE anchors improve uniqueness scores of the produced topic descrip-
tors for some of the data sets. However, this improvement came at massive costs in com-
putation time and the loss of the topic count hyperparameter. For corpora with many doc-
uments the estimation time of the t-SNE embedding is orders of magnitude slower than the
FastAnchorWords method. This can be compared to the results of the CluWord enhanced
anchor method, which performed even better without sacrificing performance or flexibility.

Results indicated that Beta regularization did not improve coherence, even in the case
when the model was estimated on the same underlying corpus as in the original paper. This
could be due to a multitude of reasons such as: different corpus pre-processing, the use of
t-SNE anchors, regularizing a different objective function, or problems with the implementa-
tion used in this thesis. Using the Sequential Least Squares Programming (SLSQP) minimizer
from scikit-learn also proved orders magnitude slower than the exponentiated gradient based
recovery method. Unfortunately, no publicly available implementation of this method was
available to our knowledge. It is possible that the regularization term overpowered the the
L2 objective (indicated by the much lower value of regularization coefficient necessary in this
thesis as compared to the original paper [11]) which in turn may have negatively impacted
the minimizer. Selecting the B matrix randomly from a Dirichlet distribution resulted in the
minimizer not being able to minimize the objective, probably due numerical precision prob-
lems. To solve this, each row of the B matrix was smoothed by a small constant (10´3), which
may also have affected the results.

Automatic Topic Merging

Merging similar topics by combining their anchor words into tandem anchors showed
promising results, especially with regards to increasing uniqueness scores for low topic
counts. Unfortunately, the performance of neither merging strategy turned out to be reliable
across all topic sequences.

The Many strategy turned out to be especially unstable, often resulting in very big tandem
anchors. This could perhaps be due to the pair-wise correlations being calculated once before
every strategy run, instead of re-calculating the pair-wise similarities between the remaining
topics and the merged topics. A strategy which finds a way to re-estimate such a correlation
may remedy the problem of big tandem anchors. Using a different correlation or similarity
metric, or putting restrictions on how many topics can be merged into the same topic may
improve the stability, but was not tested.
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The Unique strategy was more stable and for many topic sequences managed to main-
tain or improve the uniqueness and specificity scores without sacrificing much in coherence.
However, certain sequences (such as the final one showed in the results) exhibited massive
drops in performance due to a single or very few merges. This could have perhaps been
due to being forced to merge topics which were not similar enough, due to all remaining
unmerged topics being sufficiently different. A remedy for such a situation would be to stop
the sequence early once all topics have a sufficiently low pair-wise correlation. Another rea-
son could be a merge breaking the anchor word assumption to a degree extreme enough to
break the recovery process. Unlike the Many strategy, this strategy did not suffer from very
big tandem anchors (by design). This restriction came at the cost of sometimes being forced
to merge topics which were not very similar.

Overall Model Comparison

Chapter 4 concluded by showing results of a model comparison at a set topic count value for
the NYT data set. This was included as an example of what the models actually produce.
The topic descriptors for the topic selected showed one of the drawbacks of the methods en-
hanced with word embeddings, the inclusion of multiple synonyms. This could be seen in
other topics as well, e.g. one topic for the CluWord baseline contained words such as: Ameri-
can, European, British, Russian, German, Japanese, Chinese, Indian etc. The closest matching
topic in the NMF model is about war and politics, and the words American and European
also appear among the top words. However, the words relating to the other nationalities do
not show up despite increasing the size of the topic descriptor considerably. In this case, in-
cluding similar words to American indicates that the topic includes many other nationalities,
when in fact it may not. The closeness of these words in the vector space of the word embed-
ding is a success, but in the case of topic models it may obfuscate or even mislead the actual
content of the topic.

Word embeddings are based on the distributional hypothesis of words: words which
occur in similar contexts have similar meanings. This allows word embeddings to capture
similarity between words which which are not strictly synonymous, such as morphological
or syntactic relationships. Using word embeddings to synthetically increase the density of
the design matrix, effectively adding pseudo occurrence counts for words which may not
be synonymous with the original word, may be inappropriate in the context of topic mod-
els. However, words which occur in the same contexts do not necessarily co-occur with each
other, which is what the coherence metrics measure. Despite this, the coherence measures do
increase when utilizing word embeddings.

5.2 Method

This section takes a critical view of the method used to produce the results of the thesis, and
discusses the reasoning for why a particular method was chosen. This includes the corpus
selection and the following pre-processing, the implementations of the models, the choice of
word embeddings, the choice of merging strategies, and finally the metrics used for evalua-
tion.

Corpus Selection and Pre-processing

The corpus selection was made to include data sets which are common within the literature
and of varying types. The only uncommon data set used is the one collected specifically for
this thesis via Twitter. Observations made during testing, and partially confirmed by the
quality metrics, indicated that the topics recovered from the Twitter data set were of poor
quality. An alternative would have been to use a public Twitter data set, previously used
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within the literature, collected with topic modeling in mind. Examples of this would be
“Health News in Twitter” [65] (available via [55]).

The Twitter data set was also problematic when combined with minimal pre-processing.
Informal text published on social media often contain abbreviations, misspellings, noise from
spam etc. Since no pre-processing was done to correct for these issues the Twitter data set
had to use a lower document frequency cut-off during vocabulary creation. Publicly avail-
able tools created to pre-process social media texts exists [66] but were not discovered in time
for the thesis experiments. It is therefore unclear if such pre-processing step would have im-
proved the results. The data set, while problematic, was however a realistic corpus obtained
by simply recording tweets. As indicated by the results of this data set, topic modeling may
not be an effective method for corpora which lack sufficient pre-processing.

The pre-processing steps were selected to be as general as possible, which seemed to work
well for three out of the four data sets. Restricting the size of the vocabulary was important,
both to avoid noise and since the anchor method scales quadratically with vocabulary size. A
document frequency cut-off seemed to work well for all data sets but Twitter. An alternative
approach would have been to simply set a maximum vocabulary size across all data sets.

Pre-processing textual data is an important step in pretty much every task within natu-
ral language processing. The aim of this thesis was not to evaluate pre-processing, but for
practical purposes the pre-processing steps should be carefully selected. These steps include
filtering based on document frequency to limit vocabulary size, mitigating noise in the text
corpus (such as misspellings), and removing words such as stop words.

Model Implementations

The model implementations used in this thesis were a mix of publicly available ones and
ones implemented for this particular thesis. Both the LDA and NMF models used imple-
mentations which were popular within the Python ecosystem and whose libraries has been
featured as part of earlier scientific publications. The results presented in this thesis did not
indicate any problems with these implementations either. The unmodified anchor method
has no common, established implementation in Python. Fortunately, the anchor method has
a very simple formulation and is not hard to implement. The implementation used in this
thesis utilized the Numba [67] compiler to parallelize and speed up both the anchor recovery
process and the exponentiated gradient algorithm. A non compiled Python implementation
would be significantly slower. It is unclear whether or not the other baselines would benefit
from a compilation step or if they already do.

The implementation of the regularized anchor method used the SLSQP minimizer avail-
able in the Scipy library. To make use of this implementation the constraints, bounds, and
gradient were supplied. Unfortunately, this implementation did not match that of the one
used in the original paper [11], which used a minimizer based on L-BFGS. It is unclear how
the constraints were imposed using this method, since the minimizer is not a constrained
solver, unlike SLSQP. However, it is not clear if the minimizer actually affected the results
negatively, but the reliability of the results may be of issue. As described in the discussion
of the results, this thesis uses a different anchor recovery method and an objective function
based on L2 distance as opposed to KL divergence. While the paper introducing the Beta reg-
ularization has been cited many times, no follow-up paper which actually utilizes the method
was found during the literary study, and no public implementation was found.

The models which utilizes word embeddings, by constructing a CluWord vocabulary, was
implemented according to the original paper [14]. Results obtained in this thesis do not sug-
gest any problems with the implementation. Unlike the original paper, the cosine threshold
was found to be higher to select the appropriate proportion of similar words despite both us-
ing publicly available fastText vectors. It is unclear what this discrepancy is due to, perhaps
the vectors have been updated since the original paper. This difference did not seem to affect
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results of the baseline, and a yet higher threshold had to be selected for the anchor method
anyway due to memory and time limitations.

Choice of Word Embeddings

For this thesis the publicly available fastText vectors were used to enhance the NMF and
anchor method baselines. These vectors were trained on the 2017 Wikipedia corpus which
should be fairly similar to the 2020 Wikipedia corpus used for evaluation. Using the same un-
derlying corpus may have artificially improved the coherence scores of the enhanced meth-
ods. However, since the Wikipedia corpus have been shown to correlate best with human
interpretation [16] it was also selected for this thesis. As described in the discussion of the
model comparison results, it is not obvious that words which are close in the vector space of
the word embedding, necessarily co-occur within a sliding window in the reference corpus.

Another problem with using word embeddings is if the co-occurrence patterns observed
in the reference corpus are very different from the ones in the original corpus. This may
results in misleading topics for the estimated topic model. Words which are often found in
the same context in the original corpus, may not be found as often in the reference corpus,
and therefore will not be deemed as similar. Therefore, it may be more valuable to use a word
embedding trained on a corpus similar to the original corpus. This should reflect the original
corpus more truthfully in the final topic model.

Merging Strategies

Only two relatively simple merging strategies were tested for this thesis, Unique and Many,
with the former strategy producing promising results. Topic modeling can also be seen as a
form of soft clustering, where documents are clustered around topics. Therefore, the merg-
ing strategies can be seen as a form of hierarchical clustering, where topic hierarchies are built
using subtopics. No knowledge from the field of hierarchical clustering was used when de-
signing the merging strategies, an obvious drawback which could have lead to better results.
The main point of research question 2 was to investigate if merging tandem anchors of similar
topics could lead to better results, which the results indicate despite the aforementioned lack
of knowledge on hierarchical clustering. Using tandem anchors as a vehicle for evaluating
bottom-up merging strategies within topic models could be of interest in future work.

Merging anchors into tandem anchors, especially when the merged anchors grow large,
may worsen the theoretical guarantees of the anchor method. It is unclear what the conse-
quences of this would be, and if they are worse than the ones associated with noisy anchors
(all anchors recovered using the noisy co-occurrence statistic are noisy and referred to as
almost-anchor words in the original article [7]). No proofs of theoretical guarantees were
attempted for this thesis, it was assumed that the same guarantees hold for automatically
merged tandem anchors as in the original paper [9]. However, the results for the Many strat-
egy suggest that limiting the size of tandem anchors is likely necessary.

Evaluation

Evaluating model quality of unsupervised learning models is a difficult task, even more so
when the model quality have to correlate with human judgement. Only the coherence met-
rics used in this paper had been shown to correlate with perceived quality by humans, all of
which were based on word co-occurrence, and most of which use a reference corpus. Evalu-
ating multiple coherence measures on multiple topic descriptors did not produce interesting
results. During initial testing, the coherence metrics based on co-occurrence of a reference cor-
pus mostly followed each other. Therefore, only the CNPMI coherence metric was reported,
since it had been shown to correlate best with human judgement [16].
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5.3. The work in a wider context

Using specificity and uniqueness as additional model quality metrics revealed some of
the big issues with the unmodified anchor method not apparent in a lot of the literature. The
results of the unmodified anchor method were presented in Figure 4.1. At even a moderate
number of topics the unmodified anchor method produced topics which, despite being co-
herent, were mostly the same and similar to the underlying word distribution. Coherence did
not reflect this issue since it did not penalize repeating the same words across many topics.

Another issue of coherence metrics could be seen when qualitatively judging the topic
descriptors of the models enhanced with word embeddings. These models achieved great
average coherence scores, but the topic descriptors produced had a tendency of containing
many synonymous words. This may in some cases reinforce the subject of the topic, but as
shown in Table 4.4 may also obfuscate the topic by repeating a non-informative word and
its synonyms. As discussed earlier, it is not obvious that synonymous words (or words with
other syntactic relationships captured by the word embedding) co-occur with each other, but
the results do seem to indicate that they are at least more likely to do so than not.

Using correlation metrics or Arun score to select topic count a value would have allowed
for comparing the quality of each estimation method’s optimal model. Unfortunately, these
methods did not produce unambiguous answers for the correlated topic models. Instead,
model quality had to be measured across a range of values for topic count. No other model
selection method, based on the intrinsic properties of the topic model, was studied. Selecting
an optimal topic model for human consumption is most likely a flawed concept since humans
perceive interactively changing the model as an improvement [68].

Source Criticism

The vast majority of sources used for this thesis were either published in scientific journals or
as conference proceedings. Two authors, Mimno and Boyd-Graber, show up as co-authors of
more than 10% of the papers cited due to their long standing involvement in topic modeling
and involvement in the anchor method or its extensions. Three sources were pre-prints [28,
31, 61], but only one of these was somewhat important to the theoretical foundation of the
thesis (the word2vec paper) and it had over 15,000 citations according to Google Scholar and
was a seminal work in the field of word embeddings.

5.3 The work in a wider context

Using topic models to explore a corpus may be detrimental if the model is unable to discover
important topics or produces a topic representation which obfuscates the actual topic. If topic
models are to be used directly through observation of topic descriptors and topic assignment
of documents, it is important to allow the user to explore the underlying text documents.
This allows the user to verify if their interpretation of a topic actually matches that of the
document to which it is assigned. It would also be important to inform the user that topic
modeling is not perfect and may not even produce coherent results for certain corpora. Topic
models are also very sensitive to the selected hyperparameters, especially topic count, so it
would be important to allow the user to tweak this value if the topic model is deemed low
quality. The anchor method, and the extensions studied in this thesis, are interpretable and
fast to re-estimate, making them especially well suited for this task.

The consequences of presenting topic models as a perfect solution for summarising or
gaining an overview of a corpus without the ability to prod at the underlying model may
have dire consequences. This would include giving the observer a false sense security about
what the corpus contains and what its most important themes are. Making decisions based
on such biased or incomplete information could be problematic.
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6 Conclusion

This thesis has investigated topics models with a focus on the anchor method combined with
certain enhancements aimed at increasing the interpretability of the produced model. Eval-
uation was done across a range of hyperparameters for four data sets of different character-
istics. The focus of the thesis was on three enhancements: anchor words recovered from a
t-SNE embedding in combination with a Beta regularized objective, automatically merging
similar topics by combining their anchor words, and enhancing the design matrix using word
embeddings. The first enhancement did not produce promising results, which may have been
due to problems related to its implementation in this thesis. However, the use of t-SNE in the
enhancement significantly impacts the efficiency of the estimation and re-estimation of the
anchor method, which is one of its main properties. Automatically merging similar topics
through the use of tandem anchors showed promising but somewhat unpredictable results,
especially when tandem anchors grew very large. Using word embeddings to enhance the
design matrix improved model quality significantly, with the main drawback being a higher
initial estimation time. This drawback could be mitigated by tweaking the cosine threshold
used to construct the CluWord vocabulary used to enhance the design matrix.

6.1 An Efficient Model with Human Interpretable Results

The purpose of this thesis was to investigate efficient topic models with human interpretable
results, which could be used in a data visualization application to improve its ability to visu-
alize and gain insights from textual data. The results of this thesis indicate that for English
text a possible solution would be to calculate the co-occurrence statistic automatically, prefer-
ably enhanced with word embeddings, and let the user tweak the model through editing
topic count and the anchor words. If no word embeddings can be used then an alternative
initial model could be estimated through bottom-up merging of similar topics. Both solutions
mitigate the problem of the anchor method producing low quality topics at a limited topic
count, while at the same time keeping the efficiency of the anchor method and allowing the
user to easily modify the model. For use in the application, it would be very important to
consider the size of the generated vocabulary, as well as the selected cosine threshold used
during the CluWord vocabulary creation. Both of these parameters greatly affect the memory
consumption and speed of the model estimation. Combined with visualization techniques
designed for topic models, such a feature could be useful in the task of corpus exploration.
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6.2. Research Questions

6.2 Research Questions

In this section the research questions presented in Chapter 1 will be answered as clearly as
possible.

How does the combination of existing extensions to the anchor method affect
model quality?

Our results indicate that combining t-SNE anchors with a beta regularized objective does not
affect model quality in an unambiguously positive manner. The t-SNE anchors sometimes
improve model quality but come at a big cost in model estimation and re-estimation time.
The beta regularization, combined with the L2 objective and minimized through SLSQP, im-
proved specificity and uniqueness metrics, but came at the cost of topic descriptors with
lower coherence. This is unlike previous results, in which Beta regularization improved co-
herence scores.

How does combining anchor words, whose resulting topic distributions are alike,
affect model quality?

Automatically combining anchor words into tandem anchors can have a big positive impact
on model quality. The merging strategies explored in this thesis could be unpredictable but
produced promising results when the size of the combined anchor was restricted to not grow
large. More sophisticated merging strategies using tandem anchors as a vehicle for merging
topics should be able to produce human interpretable models even at low topic counts, unlike
the unmodified anchor method. The merging strategies had no significant runtime impact,
and since the re-estimation time of the anchor method is fast, so was the merging based
method.

How is model quality affected when incorporating word embeddings into the
design matrix of the anchor method?

Incorporating word embeddings into the design matrix through the use of a CluWord vocab-
ulary improved model quality across all metrics significantly. The standard anchor method
was not able to produce topics of sufficient quality even for a moderately high topic count,
while the anchor method enhanced with word embeddings produced topics of high quality
across all values of topic count tested. This improvement is a result of the increased density
of the design matrix, which impacts the initial estimation time of the anchor method. The
increased density did not affect the re-estimation time after the co-occurrence statistic had
been calculated. Using word embeddings may obfuscate the true subject of a topic promot-
ing many similar words to the topic descriptor, indicating that perhaps a different descriptor
may be of interest.

6.3 Future Work

This thesis has revealed two interesting avenues for future work: sophisticated automatic
merging strategies based on tandem anchors, and topic descriptors designed for topic models
which utilize word embeddings.

Since topic modeling can be seen as a clustering technique, performing automatic merging
of topics into fewer topics can be seen as a form of hierarchical clustering. Investigating
strategies used within this field, or developing strategies more sophisticated than the ones
used in this thesis, may be of interest. The results found in this thesis indicate that such
strategies should limit the size of combined anchors.
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6.3. Future Work

Qualitative observations made during the experiments of this thesis indicated that topic
models enhanced with word embeddings had a tendency of promoting similar words in topic
descriptors. This improved the coherence of said topics but seemed to obfuscate the true
subject of the underlying topic. Topic descriptors which attempt to mitigate this issue may be
of interest since the results of this thesis indicate that these enhanced topic models produce
results of much higher quality for the anchor method.
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