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## Abstract

While many university students get introduced to the concept of statistics early in their education, random matrix theory (RMT) usually first arises (if at all) in graduate level classes. This thesis serves as a friendly introduction to RMT, which is the study of matrices with entries following some probability distribution. Fundamental results, such as Gaussian and Wishart ensembles, are introduced and a discussion of how their corresponding eigenvalues are distributed is presented. Two well-studied applications, namely neural networks and PCA, are discussed where we present how RMT can be applied.
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## Chapter 1

## Introduction

A random matrix is a matrix $\boldsymbol{M}$ with its entries $m_{i j}$ being random variables. Two observations of $3 \times 3$ random matrices, both with elements being sampled uniformly on the interval $[0,1]$ can be

$$
\left(\begin{array}{lll}
0.9575 & 0.9706 & 0.8003 \\
0.9649 & 0.9572 & 0.1419 \\
0.1576 & 0.4854 & 0.4218
\end{array}\right),\left(\begin{array}{lll}
0.9157 & 0.6557 & 0.9340 \\
0.7922 & 0.0357 & 0.6787 \\
0.9595 & 0.8491 & 0.7577
\end{array}\right) .
$$

We can do the same thing for random matrices with its elements being sampled from $\mathcal{N}(0,1)$

$$
\left(\begin{array}{ccc}
0.7269 & -0.7873 & -1.0689 \\
-0.3034 & 0.8884 & -0.8095 \\
0.2939 & -1.1471 & -2.9443
\end{array}\right), \quad\left(\begin{array}{ccc}
1.4384 & 1.3703 & -0.2414 \\
0.3252 & -1.7115 & 0.3192 \\
-0.7549 & -0.1022 & 0.3129
\end{array}\right) .
$$

Again, the elements of the two matrices differ from each other, which will be the general case when we are working with random matrices.

When we are studying random matrices, we are not interested in a specific sample, but rather a model of all the instances it can take. These models are known as matrix ensembles.

As always when we are working with matrices, eigenvalues are of great interest. Many of the results presented in this thesis will therefore be about how the eigenvalues are distributed for different kind of random matrices. Since the entries of random matrices are random themselves, the corresponding eigenvalues will be random as well. A major result in random matrix theory can be observed


Figure 1.1: Empirical distribution of the eigenvalues for a $10000 \times 10000$ random matrix.
by plotting the eigenvalues corresponding to a symmetric matrix with entries being sampled from a standard normal distribution. The occurring elliptical shape, known as Wigner's semicircle, is demonstrated in Figure 1.1.

### 1.1 Aims and Outline

Most of the existing literature associated with random matrices is for graduate studies or research, despite the fact that many results can be well understood and interpreted by students on an undergraduate level. This thesis aims to give the reader a friendly introduction to the topics associated with random matrix theory.

Chapter 1 starts of by introducing the concept of matrix ensembles and briefly generalizes random variables into random matrices. Mathematical results which will be needed to develop the theory of random matrices will be presented here as well.

Chapter 2 collects the core of random matrix theory. The reader is introduced to Gaussian ensembles and to their corresponding eigenvalue distribution. We follow up with the definition of covariance matrices and their properties. Focusing on covariance matrices built upon Gaussian entries, a discussion of how these matrices and their eigenvalues are distributed is represented.

Chapter 3 aims to introduce the reader to how random matrix theory can be applied. First off, the idea of standard neural networks and how they are used is represented. We follow up with the concept of extreme learning machines and summarizes a framework, established by Z. Liao, of how random matrices can be used in neural networks. Lastly, we derive the concept of standard PCA and represent how statistical inference may be worked out when the underlying data follows a normal distribution.

Chapter 4 serves as a final discussion of what we have accomplished in this thesis and how the topics of random matrix could be further developed.

### 1.2 Preliminaries

Definition 1.1. A matrix $M$ with entries $m_{i j}$ is Hermitian if $m_{i j}=\bar{m}_{j i}$ where $\bar{z}$ is the complex conjugate of $z$.

Remark: If all entries in the matrix are real, then the matrix being Hermitian is equivalent to it being symmetric.

Definition 1.2. The spectrum of a matrix $M$ is given by the set $\{\lambda \in \mathbb{C}$ : $\operatorname{det}(\boldsymbol{M}-\lambda \boldsymbol{I})=0\}$ where $\lambda$ is an eigenvalue of $\boldsymbol{M}$ and $\boldsymbol{I}$ is the identity matrix.

Theorem 1.1. If $X_{1}, \ldots, X_{n}$ are i.i.d. random variables with corresponding probability density functions (pdf) $f\left(x_{i}\right)$ then their joint pdf is given by

$$
f\left(x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{n} f\left(x_{i}\right)
$$

Remark: We will simply denote the joint pdf for the matrix entries $m_{11}, \ldots, m_{n n}$ of a $n \times n$ matrix $\boldsymbol{M}$ as $f(\boldsymbol{M})$.

Definition 1.3. The expected value (mean) for a continuous random variable $X$ with corresponding pdf $f(x)$ is given by

$$
E[X]=\int_{-\infty}^{\infty} x f(x) d x
$$

Remark: For a discrete random variable, replace integral with proper sum and pdf with probability mass function (pmf).

Definition 1.4. The variance for a random variable $X$ is given by

$$
\operatorname{Var}[X]=E\left[(X-E[X])^{2}\right] .
$$

Definition 1.5. A random variable $X$ is Gaussian (normal) distributed, with mean $\mu$ and variance $\sigma^{2}$ if its pdf is given by

$$
f(x \mid \mu, \sigma)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{(x-\mu)^{2}}{2 \sigma^{2}}}, \quad x \in(-\infty, \infty)
$$

and we denote this by $X \sim \mathcal{N}\left(\mu, \sigma^{2}\right)$.
Definition 1.6. The gamma function $\Gamma(\cdot)$ is given by

$$
\Gamma(x)=\int_{0}^{\infty} y^{x-1} e^{-y} d y
$$

Definition 1.7. We say that $X$ is chi squared distributed with $n$ degrees of freedom if its pdf is given by

$$
f(x \mid n)=\frac{1}{\Gamma\left(\frac{n}{2}\right) 2^{\frac{n}{2}}} x^{\frac{n}{2}-1} e^{-\frac{x}{2}}, \quad x \in(0, \infty)
$$

which we denote as $X \sim \chi^{2}(n)$.
Theorem 1.2. If $X_{1}, X_{2}, \ldots, X_{n}$ are all i.i.d. $\mathcal{N}(0,1)$ then it follows that

$$
\sum_{i=1}^{n} X_{i}^{2} \sim \chi^{2}(n)
$$

Definition 1.8. $X$ is Rayleigh distributed with scale parameter $b>0$ if its pdf is given by

$$
f(x \mid b)=\frac{x}{b^{2}} e^{\frac{-x^{2}}{2 b^{2}}}, \quad x \in(0, \infty)
$$

which we denote as $X \sim$ Rayleigh $(b)$.
Lemma 1.1. If $X \sim \mathcal{N}\left(0, \sigma^{2}\right)$ and $Y \sim \mathcal{N}\left(0, \sigma^{2}\right)$ are independent, then it follows that

$$
\sqrt{X^{2}+Y^{2}} \sim \text { Rayleigh }(\sigma)
$$

Proof: With Theorem 1.2 we get

$$
\begin{aligned}
P\left(\sqrt{X^{2}+Y^{2}} \leqslant t\right) & =P\left(X^{2}+Y^{2} \leqslant t^{2}\right) \\
& =P\left(\frac{X^{2}}{\sigma^{2}}+\frac{Y^{2}}{\sigma^{2}} \leqslant \frac{t^{2}}{\sigma^{2}}\right) \\
& =\int_{0}^{\frac{t^{2}}{\sigma^{2}}} \frac{1}{2} e^{-\frac{x}{2}} d x \\
& =1-e^{\frac{-t^{2}}{2 \sigma^{2}}}
\end{aligned}
$$

Taking derivative with the respect to $t$ finally gives us

$$
f(t)=\frac{t}{\sigma^{2}} e^{\frac{-t^{2}}{2 \sigma^{2}}}
$$

and we are done.
Definition 1.9. The trace for a $n \times n$ matrix $\boldsymbol{M}$ with elements $m_{i j}$ is given by

$$
\operatorname{tr}(\boldsymbol{M})=\sum_{i=1}^{n} m_{i i}
$$

Lemma 1.2. Given a matrix $\boldsymbol{M}$ with eigenvalues $\lambda_{1}, \lambda_{2} \ldots, \lambda_{n}$ we have that

$$
\operatorname{tr}\left(\boldsymbol{M}^{n}\right)=\sum_{i=1}^{n} \lambda_{i}^{n} .
$$

Definition 1.10. A matrix $\boldsymbol{M} \in \mathbb{R}^{n \times n}$ is positive semi-definite if $\boldsymbol{x}^{T} \boldsymbol{M} \boldsymbol{x} \geqslant$ 0 for all vectors $\boldsymbol{x} \in \mathbb{R}^{n \times 1}$.

Lemma 1.3. A symmetric matrix is positive semi-definite if and only if all of its eigenvalues are non-negative.

Lemma 1.4. The eigenvectors corresponding to different eigenvalues of a symmetric matrix are orthogonal to each other.

Proof: Consider a symmetric matrix $\boldsymbol{X}$ with eigenvalues $\lambda_{i} \neq \lambda_{j}$ and corresponding eigenvectors $\boldsymbol{x}_{i}, \boldsymbol{x}_{j}$. We have that $\boldsymbol{x}_{j}^{T} \boldsymbol{X} \boldsymbol{x}_{i}=\boldsymbol{x}_{j}^{T} \lambda_{i} \boldsymbol{x}_{i}$ and $\boldsymbol{x}_{i}^{T} \boldsymbol{X} \boldsymbol{x}_{j}=$ $\boldsymbol{x}_{i}^{T} \lambda_{j} \boldsymbol{x}_{j}$ and since $\boldsymbol{X}$ is symmetric, $\boldsymbol{x}_{j}^{T} \boldsymbol{X} \boldsymbol{x}_{i}=\boldsymbol{x}_{i}^{T} \boldsymbol{X} \boldsymbol{x}_{j}$. Together, this gives us the equality

$$
\left(\lambda_{i}-\lambda_{j}\right) \boldsymbol{x}_{i}^{T} \boldsymbol{x}_{j}=0,
$$

and thus, $\boldsymbol{x}_{i}^{T} \boldsymbol{x}_{j}=0$.

Definition 1.11. A sequence of random variables $X_{n}$ converges almost surely (a.s.) to the random variable $X$ as $n \rightarrow \infty$ if

$$
P\left(\left\{\omega: X_{n}(\omega) \rightarrow X(\omega) \text { as } n \rightarrow \infty\right\}\right)=1
$$

Definition 1.12. A sequence of random variables $X_{n}$ converges in probability to the random variable $X$ as $n \rightarrow \infty$ if $\forall \varepsilon>0$,

$$
P\left(\left|X_{n}-X\right|>\varepsilon\right) \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty .
$$

Definition 1.13. A real valued function $f$ is said to be Lipschitz continuous if there exists a constant $C$ for all $x \neq y$ such that

$$
\left|\frac{f(x)-f(y)}{x-y}\right| \leqslant C
$$

Theorem 1.3. Let $\mathbb{V}$ be a linear subspace of $\mathbb{R}^{n}, \boldsymbol{u} \in \mathbb{R}^{n}$ and $\boldsymbol{u}_{\| \mathbb{V}}$ the orthogonal projection of $\boldsymbol{u}$ onto $\mathbb{V}$. Then, for all $\boldsymbol{v} \in \mathbb{V}$, we have that

$$
\left\|\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right\| \leqslant\|\boldsymbol{u}-\boldsymbol{v}\| .
$$

Proof: We have

$$
\boldsymbol{u}-\boldsymbol{v}=\left(\boldsymbol{u}-\boldsymbol{u}_{\| \mathbb{V}}\right)+\left(\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right) \Rightarrow\|\boldsymbol{u}-\boldsymbol{v}\|^{2}=\left\|\left(\boldsymbol{u}-\boldsymbol{u}_{\| \mathbb{V}}\right)+\left(\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right)\right\|^{2}
$$

expanding the right hand side gives us

$$
\begin{aligned}
&\left\|\left(\boldsymbol{u}-\boldsymbol{u}_{\| \mathbb{V}}\right)+\left(\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right)\right\|^{2}=\left(\left(\boldsymbol{u}-\boldsymbol{u}_{\| \mathbb{V}}\right)+\left(\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right)\right)^{T} \\
& \cdot\left(\left(\boldsymbol{u}-\boldsymbol{u}_{\| \mathbb{V}}\right)+\left(\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right)\right) \\
&=\left(\boldsymbol{u}-\boldsymbol{u}_{\| \mathbb{V}}\right)^{T}\left(\boldsymbol{u}-\boldsymbol{u}_{\| \mathbb{V}}\right) \\
&+\left(\boldsymbol{u}-\boldsymbol{u}_{\| \mathbb{V}}\right)^{T}\left(\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right) \\
&+\left(\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right)^{T}\left(\boldsymbol{u}-\boldsymbol{u}_{\| \mathbb{V}}\right) \\
&+\left(\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right)^{T}\left(\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right) \\
&=\left(\boldsymbol{u}-\boldsymbol{u}_{\| \mathbb{V}}\right)^{T}\left(\boldsymbol{u}-\boldsymbol{u}_{\| \mathbb{V}}\right) \\
&+\left(\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right)^{T}\left(\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right) \\
&=\left\|\boldsymbol{u}-\boldsymbol{u}_{\| \mathbb{V}}\right\|^{2}+\left\|\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right\|^{2}
\end{aligned}
$$

as a result of orthogonality between $\left(\boldsymbol{u}-\boldsymbol{u}_{\| \mathbb{V}}\right)$ and $\left(\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right)$. Finally, due to the non-negative euclidean norm, we obtain

$$
\begin{equation*}
\|\boldsymbol{u}-\boldsymbol{v}\|^{2} \geqslant\left\|\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right\|^{2} \tag{1.1}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\|\boldsymbol{u}-\boldsymbol{v}\| \geqslant\left\|\boldsymbol{u}_{\| \mathbb{V}}-\boldsymbol{v}\right\|, \tag{1.2}
\end{equation*}
$$

and we are done.
Definition 1.14. The Frobenius norm, denoted $\|\cdot\|_{F}$, of a matrix $\boldsymbol{A}$ is given by

$$
\|\boldsymbol{A}\|_{F}=\sqrt{\operatorname{tr}\left(\boldsymbol{A} \boldsymbol{A}^{T}\right)}
$$

## Chapter 2

## Random Matrices

### 2.1 Gaussian Ensembles

A cornerstone in random matrix theory (RMT) is to study the spectrum of random matrices. It's difficult to say anything about the eigenvalues for an arbitrary matrix with random entries, so we will focus on symmetric random matrices.

Definition 2.1. A $n \times n$ matrix $\boldsymbol{M}$ with entries $m_{i j}$ is a Wigner matrix if $m_{i j}=m_{j i}$ and $m_{i j}$ are randomly i.i.d. up to symmetry.
E. P. Wigner used symmetric random matrices to study nuclear energy levels [23]. Another assumption which gives room for more calculations is to consider the entries being Gaussian.

Definition 2.2. Let $\boldsymbol{M}$ be a real Wigner matrix with diagonal entries $m_{i i} \sim$ $\mathcal{N}(0,1)$ and $m_{i j} \sim \mathcal{N}(0,1 / 2), i \neq j . \boldsymbol{M}$ is said to belong to the Gaussian orthogonal ensemble (GOE).

One can easily achieve the required properties for a matrix to be considered as a GOE matrix. Consider a random $n \times n$ matrix $\boldsymbol{A}$ with all entries being $\mathcal{N}(0,1)$. Then

$$
\begin{equation*}
\boldsymbol{M}=\frac{\boldsymbol{A}+\boldsymbol{A}^{T}}{2} \tag{2.1}
\end{equation*}
$$

is a GOE matrix.
We can derive a more practical way to describe the GOE.

Theorem 2.1. The joint pdf for the Gaussian orthogonal ensemble is given by

$$
f(\boldsymbol{M})=\frac{1}{2^{n / 2}} \frac{1}{\pi^{n(n+1) / 4}} e^{-\frac{1}{2} \operatorname{tr}\left(\boldsymbol{M}^{2}\right)} .
$$

Proof: Let $m_{i j}$ be the entries for a $n \times n$ matrix $\boldsymbol{M}$ generated by GOE. Recall, all entries in $\boldsymbol{M}$ are independent so their joint pdf is given by

$$
\begin{equation*}
f(\boldsymbol{M})=\left(\frac{1}{\sqrt{2 \pi}}\right)^{n} \prod_{i=j} e^{-\frac{m_{i j}^{2}}{2}}\left(\frac{1}{\sqrt{\pi}}\right)^{\frac{n(n-1)}{2}} \prod_{1 \leqslant i<j \leqslant n} e^{-m_{i j}^{2}} \tag{2.2}
\end{equation*}
$$

Using exponential rules and the fact that $\boldsymbol{M}$ is symmetric, we can rewrite the joint pdf as

$$
\begin{align*}
C_{n} \prod_{i=j} e^{-\frac{m_{i j}^{2}}{2}} \prod_{1 \leqslant i<j \leqslant n} e^{-m_{i j}^{2}} & =C_{n} e^{-\frac{1}{2} \sum_{i=j} m_{i j}^{2}-} \sum_{1 \leqslant i<j \leqslant n} m_{i j}^{2} \\
& \left.=C_{n} e^{-\frac{1}{2}\left(\sum_{i=j} m_{i j}^{2}+2\right.} \sum_{1 \leqslant i<j \leqslant n} m_{i j}^{2}\right)  \tag{2.3}\\
& =C_{n} e^{-\frac{1}{2} \operatorname{tr}\left(M^{2}\right)},
\end{align*}
$$

where

$$
\begin{align*}
C_{n} & =\left(\frac{1}{\sqrt{2 \pi}}\right)^{n}\left(\frac{1}{\sqrt{\pi}}\right)^{\frac{n(n-1)}{2}}=\frac{1}{2^{n / 2}} \frac{1}{\pi^{n / 2}} \frac{1}{\pi^{n(n-1) / 4}}  \tag{2.4}\\
& =\frac{1}{2^{n / 2}} \frac{1}{\pi^{n(n+1) / 4}}
\end{align*}
$$

is a normalization constant.
Remark: The matrices sampled from the GOE are not orthogonal. The orthogonal in GOE comes from the fact that GOE matrices are invariant under orthogonal transformations, which means that $\boldsymbol{M}$ and $\boldsymbol{Q}^{T} \boldsymbol{M} \boldsymbol{Q}$ has the same distribution, where $\boldsymbol{Q}$ is an orthogonal matrix [1].

Matrices sampled from the GOE only contain real entries. Two other common Gaussian ensembles are the Gaussian unitary ensemble (GUE) and the Gaussian symplectic ensemble (GSE).

A random Hermitian $n \times n$ matrix $\boldsymbol{M}$ is said to belong to the GUE if the diagonal entries $m_{j j} \sim \mathcal{N}(0,1)$ and the upper triangular entries are given by
$m_{j k}=u_{j k}+i v_{j k}$ where $u_{j k}, v_{j k} \sim \mathcal{N}(0,1 / 2)$. The pdf for GUE is given by

$$
\begin{equation*}
f(\boldsymbol{M})=\prod_{j=1}^{n} \frac{1}{\sqrt{\pi}} e^{-m_{j j}^{2}} \prod_{1 \leqslant j<k \leqslant n} \frac{2}{\pi} e^{-2\left|m_{j k}^{2}\right|}=C_{n} e^{-\operatorname{tr}(\boldsymbol{M})}, \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{n}=\left(\frac{1}{\sqrt{\pi}}\right)^{n}\left(\frac{2}{\pi}\right)^{n}=\frac{2^{n}}{\pi^{3 n / 2}} \tag{2.6}
\end{equation*}
$$

is a normalization constant. The U stands for GUE matrices being invariant under unitary transformations [8].

We will not discuss the GSE beside stating that its matrix entries are real quaternions.

### 2.2 Eigenvalues

We shall now look at the spectrum for random matrices with Gaussian entries. We will mostly limit ourselves to the GOE case but some more general results are presented as well.

Theorem 2.2. (Section 1.2 [8]) The joint pdf for the eigenvalues of a $n \times n$ GOE matrix is given by

$$
f\left(\lambda_{1}, \ldots, \lambda_{n}\right)=\frac{1}{C_{n}} e^{-\frac{1}{2} \sum_{k=1}^{n} \lambda_{i}^{2}} \prod_{1 \leqslant i<j \leqslant n}\left|\lambda_{j}-\lambda_{i}\right|
$$

where $C_{n}$ is a normalization constant.
We shall only show that Theorem 2.2 holds for the simplest case, that is, we want to show that

$$
\begin{equation*}
f\left(\lambda_{1}, \lambda_{2}\right)=k e^{-\frac{1}{2}\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)}\left|\lambda_{1}-\lambda_{2}\right| \tag{2.7}
\end{equation*}
$$

is the correct eigenvalue distribution for a $2 \times 2$ GOE matrix, where $k$ is normalization constant.

Proof (Following from [7): We will accomplish (2.7) by transforming the GOE pdf in terms of its eigenvalues. Recall that GOE matrices are invariant under orthogonal transformation, so consider $\boldsymbol{M}=\boldsymbol{Q}^{T} \boldsymbol{M}_{\lambda} \boldsymbol{Q}$, where $\boldsymbol{M}=\left(\begin{array}{ll}m_{11} & m_{12} \\ m_{21} & m_{22}\end{array}\right)$
is a GOE matrix, $\boldsymbol{Q}=\left(\begin{array}{cc}\cos \theta & \sin \theta \\ -\sin \theta & \cos \theta\end{array}\right)$ is an orthogonal matrix and $\boldsymbol{M}_{\lambda}=$ $\left(\begin{array}{cc}\lambda_{1} & 0 \\ 0 & \lambda_{2}\end{array}\right)$. We have that

$$
\begin{align*}
\left(\begin{array}{ll}
m_{11} & m_{12} \\
m_{21} & m_{22}
\end{array}\right) & =\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)^{T}\left(\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right)\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)  \tag{2.8}\\
& =\left(\begin{array}{cc}
\lambda_{1} \cos ^{2} \theta+\lambda_{2} \sin ^{2} \theta & \left(\lambda_{1}-\lambda_{2}\right) \sin \theta \sin \theta \\
\left(\lambda_{1}-\lambda_{2}\right) \sin \theta \sin \theta & \lambda_{1} \sin ^{2} \theta+\lambda_{2} \cos ^{2} \theta
\end{array}\right)
\end{align*}
$$

that is

$$
\left\{\begin{array}{l}
m_{11}=\lambda_{1} \cos ^{2} \theta+\lambda_{2} \sin ^{2} \theta,  \tag{2.9}\\
m_{22}=\lambda_{1} \sin ^{2} \theta+\lambda_{2} \cos ^{2} \theta \\
m_{12}=\frac{1}{2}\left(\lambda_{1}-\lambda_{2}\right) \sin 2 \theta
\end{array}\right.
$$

Note that $m_{12}=m_{21}$ due to symmetry, so we only need to consider one of the entries. To ensure that our function in the terms of its new variables (the eigenvalues) is a valid pdf, we need to take the Jacobian determinant into account. The Jacobian is given by

$$
\mathcal{J}=\left(\begin{array}{ccc}
\cos ^{2} \theta & \sin ^{2} \theta & \left(\lambda_{2}-\lambda_{1}\right) \sin 2 \theta  \tag{2.10}\\
\sin ^{2} \theta & \cos ^{2} \theta & \left(\lambda_{1}-\lambda_{2}\right) \sin 2 \theta \\
\frac{1}{2} \sin 2 \theta & -\frac{1}{2} \sin 2 \theta & \left(\lambda_{1}-\lambda_{2}\right) \cos 2 \theta
\end{array}\right)
$$

and

$$
\begin{align*}
\operatorname{det}(\mathcal{J})= & \operatorname{det}\left(\begin{array}{ccc}
\cos ^{2} \theta & \sin ^{2} \theta & \left(\lambda_{2}-\lambda_{1}\right) \sin 2 \theta \\
\sin ^{2} \theta & \cos ^{2} \theta & \left(\lambda_{1}-\lambda_{2}\right) \sin 2 \theta \\
\frac{1}{2} \sin 2 \theta & -\frac{1}{2} \sin 2 \theta & \left(\lambda_{1}-\lambda_{2}\right) \cos 2 \theta
\end{array}\right) \\
= & \lambda_{1} \cos ^{4} \theta \cos 2 \theta-\lambda_{2} \cos ^{4} \theta \cos 2 \theta-\lambda_{2} \sin ^{2} 2 \theta \\
& +\lambda_{1} \sin ^{2} 2 \theta+x \sin ^{2}(2 \theta)-\lambda_{1} \sin ^{4} \theta \cos 2 \theta  \tag{2.11}\\
& \quad+\lambda_{2} \sin ^{4} \theta \cos 2 \theta \\
= & \left(\lambda_{1}-\lambda_{2}\right)\left(\cos ^{2} 2 \theta+\sin ^{2} 2 \theta\right) \\
= & \lambda_{1}-\lambda_{2}
\end{align*}
$$

Now, the change of variable can be done as $f\left(m_{11}, m_{22}, m_{12}\right) \rightarrow f\left(\lambda_{1}, \lambda_{2}, \theta\right)|\operatorname{det}(\mathcal{J})|$ $=: \hat{f}\left(\lambda_{1}, \lambda_{2}, \theta\right)$, where $f\left(m_{11}, m_{22}, m_{12}\right)$ is the GOE pdf. We have that

$$
\begin{equation*}
\hat{f}\left(\lambda_{1}, \lambda_{2}, \theta\right)=k^{\prime} e^{-\frac{1}{2}\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)}\left|\lambda_{1}-\lambda_{2}\right|, \tag{2.12}
\end{equation*}
$$

where $k^{\prime}$ is a constant. To get rid of $\theta$, all we need to do is integrate with respect to $\theta$ which only contributes to the constant value. We have

$$
\begin{align*}
\hat{f}\left(\lambda_{1}, \lambda_{2}\right) & =\int_{\theta} k^{\prime} e^{-\frac{1}{2}\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)}\left|\lambda_{1}-\lambda_{2}\right| d \theta  \tag{2.13}\\
& =k e^{-\frac{1}{2}\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)}\left|\lambda_{1}-\lambda_{2}\right|
\end{align*}
$$

Next thing we are going to look at is the distribution of the distance between two eigenvalues from a $2 \times 2$ GOE matrix.

Theorem 2.3. The pdf for the distance $d=\left|\lambda_{1}-\lambda_{2}\right|$ between the two eigenvalues $\lambda_{1}, \lambda_{2}$ in a $2 \times 2$ GOE matrix is given by

$$
f(d)=\frac{d}{2} e^{-\frac{d^{2}}{4}} .
$$

Proof: Let $\boldsymbol{M}=\left(\begin{array}{ll}m_{11} & m_{12} \\ m_{21} & m_{22}\end{array}\right)$ be GOE matrix with eigenvalues $\lambda_{1}, \lambda_{2}$ such that $\lambda_{1}>\lambda_{2}$ and consider $d=\lambda_{1}-\lambda_{2}$. Solving $\operatorname{det}\left(\begin{array}{cc}m_{11}-\lambda & m_{12} \\ m_{21} & m_{22}-\lambda\end{array}\right)=0$ gives us

$$
\begin{aligned}
& \lambda_{1}=\frac{m_{11}+m_{22}+\sqrt{\left(m_{11}-m_{22}\right)^{2}+4 m_{12} m_{21}}}{2}, \\
& \lambda_{2}=\frac{m_{11}+m_{22}-\sqrt{\left(m_{11}-m_{22}\right)^{2}+4 m_{12} m_{21}}}{2}
\end{aligned}
$$

and therefore

$$
d=\sqrt{\left(m_{11}-m_{22}\right)^{2}+4 m_{12}^{2}},
$$

where we used that $m_{12}=m_{21}$ due to symmetry. Now let $X=m_{11}-m_{22}$, $Y=2 m_{12}$. We have that $X \sim \mathcal{N}(0,2), Y \sim \mathcal{N}(0,2)$ so

$$
\begin{equation*}
d=\sqrt{X^{2}+Y^{2}} \sim \text { Rayleigh }(\sqrt{2}) \tag{2.14}
\end{equation*}
$$

according to Lemma 1.1. The pdf for $d$ is therefore given by

$$
\begin{equation*}
f(d)=\frac{d}{2} e^{-\frac{d^{2}}{4}} . \tag{2.15}
\end{equation*}
$$



Figure 2.1: Pdf for distance between the two eigenvalues for a $2 \times 2$ GOE matrix.

What Theorem 2.3 actually says is that the eigenvalues do not want to be too close to each other, neither do they want to be too far apart. For $d$ close to 0 , the linear factor will dominate while for large $d$, the exponential factor will take over, see Figure 2.1.

One may rescale 2.15 to

$$
\begin{equation*}
f(s)=\frac{\pi s}{2} e^{-\frac{\pi s^{2}}{4}}, \tag{2.16}
\end{equation*}
$$

which is known as Wigner's surmise [18].
Wigner suggested 2.16 to calculate the energy level spacings in the atomic nucleus where $s=\frac{\lambda_{i+1}-\lambda_{i}}{D}$ and $D$ equals the mean distance for the energy levels. While 2.15 do gives us an correct pdf for the spacings between the eigenvalues, Wigner's surmise only works as an approximation for true value of the energy level spacings. The error may be up to $2 \%$ (9].

As we mentioned earlier there exist more Gaussian ensembles than the orthogonal one. Each of these ensembles have their own eigenvalue distribution as
well.
Theorem 2.4. (Section 1.3 [8]) The joint pdf for the eigenvalues of the GOE $(\beta=1)$, the $\operatorname{GUE}(\beta=2)$ and the $G S E(\beta=4)$ is given by

$$
f\left(\lambda_{1}, \ldots, \lambda_{n}\right)=\frac{1}{G_{n, \beta}} e^{-\frac{\beta}{2} \sum_{k=1}^{n} \lambda_{i}^{2}} \prod_{1 \leqslant i<j \leqslant n}\left|\lambda_{j}-\lambda_{i}\right|^{\beta}
$$

where $\beta$ is known as the Dyson index and

$$
G_{n, \beta}=\beta^{-n / 2-n \beta(n-1) / 4}(2 \pi)^{n / 2} \prod_{j=0}^{n-1} \frac{\Gamma(1+(j+1) \beta / 2)}{\Gamma(1+\beta / 2)}
$$

is a normalization constant.

So how do we actually calculate the probability that an eigenvalue ends up within a given interval $\mathcal{I}$ ? Normally, this would be done as

$$
\begin{equation*}
P(\lambda \in \mathcal{I})=\int_{\mathcal{I}} f(\lambda) d \lambda \tag{2.17}
\end{equation*}
$$

But how do we get the pdf for the eigenvalue? A good guess could be to integrate away the other variables in the joint pdf given in Theorem 2.4, that is

$$
\begin{equation*}
f(\lambda)=\int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} f\left(\lambda, \lambda_{2}, \ldots, \lambda_{n}\right) d \lambda_{2} \ldots d \lambda_{n} \tag{2.18}
\end{equation*}
$$

However, computing this multiple integral is far from trivial, even if we limit ourselves to the GOE. As we saw earlier in Figure 1.1, it seems like the eigenvalue distribution takes on a epileptic shape.
Theorem 2.5. (Section 1.4 [8]) As the size $n$ of a matrix $\boldsymbol{M}$ from the Gaussian ensemble approaches infinity, the eigenvalue distribution for the scaled matrix $\frac{M}{\sqrt{2 n}}$ has a limit

$$
f(\lambda)=\frac{2}{\pi} \sqrt{1-\lambda^{2}}, \quad \lambda \in[-1,1] .
$$

Theorem 2.5 is known as Wigner's semicircle law. Wigner was first to prove it with the help of combinatorics in the 1950's. Later on, M. L. Mehta and M. Gaudin [18] proved it by computing the integral given in (2.18) and then taking the limit $n \rightarrow \infty$.

The curve generated for the semicircle law won't be a half-circle, but rather a half-ellipse, see Figure 2.2. Depending on how you choose to scale your matrix you will get different intervals for your elliptic curve.


Figure 2.2: Eigenvalue distribution of $1000 \times 1000$ GOE matrix together with semicircle law.



Figure 2.3: Plots of two data sets with positive and negative covariance respectively.

### 2.3 Covariance and Wishart Ensembles

So far have we only discussed theory regarding Wigner matrices and their natural symmetric counterpart $\left(\boldsymbol{A}+\boldsymbol{A}^{T}\right) / 2$, which mostly appear when modelling, for example, physical systems [23]. However, when we are studying applications of multivariate statistics, such as variance analysis, regression analysis, dimension reduction etc. we are often interested in variation and dependency in our input data. A more occurring matrix in these topics is the covariance matrix, which will be the focus of this section.

Definition 2.3. The covariance between two random variables $X$ and $Y$, where $E[X]=\mu_{X}, E(Y)=\mu_{Y}$, is given by

$$
\operatorname{Cov}[X, Y]=E\left[\left(X-\mu_{X}\right)\left(Y-\mu_{Y}\right)\right] .
$$

If $X$ and $Y$ are independent then $\operatorname{Cov}(X, Y)=0$. However, $\operatorname{Cov}(X, Y)=0$ does not necessary mean that $X$ and $Y$ are independent. The covariance acts as a metric of how two random variables vary compared to each other. Positive/negative covariance means that $X$ and $Y$ tend to be large/small simultaneously. This is illustrated in Figure 2.3

Definition 2.4. The covariance matrix of a random vector $X \in \mathbb{R}^{p \times 1}$ is
given by

$$
\boldsymbol{C}=E\left[(\boldsymbol{X}-\boldsymbol{\mu})(\boldsymbol{X}-\boldsymbol{\mu})^{T}\right],
$$

where $\boldsymbol{\mu}=E[\boldsymbol{X}]=\left(E\left[X_{1}\right], E\left[X_{2}\right], \ldots, E\left[X_{p}\right]\right)^{T}$ is the mean vector of $\boldsymbol{X}$.
Each element $c_{i j}$ in the covariance matrix $\boldsymbol{C}$ denotes the covariance between $X_{i}$ and $X_{j}$. Since $c_{i i}=\operatorname{Cov}\left(X_{i}, X_{i}\right)=E\left[\left(X_{i}-\mu_{X_{i}}\right)\left(X_{i}-\mu_{X_{i}}\right)\right]=\sigma_{i}^{2}$ we have that the variance of $X_{i}$ can be found on the diagonal of $\boldsymbol{C}$, as

$$
\boldsymbol{C}=\left(\begin{array}{ccc}
\sigma_{1}^{2} & c_{12} & \ldots  \tag{2.19}\\
c_{21} & \sigma_{2}^{2} & \ldots \\
\vdots & \vdots & \ddots
\end{array}\right)
$$

Note that $\operatorname{Cov}(X, Y)=\operatorname{Cov}(Y, X)$ so $\boldsymbol{C}$ is always symmetric. Also, for $\boldsymbol{v} \in \mathbb{R}^{n \times 1}$ we have that

$$
\begin{align*}
\boldsymbol{v}^{T} \boldsymbol{C} \boldsymbol{v} & =\boldsymbol{v}^{T} E\left[(\boldsymbol{X}-\boldsymbol{\mu})(\boldsymbol{X}-\boldsymbol{\mu})^{T}\right] \boldsymbol{v} \\
& =E\left[\boldsymbol{v}^{T}(\boldsymbol{X}-\boldsymbol{\mu})(\boldsymbol{X}-\boldsymbol{\mu})^{T} \boldsymbol{v}\right] \\
& =E\left[\left((\boldsymbol{X}-\boldsymbol{\mu})^{T} \boldsymbol{v}\right)^{T}(\boldsymbol{X}-\boldsymbol{\mu})^{T} \boldsymbol{v}\right]  \tag{2.20}\\
& =E\left[\left\|(\boldsymbol{X}-\boldsymbol{\mu})^{T} \boldsymbol{v}\right\|^{2}\right] \geqslant 0
\end{align*}
$$

so the covariance is positive semi-definite and therefore, due to Lemma 1.3 the eigenvalues of $\boldsymbol{C}$ are non-negative. What 2.20 actually tells us is that the variance (see Definition 1.4) for a linear combination $\boldsymbol{a}^{T} \boldsymbol{X}$ of random variables is given by $\operatorname{Var}\left[\boldsymbol{a}^{T} \boldsymbol{X}\right]=\boldsymbol{a}^{T} \boldsymbol{C a}$.

With the covariance matrix defined we may expand the single variable Gaussian distribution into its multivariate case.
Definition 2.5. A random vector $\boldsymbol{X} \in \mathbb{R}^{p \times 1}$ has a multivariate normal distribution if its pdf is given by

$$
f(\boldsymbol{X} \mid \boldsymbol{\mu}, \boldsymbol{C})=\frac{1}{(2 \pi)^{p / 2} \operatorname{det}(\boldsymbol{C})} e^{-\frac{1}{2}(\boldsymbol{X}-\boldsymbol{\mu}) \boldsymbol{C}^{-1}(\boldsymbol{X}-\boldsymbol{\mu})^{T}}
$$

where $\boldsymbol{\mu}$ is the mean vector and $\boldsymbol{C}$ is the covariance matrix. This will be denoted as $\boldsymbol{X} \sim \mathcal{N}(\boldsymbol{\mu}, \boldsymbol{C})$.
In most real-world scenarios, we don't know the true values of our parameters so we have to estimate them. For example, in the univariate case we, we estimate the mean $\mu$ with the sample mean $\bar{x}=\frac{1}{n} \sum x_{i}$ and variance is mostly estimated with the sample variance $s^{2}=\frac{1}{n-1} \sum\left(x_{i}-\bar{x}\right)^{2}$. What we often desire from our estimators is that they are unbiased, which means that their expected value is the true value.

Definition 2.6. Suppose we have $n$ independent samples $\left(x_{i}, y_{i}\right)$. The sample covariance is given by

$$
\hat{c}=\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)
$$

For the sample covariance, we have that

$$
\begin{align*}
\hat{c} & =\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right) \\
& =\frac{1}{n-1}\left(\sum_{i=1}^{n} x_{i} y_{i}-\bar{y} \sum_{i=1}^{n} x_{i}-\bar{x} \sum_{i=1}^{n} y_{i}+n \bar{x} \bar{y}\right) \\
& =\frac{1}{n-1}\left(\sum_{i=1}^{n} x_{i} y_{i}-\frac{1}{n} \sum_{i=1}^{n} x_{i} \sum_{i=1}^{n} y_{i}\right)  \tag{2.21}\\
& =\frac{1}{n-1}\left(\sum_{i=1}^{n} x_{i} y_{i}-\frac{1}{n}\left(\sum_{i=1}^{n} x_{i} y_{i}+\sum_{i \neq j} x_{i} y_{j}\right)\right)
\end{align*}
$$

and calculating the corresponding expected value of $\hat{C}$ gives us

$$
\begin{align*}
E[\hat{C}] & =\frac{1}{n-1}\left(E\left[\sum_{i=1}^{n} X_{i} Y_{i}\right]-\frac{1}{n}\left(E\left[\sum_{i=1}^{n} X_{i} Y_{i}\right]+E\left[\sum_{i \neq j} X_{i} Y_{i}\right]\right)\right) \\
& \left.=\frac{1}{n-1}\left(n E[X Y]-\frac{1}{n}(n E[X Y]+n(n-1) E[X] E[Y])\right)\right)  \tag{2.22}\\
& =E[X Y]-E[X] E[Y] \\
& =\operatorname{Cov}(X, Y)
\end{align*}
$$

and thus, the sample covariance is an unbiased estimator of the true covariance. The last step can be derived by expanding the covariance formula in Definition 2.3.
Definition 2.7. Suppose we have $n$ independent samples $\boldsymbol{x}_{i} \in \mathbb{R}^{p \times 1} i=1, \ldots, n$, then the sample (empirical) covariance matrix is given by

$$
\boldsymbol{S}=\frac{1}{n-1} \sum_{i=1}^{n}\left(\boldsymbol{x}_{i}-\overline{\boldsymbol{x}}\right)\left(\boldsymbol{x}_{i}-\overline{\boldsymbol{x}}\right)^{T} .
$$

By evaluating the sum for the sample covariance matrix $\boldsymbol{S}$ as we did in 2.21, we get the more practical matrix notation

$$
\begin{equation*}
\boldsymbol{S}=\frac{1}{n-1}\left(\boldsymbol{X} \boldsymbol{X}^{T}-n \overline{\boldsymbol{x}} \overline{\boldsymbol{x}}^{T}\right), \tag{2.23}
\end{equation*}
$$

where $\boldsymbol{X}=\left[\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right]$ is a $p \times n$ data matrix with each column being a sample and $\overline{\boldsymbol{x}}$ is the sample mean.

We shall now consider the distribution for matrices on the form $\boldsymbol{X} \boldsymbol{X}^{T}$ where the entries $\boldsymbol{x}_{i}$ of $\boldsymbol{X}$ are normal distributed. In general, when $\boldsymbol{x}_{i} \sim \mathcal{N}(\boldsymbol{\mu}, \boldsymbol{C})$, we have the non-central Wishart distribution [13]. For the sample covariance matrix $\boldsymbol{S}$, we indirectly assume $\boldsymbol{\mu}=\mathbf{0}$ as a result of subtracting the sample mean from each $\boldsymbol{x}_{i}$. Assuming zero mean explicitly is rather common in RMT and statistical literature, since most interesting results will be the same as with $\boldsymbol{\mu} \neq \mathbf{0}$ [20].

Theorem 2.6. (Section 7.2 [2]) Let $\boldsymbol{W}=n \boldsymbol{S}$ where $\boldsymbol{S}$ is the sample covariance matrix built upon $\boldsymbol{X}=\left[\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right] \in \mathbb{R}^{p \times n}, \boldsymbol{x}_{i} \sim \mathcal{N}(\boldsymbol{\mu}, \boldsymbol{C})$. $\boldsymbol{W}$ is then called a Wishart matrix and has a (central) Wishart Distribution, denoted $W_{p}(n, \boldsymbol{C})$, with the $p d f$

$$
f(\boldsymbol{W})=\frac{\operatorname{det}(\boldsymbol{W})^{\frac{n-p-1}{2}} e^{-\frac{1}{2} \operatorname{tr}\left(\boldsymbol{C}^{-1} \boldsymbol{W}\right)}}{2^{\frac{n p}{2}} \pi^{\frac{p(p-1)}{4}} \operatorname{det}(\boldsymbol{C})^{\frac{n}{2}} \prod_{i=1}^{p} \Gamma\left(\frac{1}{2}(n+1-i)\right)}
$$

Remark: To be consistent with the statistical literature we are referring to, we define the sample covariance matrix with a factor $n^{-1}$ instead of $(n-1)^{-1}$. This change will be of minor importance for the theory we are representing and the empirical results will be sufficiently equal as $n$ grows large.

Theorem 2.7. 6] Let $\boldsymbol{X}$ be a $p \times n$ matrix ( $n \geqslant p$ ) with i.i.d entries $x_{i j}$ being standard normal distributed. Then the matrix $\boldsymbol{W}=\boldsymbol{X} \boldsymbol{X}^{T}$ belongs to the Wishart Ensemble with the pdf

$$
f_{\beta}(\boldsymbol{W})=\frac{1}{C_{p, n, \beta}} \operatorname{det}(\boldsymbol{W})^{\beta(p-n+1) / 2-1} e^{-\frac{1}{2} T r(\boldsymbol{W})}
$$

where $C_{p, n, \beta}$ is a normalization constant and $\beta=1,2,4$ corresponds to the orthogonal (real), unitary (complex) and symplectic (quaternion) ensembles, respectively.

Remark: We have only defined covariance for real matrices in this chapter but one may easily get the complex case by changing the real transpose operator $(\cdot)^{T}$ to the complex one $(\cdot)^{*}$. Note that for $\beta=1$ we have the Wishart distribution $W_{p}(n, \boldsymbol{I})$.

Like the GOE case, matrices from the Wishart orthogonal ensemble are not orthogonal, they are invariant under an orthogonal transformation. Also, since the
entries of a Wishart matrix are not independent in general, it is not as trivial to prove Theorem 2.7 than, for example, Theorem 2.1. A proof by A. Edelman for the real and complex case, with help of matrix factorization, can be found in [5].

Just as eigenvalues tells us how eigenvectors are stretched when multiplied with their corresponding matrix, eigenvalues of covariance matrices do inform us how the data is spread (more about this in section 3.2). Like the Gaussian ensembles, we have a joint eigenvalue distribution for each of the Wishart ensembles.

Theorem 2.8. [6] The joint eigenvalue pdf for a matrix generated by the Wishart ensemble is given by

$$
f\left(\lambda_{1}, \ldots, \lambda_{p}\right)=c_{\beta, p} \prod_{i<j}\left|\lambda_{i}-\lambda_{j}\right|^{\beta} \prod_{i=1}^{n} \lambda_{i}^{\frac{\beta}{n}(p-n+1)-1} e^{-\frac{1}{2} \sum_{i=1}^{n} \lambda_{i}},
$$

where $c_{\beta, p}$ is a normalization constant.
Since we only defined the Wishart ensemble for standard Gaussian entries, we do expect our covariance matrix to take the form of an identity matrix. One may mistakenly conclude assume that the eigenvalues will concentrate around 1. However, it turns out that $\lambda_{1}, \ldots, \lambda_{p} \approx 1$ only holds when the sample size is much larger than the dimension of our data.

Theorem 2.9. [20] Consider a $p \times n$ matrix $\boldsymbol{X}(n \geqslant p)$ with i.i.d. entries $x_{i j}$ being standard normal distributed and let $\gamma=\frac{p}{n} \in(0,1]$. As the sample size $n$ approaches infinity, the eigenvalue pdf for $\boldsymbol{S}=\frac{1}{n} \boldsymbol{X} \boldsymbol{X}^{T}$ has a limit

$$
\begin{equation*}
f(\lambda)=\frac{1}{2 \pi \gamma \lambda} \sqrt{\left(b_{+}-\lambda\right)\left(\lambda-b_{-}\right)}, \quad \lambda \in\left[b_{-}, b_{+}\right] \tag{2.24}
\end{equation*}
$$

where $b_{ \pm}=(1 \pm \sqrt{\gamma})^{2}$.
Theorem 2.9 is known as the Marčénko-Pastur law. We observe in Figure 2.4 that our prediction about the eigenvalues being close to 1 gets less accurate when the dimension $p$ approaches the sample size $n$.


Figure 2.4: Empirical eigenvalue distribution of covariance matrices together with Marčenko-Pastur law for different $\gamma=\frac{p}{n}$ values.

## Chapter 3

## Applications

### 3.1 Random Matrices in Neural Networks

### 3.1.1 Neural Networks in General

Neural networks (NNs) are trained to predict/classify new data. The most basic approach is to train NNs with training samples $\left\{\boldsymbol{x}_{i}, y_{i}\right\} i=1, \ldots, n$ where $\boldsymbol{x}_{i} \in \mathbb{R}^{p}$ is a feature vector and $y_{i}$ is the correct class label. The output is a function $f(\boldsymbol{x} ; \boldsymbol{w})$ which is a prediction of the true value $y$, where $\boldsymbol{w}$ is a weight vector that determines how important each of the components in $\boldsymbol{x}$ is.

The key idea is to find a function $f$ and to adjust the parameters $w$ such that the NN predicts class labels $y$ with a high accuracy. We measure the accuracy of our NN with a loss function $L$, which we wish to minimize. The most elementary NNs uses $f(\boldsymbol{x} ; \boldsymbol{w})=\boldsymbol{w}^{T} \boldsymbol{x}$, which results in the loss function

$$
\begin{equation*}
L=\sum_{i=1}^{n}\left(y_{i}-\boldsymbol{w}^{T} \boldsymbol{x}_{i}\right)^{2} . \tag{3.1}
\end{equation*}
$$

This is a least-square problem with an optimal solution $\boldsymbol{w}=\left(\boldsymbol{X}^{T} \boldsymbol{X}\right)^{-1} \boldsymbol{X} \boldsymbol{y}$ where $\boldsymbol{X}=\left[\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right]$ is our data matrix and $\boldsymbol{y}$ contains all our class labels $y_{i}$. An illustration of a very simple NN is given in Figure 3.1.

This NN structure can only solve linearly-separable classification problems which puts heavy limitations on the practical uses of it and a classic example of its limitations is the XOR problem [4. A solution to this, which is based on Cover's


Figure 3.1: A very basic neural network with 4 dimensional feature vectors.
theorem [10], is to apply entry-wise a non-linear activation function $\sigma: \mathbb{R} \mapsto \mathbb{R}$ on our data. Our new loss function is then given by

$$
\begin{equation*}
L=\sum_{i=1}^{n}\left(y_{i}-\sigma\left(\boldsymbol{w}^{T} \boldsymbol{x}_{i}\right)\right)^{2} . \tag{3.2}
\end{equation*}
$$

Due to the non-linear mapping, our new optimization problem is non-linear and our least-square solution will not work. In general, a NN with a non-linear activation function will result in a non-convex optimization problem which is considered hard to solve. NNs are in general built of hidden-layer(s) which are used to apply our activation function and the training time for these networks can be up to days [14]. This is due to the massive amounts of parameters in large NNs, which in general results in many local minima while seeking an optimal solution. See Figure 3.2 for an illustration of this ${ }^{1}$

A way to tackle this problem is to consider networks with a single hidden-layer where the input weights are randomly selected, so called Extreme Learning Machines (ELMs) [12]. ELMs has shown to perform really good for large noncomplex data sets compared to other popular classification algorithms (such as support vector machines) [11. The fast performance comes from the fact that we do not train the first layer in ELMs, so our non-linear optimization problem turns into a regression problem with a closed form solution.

Due to the random weights we may use results from RMT to model our ELMs. A framework for this will be represented in the next subsection, solely based on

[^0]

Figure 3.2: Illustration of a loss surface with many local minima.
the work by Z. Liao, C. Louart and R. Couillet [24] [19].

### 3.1.2 RMT Model for Neural Networks

Consider a data matrix $\boldsymbol{X}=\left[\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right] \in \mathbb{R}^{p \times n}$ with a target matrix $\left.{ }^{2}\right] \boldsymbol{Y}=$ $\left[\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{n}\right] \in \mathbb{R}^{d \times n}$, a random weight matrix $\boldsymbol{H} \in \mathbb{R}^{N \times p}$ with i.i.d. Gaussian standard entries and a weight matrix $\boldsymbol{\beta} \in \mathbb{R}^{N \times d}$ for the second layer. We shall denote the output from the hidden layer as $\boldsymbol{\Sigma}=\sigma(\boldsymbol{H} \boldsymbol{X}) \in \mathbb{R}^{N \times n}$, where $\sigma: \mathbb{R} \mapsto \mathbb{R}$ is our activation function applied entry-wise, see figure Figure 3.3 . As mentioned earlier, only the output layer $\boldsymbol{\beta}$ is to be trained, while $\boldsymbol{H}$ is static but randomly chosen. We seek weights $\boldsymbol{\beta}$ which minimizes the loss function

$$
L(\boldsymbol{\beta})=\frac{1}{n} \sum_{i=1}^{n}\left\|\boldsymbol{y}_{\boldsymbol{i}}-\boldsymbol{\beta}^{T} \sigma\left(\boldsymbol{H} \boldsymbol{x}_{\boldsymbol{i}}\right)\right\|^{2}+\lambda\|\boldsymbol{\beta}\|_{F}^{2},
$$

for some regularization parameter $\lambda \geqslant 0$ to ensure our model is not overfitting. An explicit solution for this given by

$$
\boldsymbol{\beta}=\frac{1}{n}\left(\frac{1}{n} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{T}+\lambda \boldsymbol{I}_{N}\right)^{-1} \boldsymbol{\Sigma} \boldsymbol{Y}^{\boldsymbol{T}}=\frac{1}{n} \boldsymbol{\Sigma}\left(\frac{1}{n} \boldsymbol{\Sigma}^{T} \boldsymbol{\Sigma}+\lambda \boldsymbol{I}_{n}\right)^{-1} \boldsymbol{Y}^{T}
$$

which, per sample, results in a mean square training error

$$
\begin{equation*}
E_{\text {train }}=M S E_{\text {train }}(\lambda)=\frac{1}{n}\left\|\boldsymbol{\beta}^{T} \boldsymbol{\Sigma}-\boldsymbol{Y}\right\|_{F}^{2}=\frac{\lambda^{2}}{n} \operatorname{tr}\left(\boldsymbol{Y} \boldsymbol{Q}^{2} \boldsymbol{Y}^{T}\right) \tag{3.3}
\end{equation*}
$$

[^1]Hidden (random) layer


Figure 3.3: Sketch of our neural network (ELM) model with random weights.
where $\boldsymbol{Q}=\boldsymbol{Q}(\lambda)=\left(\frac{1}{n} \boldsymbol{\Sigma}^{T} \boldsymbol{\Sigma}+\lambda \boldsymbol{I}_{n}\right)^{-1} \in \mathbb{R}^{n \times n}$ is known as the resolvent of the matrix $\boldsymbol{\Sigma}^{T} \boldsymbol{\Sigma}$. Once training is accomplished, we test our network by its capability to generalize. This is again measured in terms of mean squared error but on a previously unseen data set $\widehat{\boldsymbol{X}}$ of size $\hat{n}$ with corresponding outputs $\widehat{\boldsymbol{Y}}$, as

$$
\begin{equation*}
E_{\text {test }}=M S E_{\text {test }}(\lambda)=\frac{1}{\hat{n}}\left\|\boldsymbol{\beta}^{\boldsymbol{T}} \hat{\boldsymbol{\Sigma}}-\boldsymbol{Y}\right\|_{F}^{2} \tag{3.4}
\end{equation*}
$$

where $\widehat{\boldsymbol{\Sigma}}=\sigma(\boldsymbol{H} \widehat{\boldsymbol{X}})$.
Our goal is to predict how this network will perform. Due to the random weights, we estimate the performance by studying a deterministic equivalent $\overline{\boldsymbol{Q}}$ of $\boldsymbol{Q}$ (where all the randomness is captured). This means that we are looking for $\overline{\boldsymbol{Q}}$ such that

$$
\frac{1}{n} \operatorname{tr}(\boldsymbol{A})(\boldsymbol{Q}-\overline{\boldsymbol{Q}}) \rightarrow 0, \quad \boldsymbol{a}^{T}(\boldsymbol{Q}-\overline{\boldsymbol{Q}}) \boldsymbol{b} \rightarrow 0
$$

holds for deterministic (non-random) matrix $\boldsymbol{A} \in \mathbb{R}^{n \times n}$ and unit vectors $\boldsymbol{a}, \boldsymbol{b} \in$ $\mathbb{R}^{n}$, where convergence is understood a.s. or in probability. To accomplish this, we shall assume that our activation function $\sigma$ is Lipschitz continuous. We shall also assume a bounded growth rate for our network, that is, as $n \rightarrow \infty$, we have

1) $\frac{p}{n} \rightarrow c_{1}$ and $\frac{N}{n} \rightarrow c_{2}$ where $\left.c_{1}, c_{2} \in(0, \infty), 2\right)$ Input matrix $\boldsymbol{X}$ has a bounded spectral norm, and 3) Output matrix $\boldsymbol{Y}$ has bounded entries.

Determining a deterministic equivalent to $\boldsymbol{Q}$ often boils down to calculating $E[Q]$ which unfolds from the fact that $\|E[\boldsymbol{Q}]-\overline{\boldsymbol{Q}}\| \rightarrow 0$. Given the model we represented, Z. Liao shows that

$$
\overline{\boldsymbol{Q}}=\overline{\boldsymbol{Q}}(\lambda)=\left(\check{\boldsymbol{K}}-\lambda \boldsymbol{I}_{n}\right)^{-1}, \quad \check{\boldsymbol{K}}=\frac{N}{n(1+\delta)} \boldsymbol{K}
$$

where $\boldsymbol{K}=E_{\boldsymbol{w}}\left[\sigma\left(\boldsymbol{w}^{T} \boldsymbol{X}\right)^{T} \sigma\left(\boldsymbol{w}^{T} \boldsymbol{X}\right)\right]$ is an equivalent kernel matrix for $\boldsymbol{w} \sim$ $\mathcal{N}\left(\mathbf{0}, \boldsymbol{I}_{p}\right)$ and $\delta$ implicitly defined as the solution to $\delta=\frac{1}{n} \operatorname{tr}(\boldsymbol{K} \overline{\boldsymbol{Q}})$ do result in

$$
\|E[\boldsymbol{Q}]-\overline{\boldsymbol{Q}}\| \rightarrow 0
$$

as $n, p, N \rightarrow \infty$. This, together with (3.3) and (3.4), gives us the deterministic training and test mean-squared errors

$$
\begin{aligned}
\bar{E}_{\text {train }}= & \frac{\lambda^{2}}{n} \operatorname{tr}\left(\boldsymbol{Y} \overline{\boldsymbol{Q}}\left(\frac{\frac{1}{N} \operatorname{tr}(\overline{\boldsymbol{Q}} \check{\boldsymbol{K}} \overline{\boldsymbol{Q}})}{1-\frac{1}{N} \operatorname{tr}(\check{\boldsymbol{K}} \overline{\boldsymbol{Q}} \check{\boldsymbol{K}} \overline{\boldsymbol{Q}})} \check{\boldsymbol{K}}+\boldsymbol{I}_{n}\right) \overline{\boldsymbol{Q}} \boldsymbol{Y}^{T}\right) \\
\bar{E}_{\text {test }}= & \frac{1}{\hat{n}}= \\
& \left\|\hat{\boldsymbol{Y}}-\hat{\boldsymbol{Y}} \overline{\boldsymbol{Q}} \check{\boldsymbol{K}}_{\boldsymbol{X} \widehat{\boldsymbol{X}}}\right\|_{F}^{2} \\
& +\frac{\frac{1}{N} \operatorname{tr}\left(\boldsymbol{Y} \overline{\boldsymbol{Q}} \check{\boldsymbol{K}} \overline{\boldsymbol{Q}} \boldsymbol{Y}^{T}\right)}{1-\frac{1}{N} \operatorname{tr}(\check{\boldsymbol{K}} \overline{\boldsymbol{Q}} \check{\boldsymbol{K}} \overline{\boldsymbol{Q}})}\left(\frac{1}{\hat{n}} \operatorname{tr}\left(\check{\boldsymbol{K}}_{\widehat{\boldsymbol{X}} \widehat{\boldsymbol{X}}}\right)-\frac{1}{\hat{n}} \operatorname{tr}\left(\boldsymbol{I}_{n}+\frac{N}{n} \lambda \overline{\boldsymbol{Q}}\right) \check{\boldsymbol{K}}_{\boldsymbol{X} \widehat{\boldsymbol{X}}} \check{\boldsymbol{K}}_{\widehat{\boldsymbol{X}} \boldsymbol{X}} \overline{\boldsymbol{Q}}\right),
\end{aligned}
$$

which results in the desired convergence

$$
E_{\text {train }}-\bar{E}_{\text {train }} \rightarrow 0, \quad E_{\text {test }}-\bar{E}_{\text {test }} \rightarrow 0
$$

understood almost surely, where we used the notations

$$
\boldsymbol{K}_{\boldsymbol{A B}}=E_{\boldsymbol{w}}\left[\sigma\left(\boldsymbol{w}^{T} \boldsymbol{A}\right)^{T} \sigma\left(\boldsymbol{w}^{T} \boldsymbol{B}\right)\right], \check{\boldsymbol{K}}_{\boldsymbol{A B}}=\frac{N}{n} \frac{\boldsymbol{K}_{\boldsymbol{A B}}}{1+\delta}, \boldsymbol{K}=\boldsymbol{K}_{\boldsymbol{X} \boldsymbol{X}}, \check{\boldsymbol{K}}=\check{\boldsymbol{K}}_{\boldsymbol{X} \boldsymbol{X}}
$$

We represent the result $\|^{3}$ on a classification task of a 2 -class MNIST ${ }^{4}$ dataset ( 7 and 9) for two different choices of activation function $\sigma$ in Figure 3.4. We can observe an almost perfect match between theory and simulation for relatively small $n, \hat{n}, p$ and $N$.

[^2]

Figure 3.4: Comparison between predicted and simulated MSE (log-log scale) for sample size $n=\hat{n}=1024$, variables $p=784$ and hidden neurons $N=512$.

### 3.2 Dimensionality Reduction - PCA

In modern technology it is very common that data sets are very large and problems may arise when we try to draw statistical conclusions [3, 22]. A common strategy to tackle this is to transform the data such that our transformed data contains fewer variables but most of the relevant information remains. A very popular method to accomplish this is the Principal Component Analysis (PCA), which may traced back to 1901 [21].

### 3.2.1 Minimizing Mean Squared Error of Projection

Consider a sampled data matrix $\boldsymbol{X}=\left[\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right] \in \mathbb{R}^{p \times n}$ that we want to project onto a lower dimensional subspace spanned by the orthogonal unit vectors $\left[\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right]=\boldsymbol{V} \in \mathbb{R}^{d \times n}$, where $d<p$. It is safe to assume that the sample mean $\bar{x}_{j}$ for each column in $\boldsymbol{X}$ equals to zero (on a real data set, this can achieved by replacing our variables $x_{i j}$ with $\hat{x}_{i j}=x_{i j}-\bar{x}_{j}$ ). This projection will result in loss of information and our goal is to minimize it. Due to Theorem 1.3. we know that the optimal projection (in terms of least squares) is given by the orthogonal projection. This gives us the mean squared error (MSE)

$$
\begin{align*}
\frac{1}{n} \sum_{i=1}^{n}\left\|\boldsymbol{x}_{i}-\boldsymbol{V} \boldsymbol{V}^{T} \boldsymbol{x}_{i}\right\|_{2}^{2} & =\frac{1}{n} \sum_{i=1}^{n}\left(\left\|\boldsymbol{x}_{i}\right\|_{2}^{2}-\left\|\boldsymbol{V}^{T} \boldsymbol{x}_{i}\right\|_{2}^{2}\right)  \tag{3.5}\\
& =\frac{1}{n} \sum_{i=1}^{n}\left\|\boldsymbol{x}_{i}\right\|_{2}^{2}-\frac{1}{n} \sum_{i=1}^{n}\left\|\boldsymbol{V}^{T} \boldsymbol{x}_{i}\right\|_{2}^{2}
\end{align*}
$$

As we are minimizing the MSE in terms of $\boldsymbol{V}$, we can simply ignore the first term and focusing on maximizing the second term. With help of the trace identities $\boldsymbol{a}^{T} \boldsymbol{a}=\operatorname{tr}\left(\boldsymbol{a} \boldsymbol{a}^{T}\right)$ and $\operatorname{tr}(\boldsymbol{A B C})=\operatorname{tr}(\boldsymbol{B C A})$ we get

$$
\begin{align*}
\frac{1}{n} \sum_{i=1}^{n}\left\|\boldsymbol{V}^{T} \boldsymbol{x}_{i}\right\|_{2}^{2} & =\frac{1}{n} \sum_{i=1}^{n} \operatorname{tr}\left(\boldsymbol{V}^{T} \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{T} \boldsymbol{V}\right)=\frac{1}{n} \operatorname{tr}\left(\boldsymbol{V}^{T} \boldsymbol{X} \boldsymbol{X}^{T} \boldsymbol{V}\right) \\
& =\operatorname{tr}\left(\boldsymbol{V}^{T} \boldsymbol{S} \boldsymbol{V}\right)=\operatorname{tr}\left(\boldsymbol{S} \boldsymbol{V} \boldsymbol{V}^{T}\right) \\
& =\sum_{i=1}^{n} \operatorname{tr}\left(\boldsymbol{S} \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{T}\right)=\sum_{i=1}^{n}\left(\boldsymbol{S} \boldsymbol{v}_{i}\right)^{T} \boldsymbol{v}_{i}  \tag{3.6}\\
& =\sum_{i=1}^{n} \boldsymbol{v}_{i}^{T} \boldsymbol{S} \boldsymbol{v}_{i} .
\end{align*}
$$

Now let $y_{i}=\boldsymbol{v}^{T} \boldsymbol{x}_{\boldsymbol{i}}$, we have that

$$
\begin{align*}
\boldsymbol{v}^{T} \boldsymbol{S} \boldsymbol{v} & =\frac{1}{n-1}\left(\sum_{i=1}^{n} \boldsymbol{v}^{T} \boldsymbol{x}_{\boldsymbol{i}} \boldsymbol{x}_{\boldsymbol{i}}^{T} \boldsymbol{v}-n \boldsymbol{v}^{T} \overline{\boldsymbol{x}} \overline{\boldsymbol{x}}^{T} \boldsymbol{v}\right) \\
& =\frac{1}{n-1}\left(\sum_{i=1}^{n}\left(\boldsymbol{v}^{T} \boldsymbol{x}_{i}\right)^{2}-n\left(\boldsymbol{v}^{T} \overline{\boldsymbol{x}}\right)^{2}\right) \\
& =\frac{1}{n-1}\left(\sum_{i=1}^{n}\left(\boldsymbol{v}^{T} \boldsymbol{x}_{i}\right)^{2}-\frac{1}{n}\left(\sum_{i=1}^{n} \boldsymbol{v}^{T} \boldsymbol{x}_{i}\right)^{2}\right)  \tag{3.7}\\
& =\frac{1}{n-1} \sum_{i=1}^{n}\left(y_{i}-\bar{y}\right)^{2}=s_{y}^{2}
\end{align*}
$$

which tells us that $\boldsymbol{v}^{T} \boldsymbol{S} \boldsymbol{v}$ is the sample variance of $y_{1}, \ldots, y_{n}$. This means that minimizing the MSE of the orthogonal projection is equivalent to maximizing the variance of our data. We shall exploit this in the next subsection to acquire a rather simple model for reducing the dimensionality while preserving as much information as possible.

### 3.2.2 Maximizing the Variance

We have that the key idea behind PCA is to maximize the variance of our data which means that we seek a linear combination $\boldsymbol{v}^{T} \boldsymbol{x}=\sum_{i=1}^{p} v_{i} x_{i}$ so that the variance is maximized. The sample variance for such a linear combination is given by $\boldsymbol{v}^{T} \boldsymbol{S} \boldsymbol{v}$ where $\boldsymbol{S}$ is the sample covariance matrix. To proceed with a non-trivial optimization problem, we shall assume that the vectors spanning the subspace $\boldsymbol{V}$ are of unit norm and orthogonal to each other, that is, $\|\boldsymbol{v}\|_{2}^{2}=$ $\boldsymbol{v}_{i}^{T} \boldsymbol{v}_{j}=1$ for $i=j$ and $\boldsymbol{v}_{i}^{T} \boldsymbol{v}_{j}=0$ otherwise. This results in the following optimization problem

$$
\begin{array}{cl}
\max _{\boldsymbol{v} \in \mathbb{R}^{p \times 1}} & \boldsymbol{v}^{T} \boldsymbol{S} \boldsymbol{v}  \tag{3.8}\\
\text { s.t. } & \boldsymbol{v}^{T} \boldsymbol{v}=1
\end{array}
$$

Note that (3.8) is not a convex optimization problem. However, we can still solve it by looking at the spectral decomposition of $\boldsymbol{S}$

$$
\boldsymbol{S}=\boldsymbol{E} \boldsymbol{D} \boldsymbol{E}^{T}=\left(\begin{array}{ccc}
\mid & & \mid \\
\boldsymbol{e}_{1} & \cdots & \boldsymbol{e}_{p} \\
\mid & & \mid
\end{array}\right)\left(\begin{array}{ccc}
\lambda_{1} & & 0 \\
& \ddots & \\
0 & & \lambda_{p}
\end{array}\right)\left(\begin{array}{ccc}
- & e_{1} & - \\
& \vdots & \\
- & \boldsymbol{e}_{p} & -
\end{array}\right)
$$

where, without loss of generality, we can assume that the eigenvalues are ordered as $\lambda_{1} \geqslant \ldots \geqslant \lambda_{p}$. Due to the symmetry of $\boldsymbol{S}$, we also know that the eigenvectors $\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \ldots$ will be orthogonal to each other (see Lemma 1.4). Multiplying $\boldsymbol{S}$ from both sides with $\boldsymbol{v}$ gives us

$$
\begin{equation*}
\boldsymbol{v}^{T} \boldsymbol{S} \boldsymbol{v}=\boldsymbol{v}^{T} \boldsymbol{E} \boldsymbol{D} \boldsymbol{E}^{T} \boldsymbol{v}=\left(\boldsymbol{E}^{T} \boldsymbol{v}\right)^{T} \boldsymbol{D} \boldsymbol{E}^{T} \boldsymbol{v}=\boldsymbol{z}^{T} \boldsymbol{D} \boldsymbol{z}=\sum_{i=1}^{p} \lambda_{i} z_{i}^{2} \leqslant \lambda_{1} \sum_{i=1}^{p} z_{i}^{2} \tag{3.9}
\end{equation*}
$$

where we used the notation $\boldsymbol{z}=\boldsymbol{E}^{T} \boldsymbol{v}$. Note that

$$
\begin{equation*}
\sum_{i=1}^{p} z_{i}^{2}=\|\boldsymbol{z}\|_{2}^{2}=\left(\boldsymbol{E}^{T} \boldsymbol{v}\right)^{T} \boldsymbol{E}^{T} \boldsymbol{v}=\boldsymbol{v}^{T} \boldsymbol{E} \boldsymbol{E}^{T} \boldsymbol{v}=\boldsymbol{v}^{T} \boldsymbol{v}=1 \tag{3.10}
\end{equation*}
$$

which tells us that $\boldsymbol{v}^{T} \boldsymbol{S} \boldsymbol{v} \leqslant \lambda_{1}$. Choosing $\boldsymbol{v}$ to be the eigenvector $\boldsymbol{e}_{1}$ corresponding to $\lambda_{1}$ results in

$$
\begin{equation*}
\boldsymbol{v}^{T} \boldsymbol{S} \boldsymbol{v}=\boldsymbol{e}_{1}^{T} \boldsymbol{E} \boldsymbol{D} \boldsymbol{E}^{T} \boldsymbol{e}_{1}=\left(\boldsymbol{E}^{T} \boldsymbol{e}_{1}\right)^{T} \boldsymbol{D} \boldsymbol{E}^{T} \boldsymbol{e}_{1}=\lambda_{1} \tag{3.11}
\end{equation*}
$$

since

$$
\boldsymbol{E}^{T} \boldsymbol{e}_{1}=\left(\begin{array}{ccc}
- & e_{1} & -  \tag{3.12}\\
& \vdots & \\
- & e_{p} & -
\end{array}\right)\left(\begin{array}{c}
\mid \\
e_{1} \\
\mid
\end{array}\right)=\left(\begin{array}{c}
e_{1}^{T} e_{1} \\
e_{2}^{T} e_{1} \\
\vdots
\end{array}\right)=\left(\begin{array}{c}
1 \\
0 \\
\vdots
\end{array}\right) .
$$

This can be done for all the eigenvalues of $\boldsymbol{S}$, that is,

$$
\lambda_{1}=\boldsymbol{e}_{1}^{T} \boldsymbol{S} \boldsymbol{e}_{1}=\text { sample variance for linear combinations } \boldsymbol{e}_{1}^{T} \boldsymbol{x}_{i} \forall i=1, \ldots, n,
$$

$$
\lambda_{p}=\boldsymbol{e}_{p}^{T} \boldsymbol{S} \boldsymbol{e}_{p}=\text { sample variance for linear combinations } \boldsymbol{e}_{p}^{T} \boldsymbol{x}_{i} \forall i=1, \ldots, n
$$

which tells us that the largest eigenvalue and it's corresponding eigenvector matches the direction in which the data varies most. This means that reducing the dimensionality of a dataset while preserving maximum variance is obtained by projecting the data onto the eigenvector(s) corresponding to the largest eigenvalue(s).


Figure 3.5: Blue/red dots represent the 2-dimensional data projected onto the first/second eigenvector.

We can measure how much of the variance is accounted for in a direction by calculating

$$
\begin{equation*}
\frac{\lambda_{k}}{\operatorname{tr}(\boldsymbol{S})} \tag{3.13}
\end{equation*}
$$

where $\lambda_{k}$ is the eigenvalue corresponding to the eigenvector $e_{k}$ we project our data onto. As an illustrating example, consider the 2-dimensional dataset in Figure 3.5. Projecting the data onto the first eigenvector (blue dots) will take about $94 \%$ of the the variance into account.

In general, one direction isn't enough to describe larger datasets sufficiently good. We can take more eigenvalues into consideration in our calculation and evaluate the accounted variances as

$$
\begin{equation*}
\Lambda_{\mathcal{S}}=\frac{\sum_{i \in \mathcal{S}} \lambda_{i}}{\operatorname{tr}(\boldsymbol{S})} \tag{3.14}
\end{equation*}
$$

where $\mathcal{S}$ is the set of eigenvalues we want to consider in our analysis. Nevertheless, correlation often do exist between sampled variables and then it's usually


Figure 3.6: Cumulative sum of the eigenvalues corresponding to the sample covariance matrix of the data set 'ovariancancer'.
enough with a small set of eigenvalues to get a satisfying $\Lambda_{\mathcal{S}}$. To illustrate this, we perform PCA on the dataset 'ovariancancer ${ }^{5}$ which contains $n=216$ samples ${ }^{6}$ and $p=4000$ variables that has been accounted for. Observing the result in Figure 3.6 we can see that we only need 3 eigenvalues (out of 216 unique ones) to explain about $90 \%$ of the variance. Another interesting outcome is that most of the eigenvalues tend to be very small and lump together while only representing a small portion of the variance. Plotting the data projected onto the first three eigenvectors gives us a noticeable clustering of the data (see Figure 3.7), which illustrates how PCA can be used to represent high dimensional data.
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Figure 3.7: Red/Blue markers representing cancer/healthy patients in 3 dimension.

### 3.2.3 Statistical inference of PCA

So far, we treated PCA as a linear algebra problem without any assumptions about the underlying distribution of the data, and for many applications, this is good enough. For example, PCA may work as first step for other machine learning algorithms so intractable problems can be solved in a satisfactory time, or as we demonstrated in Figure 3.7, to visualize high-dimensional data. However, if we want to perform some kind of statistical inference, we need to consider some distribution for our data samples in $\boldsymbol{X}$.

Consider $\boldsymbol{x}_{i} \sim \mathcal{N}(\boldsymbol{\mu}, \boldsymbol{C}) i=1, \ldots n$ and let $\lambda_{j} j=1, \ldots, p$ be unique distinct eigenvalues for $\boldsymbol{C}$ and let $\hat{\lambda}_{j}$ be the eigenvalues for a sample covariance matrix built upon $\boldsymbol{x}_{i}$. D. N. Lawley [17] proves that the mean and variance for the random variable $\hat{\lambda}_{j}$ is given by

$$
\begin{align*}
E\left[\hat{\lambda}_{j}\right]=\lambda_{j}+\frac{\lambda_{j}}{n} \sum_{i=1, i \neq j}^{p}\left(\frac{\lambda_{i}}{\lambda_{j}-\lambda_{i}}\right)+\mathcal{O}\left(\frac{1}{n^{2}}\right), \\
\operatorname{Var}\left[\hat{\lambda}_{j}\right]=\frac{2 \lambda_{j}^{2}}{n}\left(1-\frac{1}{n} \sum_{i=1, i \neq j}^{p}\left(\frac{\lambda_{i}}{\lambda_{j}-\lambda_{i}}\right)^{2}\right)+\mathcal{O}\left(\frac{1}{n^{3}}\right) . \tag{3.15}
\end{align*}
$$

T. W. Anderson [2] shows that the eigenvalues $\hat{\lambda}_{j}$ in fact are asymptotically
normal distributed. This means that as $n$ grows large, we have

$$
\begin{equation*}
\hat{\lambda}_{j} \sim \mathcal{N}\left(\lambda_{j}, \frac{2 \lambda_{j}^{2}}{n}\right) \tag{3.16}
\end{equation*}
$$

approximately. Normalizing (3.16) results in

$$
\begin{equation*}
\frac{\hat{\lambda}_{j}-\lambda_{j}}{\lambda_{j} \sqrt{2 / n}} \sim \mathcal{N}(0,1) \tag{3.17}
\end{equation*}
$$

which can be used for classic statistical inference such as hypothesis testing and interval estimation. For example, a confidence interval (CI) for $\lambda_{j}$ with a confidence level $1-\alpha$ may be constructed as

$$
\begin{align*}
&-z_{\alpha / 2} \leqslant \frac{\hat{\lambda}_{j}-\lambda_{j}}{\lambda_{j} \sqrt{2 / n}} \leqslant z_{\alpha / 2} \\
& \Leftrightarrow \\
&-z_{\alpha / 2} \lambda_{j} \sqrt{2 / n}+\lambda_{j} \leqslant \hat{\lambda}_{j} \leqslant z_{\alpha / 2} \sqrt{2 / n}+\lambda_{j}  \tag{3.18}\\
& \Leftrightarrow \\
& \frac{\hat{\lambda}_{j}}{1+z_{\alpha / 2} \sqrt{2 / n}} \leqslant \lambda_{j} \leqslant \frac{\hat{\lambda}_{j}}{1-z_{\alpha / 2} \sqrt{2 / n}}
\end{align*}
$$

and thus, we have a CI

$$
\begin{equation*}
I_{\lambda_{j}}=\left(\frac{\hat{\lambda}_{j}}{1+z_{\alpha / 2} \sqrt{2 / n}}, \frac{\hat{\lambda}_{j}}{1-z_{\alpha / 2} \sqrt{2 / n}}\right) \tag{3.19}
\end{equation*}
$$

where $z_{\alpha / 2}$ is the $z$-score which can be found in a normal table. Recall that we are only interested in $I_{\lambda_{j}}$ for large $n$, so it is safe to assume that $z_{\alpha / 2} \sqrt{2 / n}<1$. For hypothesis testing, we may want to test

$$
\begin{equation*}
H_{0}: \lambda_{j}=\lambda_{j 0} \quad \text { vs } \quad H_{1}: \lambda_{j} \neq \lambda_{j 0} \tag{3.20}
\end{equation*}
$$

where we reject $H_{0}$ on a significance level $\alpha$ if

$$
\begin{equation*}
\left|\frac{\hat{\lambda}_{j}-\lambda_{j 0}}{\lambda_{j} \sqrt{2 / n}}\right| \geqslant z_{\alpha / 2} \tag{3.21}
\end{equation*}
$$

A perhaps more interesting test would be to check if the smallest $(p-k)$ eigenvalues are all the same, that is

$$
H_{0}: \lambda_{k+1}=\lambda_{k+2}=\ldots=\lambda_{p}
$$

$H_{1}$ : At least two of the smallest $(p-k)$ eigenvalues are not equal.
Accepting $H_{0}$ as in 3.22 justifies that the $k$ largest PCs are measuring some significant variation in our input data while the remaining $(p-k)$ PCs effectively measure noise. To test (3.22), one may use

$$
\begin{equation*}
Q=\left(\frac{\prod_{j=k+1}^{p} \hat{\lambda}_{j}}{\left(\sum_{j=k+1}^{p} \frac{\hat{\lambda}_{j}}{p-k}\right)^{p-k}}\right)^{n / 2} \tag{3.23}
\end{equation*}
$$

as a test statistic, where $-2 \ln (Q) \sim \chi^{2}(f)$ approximately under $H_{0}$ and $f=$ $\frac{1}{2}(p-k+2)(p-k-1)$ [15]. This lets us reject the null hypothesis at a significance level $\alpha$ if

$$
\begin{equation*}
-2 \ln (Q) \geqslant \chi_{\alpha / 2}^{2}(f) \tag{3.24}
\end{equation*}
$$

where $\chi_{\alpha / 2}^{2}(f)$ can be found in a $\chi^{2}$ table.

## Chapter 4

## Ending discussion

We have introduced, discussed and applied the results from random matrix theory. The focus has solely been on matrices with entries being normal distributed, or even stricter, $\mathcal{N}(0,1)$ distributed. Nevertheless, many interesting results, such as Wigner's semicircle law and the Marčenko-Pastur law, still emerges.

As we mentioned in the beginning, RMT mostly appears on research level. The aim of this thesis has been to introduce and perhaps simplify some results of this rather advanced topic, so that someone with basic probability and linear algebra skills can get a solid grasp of the properties related to random matrices.

For further research, it would be interesting to generalize some of the results. We have mostly focused on the spectrum of large matrices with an underlying $\mathcal{N}(0,1)$ distribution. Having explicit non-asymptotically eigenvalue distributions for matrices with other distributions than standard normal would perhaps shed some light on the topics of RMT, such that it would be introduced much earlier in a mathematical oriented education.

Finally, as for applying the theory, we have only introduced RMT in already well established applications. Starting from the other side, that is, given an arbitrary matrix ensemble and trying to answer 'what does this model?' would perhaps result in new applications beside those we already have today.
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[^0]:    ${ }^{1}$ Figure is taken from https://github.com/tomgoldstein/loss-landscape

[^1]:    ${ }^{2}$ This is a more general notation of the one we used in 3.1, which allows us to have multiple output nodes. However, when we represent the results in the end of this chapter, we will use unidimensional output columns $(d=1)$ as in 3.1.

[^2]:    ${ }^{3}$ The results are represented with a modified version of Z. Liaos code. Z. Liaos original code can be found on https://github.com/Zhenyu-LIAO/RMT4ELM
    ${ }^{4}$ http://yann.lecun.com/exdb/mnist/

[^3]:    ${ }^{5}$ Can be loaded in MATLAB with the command "load ovariancancer"
    ${ }^{6} 121$ with ovarian cancer and 95 without.

