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Abstract

This report presents the work of our Master´s thesis carried out remotely at the Commu-

nity Coordinated Modeling Center at the National Aeronautics and Space Administration

(NASA) Goddard Space Flight Center. In collaboration with the American Museum of

Natural History (AMNH), Linköping University and Predictive Science Inc. The report

presents and evaluates an implementation of an interactive 3D visualization of a Solar Par-

ticle Event in OpenSpace, an open source astrovisualization software. Data from a model

developed by Predictive Science Inc. was used to implement the visualization. The visual-

ization is done by visualizing fluxes of particles as points and utilizing a volumetric data

set by applying 2D textures to geometrical shapes. The goal of these visualizations is to

help describe the effect of space weather phenomena to the general public. The research

conducted is focused on how to visualize a big Solar Particle Event to emphasize or show-

case different aspects, such as the radiation exposure close to Earth. The result of the work

is an interactive real-time visualization of a Solar Particle Event designed for public out-

reach. The project culminated in two live streamed events with AMNH, in collaboration

with NASA and Predictive Science Inc.
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1. Introduction

This Master´s thesis project is a collaboration between National Aeronautics and Space Ad-
ministration (NASA), American Museum of Natural History (AMNH), Linköping University
(LiU) and Predictive Science Inc. The thesis is carried out remotely at the Community Coor-
dinated Modeling Center (CCMC) at NASA Goddard Space Flight Center (GSFC). CCMC
is a group of developers and scientists who, among other things test and evaluate models,
support space science education and provide the scientific community with research models
related to space weather [1]. The thesis aims to visualize and implement new subject data
into OpenSpace, an open source interactive data visualization software further described in
Section 2.1.

The motivation to implement a visualization of a Solar Particle Event (SPE) is to inform
the public about the phenomenon. The aim is to help tell a story about the effects of solar
storms in a visually pleasing, educational and engaging way. Several research questions are
formulated to guide the research conducted. Limitations and adjustments due to the global
pandemic of COVID-19 are mentioned as it resulted in that the work was performed remotely.

1.1 Motivation

Visualization is a way for conveying and creating an understanding of different physical phe-
nomena. OpenSpace is an interactive astrovisualization software that is used for this purpose.
It allows the user to experience and interact with data visualization in a 3D environment. It is
also a tool used for presenting and informing the general public about space phenomena as
well as the scientific research and work that NASA conducts. For this thesis project the over-
all goal was to implement a visualization of the SPE Threat Assessment Tool (STAT) model,
described in Section 2.3. The data of the STAT model was provided by Predictive Science Inc.
which is a research company that works with state-of-the-art scientific solutions about the
physics of the Sun. They provide models and data for different space phenomena and focus
on the development of magnetohydrodynamic (MHD) models of the Sun´s corona and he-
liosphere and also prediction of solar eclipses. Some previous work done in OpenSpace has
included field lines of the magnetosphere, field lines and density of a coronal mass ejection
(CME)[2]. By further introducing a model that can complement the visualization of a CME,
a completely new appreciation and understanding of the phenomenon is created. The new
model also works well with the magnetosphere, which can be further used for the purpose
to show the impact that the phenomenon has on Earth.

Making complex simulations of an SPE visible which would otherwise be invisible is im-
portant for public outreach. Presenting these phenomena in an accessible and captivating
way further improves awareness of solar weather and the risk associated with interplanetary
space travel outside near-Earth orbit.

1



1.2. Aim

1.2 Aim

The aim of this thesis is to introduce and implement new visualization methods into
OpenSpace, focusing on the STAT model to help visualize a CME event. A selected data
set of space weather simulation will be used to render time varying Solar Energetic Particle
(SEP) data in OpenSpace. The visualization will show the propagation of an SPE that reaches
Earth. The implementation strives for real-time rendering and ability to interact with the
subject data.

The overarching goal of these visualizations is to help tell a story presented to the pub-
lic providing information about the effect of an SPE and the impact it has on Earth. This
was presented to the general public in the form of two live streams organized by AMNH in
collaboration with the CCMC.

Furthermore, the work will be useful for future work correlated to space weather visu-
alization. It will expand OpenSpace´s capabilities with visualization techniques for space
weather phenomenas and expand the library of space weather models.

1.3 Research questions

To guide the conducted research and to reach the aim of the thesis work, several research
questions were formulated.

1. What visualization techniques are needed to visualize the propagation of a Solar Parti-
cle Event, in order to provide comprehensible information to the general public?

2. Which aspects are important in order to produce and navigate a visually pleasing and
engaging show of a Solar Particle Event reaching Earth?

3. How should information about the effect of a Solar Particle Event be rendered in real-
time in 3D space, in order to emphasize the impact on Earth?

3.1. How can the speed of the Solar Energetic Particles be illustrated without any in-
formation about velocity in the data set?

4. How can 2D textures produced from a volumetric data set be used to visualize a So-
lar Particle Event in a 3D environment, showcasing specific regions of the inner solar
system?

1.4 Delimitations

The Sun produces on average one CME every five days up to several CMEs every day, de-
pending on if it is during solar minimum or solar maximum [3]. However, the visualization
is limited to the provided data set for the Bastille Day Event. Simulations of other SPEs with
the same model have been made, but the Bastille Day Event was a particularly powerful solar
flare directed at Earth which is why it was chosen. It is not a trivial matter to get a hold of
integrated particle fluxes on the EPREM nodes and the data sets require a lot of memory.

OpenSpace is available and used by a large range of individuals, varying from the general
public to scientists. The target group for this thesis is the general public, as the visualizations
are created to help tell a story providing information about CMEs and the impact it has on
Earth for an exhibition environment. However, the software will be controlled and navigated
by more experienced individuals for the live events, while the visuals are created for the
general public.

2



1.5. Limitations due to COVID-19

1.5 Limitations due to COVID-19

The Master´s thesis work coincided at the same time as the global pandemic of COVID-19.
The work was supposed to be carried out at NASA Goddard Space Flight Center in Mary-
land but because of the pandemic, traveling from Sweden to America was not a possibility.
Therefore the work was done remotely from Linköping University in Sweden with alterna-
tive means, utilizing software for virtual meetings to communicate and discuss the work as
it progressed.

Furthermore the finale of the thesis was supposed to be a dome presentation given at the
Hayden planetarium at AMNH in New York. But because of COVID-19, the museum was
closed and the alternative was to produce two virtual shows. The two live streams were held
in collaboration with NASA and AMNH to showcase this Master´s thesis project, as well as
observations done by NASA instruments and past implementations done in OpenSpace. The
events showcased a strong solar flare called the Bastille Day Event. The focus of the events
was to describe the risk of radiation exposure associated with interplanetary space travels and
to bring knowledge about complex space weather phenomena. The thesis project and many
of the choices made for the visualization described in this report is primarily associated with
the live streams.

3



2. Background

The software OpenSpace and the objective of the astrovisualization tool is described, as the
vast majority of implementation details are related to the software. This is followed by infor-
mation of space weather which refers to conditions on the Sun, near-Earth and interplanetary
space. Since the thesis project deals with a model of the Bastille Day Event, the main focus
is efforts and research correlated to the Sun. NASA has several spacecraft and satellites for
forecasting and observing space weather which is described. Furthermore, the risk associated
with space travel and radiation exposure is described as NASA has plans for missions to the
Moon and beyond.

2.1 OpenSpace

OpenSpace is an open source interactive data visualization software used to visualize space.
The main purpose of OpenSpace is to educate the general public about the known universe
by providing interactive real time rendering of dynamic data. OpenSpace uses dynamic data
from NASA among others to display accurate relationships in space.

The software is easily accessible and can be downloaded directly from their website1. It
runs on multiple operating systems, compatible with a simple laptop as well as a high reso-
lution tiled display and planetarium domes. It is possible to have simultaneous connections
across the globe which creates the option to share the same instance of OpenSpace among au-
diences worldwide. It utilizes the latest computer graphics techniques in order to visualize
the cosmos and communicate research in astrophysics. The current focus areas include visu-
alizing dynamic simulations via interactive volumetric rendering, globe browsing techniques
and display how missions are designed for science purposes by utilizing NASA´s Planetary
Data Service (PDS).

OpenSpace is a collaboration between LiU, AMNH, CCMC, University of Utah’s Scientific
Computing and Imaging Institute, New York University, among others.

2.2 Space weather

Space weather is described by NASA as:

The term space weather generally refers to conditions on the sun, in the solar
wind, and within Earth´s magnetosphere, ionosphere and thermosphere that can
influence the performance and reliability of space-borne and ground-based tech-
nological systems and can endanger human life or health [4].

The Sun is an active star in the center of our solar system. It is by far the largest object
within our solar system and is the main source of energy for life on Earth. The Sun consists
of several layers and is mainly composed of hot plasma. Most of the space phenomena con-
sidered as space weather is strongly correlated to the Sun. The Sun´s activity is construed by
a cycle, shifting every 11 years between the solar maximum and minimum. The Sun is more

1https://openspaceproject.com

4



2.2. Space weather

active during solar maximum which means that the occurrence of CMEs, SPEs, solar flares
and sunspots will be more frequent. Sunspots are visible dark spots on the Sun´s surface that
appear because of the Sun´s magnetic field. The magnetic field is particularly strong in these
regions and stores a lot of energy, which indicates a higher risk of solar storms connected to
that region.

2.2.1 Space weather forecasting, observations and modeling

Forecasting and efforts to understand space weather phenomena is part of NASA´s general
mission. Much like weather forecasts in its traditional sense, it is important to study and
predict eventual storms and disturbances due to space weather that can affect human health
and infrastructure. Forecasting the condition of space weather can also be used in order to
protect vulnerable equipment from events such as geomagnetic storms. This is relevant for
satellites, spacecraft and other equipment both in near-Earth space and for missions that are
further away from Earth.

NASA has a number of spacecraft orbiting celestial bodies that are used for scientific mea-
surements and research of space weather. One such spacecraft is involved in the Solar and
Heliospheric Observatory (SOHO) mission, which is a project of international cooperation
between the European Space Agency (ESA) and NASA [5]. The spacecraft is in a halo or-
bit around the Sun-Earth L1 point and has a constant view of the Sun. The L1 point is one
of the Lagrange points in the Sun-Earth system. This means that a smaller object on one of
the orbital points will be in equilibrium between two large co-orbiting celestial bodies. The
Lagrange points of the Sun-Earth connection are shown in Figure 2.1.

Figure 2.1: Lagrange points at the Earth-Sun system illustrated (not to scale). Credit: NASA
/ WMAP Science Team [6]

The observations of SOHO instruments can reveal CMEs and are helpful to decide the tra-
jectory of the eruptions. Figure 2.2 shows imagery taken by the Extreme ultraviolet Imaging
Telescope (EIT) [7] during the Bastille Day Flare, a famous solar storm event further described

5



2.2. Space weather

in Section 2.2.4. The images are false-color images, since the EIT captures wavelengths out-
side of the visible spectrum to the human eye.

(a) The day before the flare (b) The solar flare (c) Two hours after the flare

Figure 2.2: Images produced by Extreme ultraviolet Imaging Telescope (EIT) during the
Bastille Day event taken by SOHO. Credit: NASA/ESA

Another effort for collecting data for forecasting and space weather modeling is done by
the United States´ National Oceanic and Atmospheric Administration´s (NOAA) Geostation-
ary Operational Environmental Satellite (GOES). A use case of these satellites is observing
the extreme-ultraviolet (EUV) phenomenons in the solar corona. A recent example of such
observation made by the GOES-16 spacecraft with the Solar Ultraviolet Imager, is the solar
flare which occurred on September 10th, 2017 [8]. The data and observations of the GOES
spacecraft are typically used by the International Space Station (ISS) to monitor SEPs. The ISS
is a collaborative project between several space agencies and serves as a research laboratory
for space environment research.

One recent effort as of this writing is the Parker Solar Probe, which launched in the year
2018 [9]. It has the record of being the closest artificial object to the Sun and has the mission
of observing the Sun´s outer corona.

The light emitted from the Sun as seen from Earth is photons that have travelled for „8
minutes and 20 seconds. This means that instruments and people on Earth would not be able
to see any clear signs of an eruption before around 8 minutes past the eruption has started.
The solar flare can be a sign of a potential CME, but since a flare does not directly imply a
CME, it makes forecasting of such events difficult. Current research is being done in order
to make better predictions, as the goal would be to know before an SEP event occurs rather
than typically reacting as it occurs.

The SEPs that are accelerated by the CME usually travel the distance of 1 AU2 in less
than an hour with a velocity of just a fraction of the speed of light. This further indicates the
importance of forecasting and the ability to measure such events, since the time to react is
short.

2.2.2 Radiation exposure outside low-Earth orbit

NASA has plans to return to the Moon by the year 2024 with the ARTEMIS mission [10]. One
of the largest hurdles of deep space travel is the amount of radiation astronauts would be
exposed to during a mission. Space travel outside Earth´s magnetic field and the atmosphere
creates risks associated with radiation, as the spacecraft no longer is protected by the Earth´s
magnetic field. When talking about radiation in space there are two main sources of radiation
that needs to be accounted for, SPE and Galactic Cosmic Rays (GCR). During solar maximum,
SPE occurs more frequently, whereas the GCR intensity is considerably reduced. [11]. SPEs

2AU - Astronomical unit, 1 AU = the distance from the Sun to Earth, « 150 million km
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2.3. SPE Threat Assessment Tool

are bursted out directionally from the Sun and dependent on where the spacecraft is, it is
possible to not be affected by the radiation. But if the regional spread of the SPE is within
the range of a spacecraft, it is especially important to act fast and place as much shielding
as possible between the astronauts and the particles. The process for astronauts to shield
themselves takes a relatively long time and involves surrounding themselves with radiation
absorbing objects. Because of the difficulties regarding forecasting of radiation storms, it is
important to look at "all clear" time periods. "All clear" periods are considered time intervals
where the probability of a SPE is lower than a predetermined threshold. It is especially rele-
vant for Extravehicular activity (EVA) such as a moonwalk, since the astronaut´s protection
is lacking without the inherent protection of the spacecraft. The policy for EVAs is that the
astronauts have to be able to be back in shelter within 1 hour.

However, GCR is always present in free space and radiation exposure correlated to a long-
term mission will increase the risk of cancer and death [11, 12]. NASA currently aims to lower
the risk of cancer with the policy As Low As Reasonably Achievable (ALARA) and quantifies
it by Risk of Exposure-Induced Death (REID). For the ISS mission and future interplanetary
space travel the probability threshold for REID is set to 3% [13]. Radiation can also affect
the immediate and long-term health of astronauts with other conditions than cancer. It can
damage the central nervous system and cause radiation sickness such as fatigue, vomiting
and nausea [12].

2.2.3 CME

A CME is a significant release of plasma from the solar corona, producing magnetic fields.
CMEs often follow solar flares and can accelerate up to several million kilometers per hour
in an explosion and contain billions of tons of matter. While the radiation in the form of SEPs
travels through the solar system at a fraction of the speed light, the particles and magnetic
disturbances from the CME are traveling much slower and can take three to four days to reach
Earth. The plasma clouds and magnetic fields released can erupt in any direction, impacting
planets and spacecraft in its path. If a CME reaches Earth it can affect Earth´s magnetosphere
and thus give rise to a geomagnetic storm. If the clouds are aimed at Earth it might affect
life on Earth with aspects such as overloaded electrical systems, which can lead to trouble
with communications signals and blackouts in navigation. If the energetic particles funnel
into near-Earth space and react with oxygen and nitrogen they can give rise to the Northern
and Southern lights[14]. An example of a well known CME is the Bastille Day event, which
is further described in Section 2.2.4.

The dangers of a great CME rise with higher altitudes, but people on Earth are protected
by Earth´s magnetic field and atmosphere.

2.2.4 Bastille Day Event

The Bastille Day event was a powerful solar flare observed by Voyager 1 and Voyager 2 in the
distant heliosphere [15]. The solar flare occurred on July 14th, 2000 during solar maximum,
the period in which the number of sunspots increases to a maximum during the 11-year
solar cycle [16]. With the flare followed a CME, which directed billions of tons of electrically
charged particles and magnetic energy towards Earth, initially traveling at a speed of „1800
km/s [15]. The Bastille Day event is one of the largest CMEs recorded yet [17] .

2.3 SPE Threat Assessment Tool

The SPE Threat Assessment Tool, referenced as STAT, is a tool developed by Predictive Sci-
ence Inc. and the University of New Hampshire [18]. It is designed to model SPEs driven by
CMEs by coupling a MHD model and focused transport solutions.

7



2.3. SPE Threat Assessment Tool

The STAT is a model that utilizes the Magnetohydrodynamics Around a Sphere (MAS)
model and the Energetic Particle Radiation Environment Module (EPREM).
The EPREM is a part of the Earth-Moon-Mars Radiation Environment Module (EMMREM).
The EMMREM is a tool for energetic particle fluxes and radiation doses prediction in the
inner heliosphere [19]. When nodes are carried out by the solar wind the EPREM traces
these individual nodes along magnetic field lines and solves the equations for the energetic
particle transport in the not comparable field aligned grid, which includes the propagation
and acceleration of the particles in the magnetic fields [20].
The MAS model is a model with the aim to study the physical dynamics of the background
solar corona [21]. As it simulates the magnetic field, it is used as input to the EPREM, which
then simulates the energetic particle transport of the event. The coupling of the two models
in order to simulate the acceleration of a SPE is a recent effort, but the development of the
MAS model spans over several decades [18, 21].
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3. Related work

OpenSpace is designed to visualize space weather, this includes CMEs, which have been
visualized in several ways before in the form of field lines and volumetric rendering. A past
thesis work which visualized the Bastille Day Event is described briefly with context to how
it relates to this thesis. Another relevant aspect is the user experience since it would not be
possible to interact with the visualizations in OpenSpace without a user interface. Therefore
previous work such as the integration of a graphical user interface will also be mentioned.

This thesis work is made possible by previous research and implementations done by
OpenSpace developers and past thesis students [22, 23, 24].

3.1 CMEs visualized with OpenSpace

As mentioned in Section 2.2.3 there are several physical aspects that occur during an event
that is of interest to visualize. Previous research and implementation has been done with
OpenSpace to visualize CMEs, in order to provide knowledge to the public about the phe-
nomena [25, 26].

The data and visualization of the SEPs detailed in this thesis paper will work as a com-
plement with the visualization of the MAS model done as a past thesis work by Berg and
Grangien. Their work aimed to visualize the density burst of the plasma and the magnetic
field lines of the Bastille Day Event. Since the STAT model described in Section 2.3 utilizes
MAS as input and describes the same event, it is closely related. However, the visualization
techniques used for the MAS model is quite different. It relies on volumetric rendering and
field line rendering which is not used in this Master´s thesis work. The EPREM has been visu-
alized before, but it has not been visualized in an interactive 3D environment, and it has not
yet been implemented in OpenSpace. The MAS model is visualized by field lines reaching
up to 30 solar radii outwards and the EPREM consists of data with nodes going as far as 3
AU out from the Sun, which equals about 642 solar radii.

3.2 User experience in OpenSpace

Some of the previous thesis work within the scope of OpenSpace has been focused on im-
proving the user experience of the software. One work in particular that is relevant for this
thesis is the one done by Eskilson, which worked on integrating a graphical user interface
(GUI) to work in a web browser and as a renderable GUI in OpenSpace [27]. The integrated
GUI helped this thesis work by providing a rapid development environment, where different
properties could be tested easily. It also provides a flexible way to implement features for user
experience. Primarily the use case relevant to this thesis work has been the ability to inter-
actively change the way the data set is visualized within OpenSpace, giving as much control
to the user as possible. It can also be utilized when presenting OpenSpace to an audience,
masking the GUI but having the same controls it provides on a web browser or in another
window. This possibility was used during the events with AMNH to control the parameters
in the web browser, as to not obstruct the view of the visuals for the audience.
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4. Visualization of the STAT model

The implementation and methods used to create the interactive 3D-visualization of the
Bastille Day Event will be described further in this chapter. A great understanding of the
phenomenon and data set is needed to be able to put together useful and purposeful fea-
tures for adjusting the visualization. The data conversion is needed as the data set had to be
processed for real time rendering in OpenSpace. While multiple visualization techniques are
implemented to provide an appealing live stream event adapted for both the general public
and individuals well versed in space physics.

4.1 Data format and conversion

The data provided is integrated particle fluxes interpolated onto a 3D cube in spherical coor-
dinates and integrated particle fluxes on the EPREM nodes. Each node acts as a data point
for detecting the flux value at that position and time step.The nodes are distributed by a Lan-
grian distribution function and could be considered as detectors of integrated flux. The nodes
are connected by a stream, with each stream containing 2000 nodes. The data set is divided
in three different NOAA GOES energy bins. The energy bins are >10, >50 and >100 MeV, the
flux is of the unit Ions s´1sr´1cm´2. Figure 4.1 shows the flux values measured by GOES
during the Bastille Day event, which has been used to validate the results in the simulation
[18].

The data set´s original format is in HDF4, a format commonly used for scientific data
sets. However, HDF4 files are not supported in OpenSpace, therefore it was converted to
suitable JSON format which made it possible to parse data into OpenSpace. The conversion
was done using a Python script that could load in the binary HDF4 files and create JSON files
as output. Furthermore it provides data in an easy to read format in order to gain broader
understanding of the data set. The data set consists of 275 non-uniform frames spanning
over a time period of 11 hours and 10 minutes. The main purpose for the non-uniform time
frames is to save computation, which is done by having larger time steps whenever there are
minor differences in the simulation i.e. before and after the eruption. Consequently a smaller
time step is used during the most eventful time period, the eruption of the CME. In addition
to the HDF4 files containing data points, a file describing time conversion was given with
the corresponding timestamp in fractional days format. Each new JSON file was named by
converting the timestamps to ISO 86011, utilizing loading of files in sequence.

The nodes positional data was given in spherical coordinates, which was converted to fit a
cartesian grid in OpenSpace. Equation 4.1 shows the conversion, with ρ converted to meters
from AU.





x = ρ sin θ cos φ

y = ρ sin φ sin θ

z = ρ cos φ



 (4.1)

1ISO 8601 - An international standard representing date, time and time interval
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4.1. Data format and conversion

(a) July 11th to 14th, 2000

(b) July 13th to 16th, 2000

Figure 4.1: GOES proton flux before and during the Bastille Day Event. Credit: NOAA
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4.1. Data format and conversion

When reading data for handling and rendering points in OpenSpace, two methods were
introduced, loading in the data dynamically and statically. The dynamic loading method
provided the option to test things fast but had issues whenever the simulation time in the
software coincided with a new timestamp. Consequently, all the data points and values had
to be reloaded for that specific time frame. Therefore the scene would appear to be com-
pletely reloaded which produced an interruption in the flow of the visualization. The static
loading method was to load in every node for every time frame during initialization of the
software. Since the data set is large and parsing of JSON documents is a slow operation,
the initialization process was slow. The data set consists of 76500 nodes for 275 time frames,
where each node is represented by ρ, θ, φ and a flux value. This resulted in more than 832
million values that needed to be parsed and saved into RAM memory. However, the static
loading method did have the advantage that the simulation ran smoothly with a more stable
frame rate. A method to fix the problem of a slow initialization time is to parse all the data
as a preprocessing step and save it in a binary format. This was done which significantly
lowered the loading time and made it the preferable method. A pipeline for the data process-
ing was made for future data sets of different SPEs. Figure 4.2 shows the process, where the
binary format will be used in the case that it exists. In the case that it has not been created yet,
the JSON files will be parsed and the binary files will be created which will automatically be
loaded in the next time the user runs OpenSpace.

Furthermore a new higher resolution data set was provided a few months into the project
with the same amount of nodes per stream but with 864 streams instead of 384. This further
emphasized the importance of effective data loading, since the number of values is over 1.9
billion in contrast to the 832 million values before.

As the data set has been converted and loaded into OpenSpace, the nodes can be rendered
as points in 3D space using OpenGL.
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4.2. Filtering

Figure 4.2: Flowchart for data conversion and handling

4.2 Filtering

With a large data set of nodes, multiple filters are required to easily sort the nodes and to
observe the data in a desired way. Several methods were implemented to filter the data, firstly
spatial filtering which allows the user to filter by a minima and maxima in every axis of the
3 dimensional space. Another way of filtering is by radius from the Sun, with a minimum
radial bound and an upper radial bound. The spatial filtering allows the user to focus on
specific angles or viewpoints of the event.

There is also interest to only show the streams propagating close to Earth, effectively only
viewing certain subsets of streams.

The data set as mentioned in Section 4.1 consists of a lot of nodes which provided some
difficulties as they are packed closely together. Even though OpenGL was used to draw out
every node separately as points they would appear to be several lines coming out from the
Sun. By introducing another filtering method, consisting of only rendering every n:th node,
the nodes would appear as separate points and not lines. The method relies on using modulo
together with the built in gl_VertexID in OpenGL. gl_VertexID returns the index of the vertex
being drawn, in this case the index of one specific node since every vertex coincides with
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4.3. Methods to differentiate nodes near Earth

each node. The modulo operation is then used in order to decide if the variable n is a factor
of the vertex index. If n is 2 then every second node is shown, if n is 10 then only every 10th
node is shown. Every data point of the data set contains information about the position of
the node and the scalar value of flux. The flux value is given in log10 scale, so a value of 3
would correspond to 1000 Ions s´1sr´1cm´2.

Higher flux values means higher risk of radiation, therefore it is meaningful to show spe-
cific levels of flux. A filtering method based on the flux value was introduced where the user
can control the alpha value of nodes with lower flux values. The alpha value is the fourth
variable of RGBA color, effectively controlling the transparency value. By lowering the alpha
value to 0 the nodes would be discarded and not shown, giving the user control to only show
nodes with high flux values. Some filtering methods to differentiate nodes near Earth are
described in Section 4.3.

4.3 Methods to differentiate nodes near Earth

To be able to differentiate nodes close to Earth, focus-in-context methods were added. These
include multiple color tables and size scaling on nodes, both methods depending on the dis-
tance from Earth. The different color tables are used to make it easy to distinguish specific
nodes at first sight, nodes close to Earth have the CMRmap, while the remaining nodes show
in a black and white color scale. The size scaling method is more focused on perspective,
letting the size of the nodes be scaled by distance. Nodes further away from Earth are small
while increasing the size as nodes get closer to Earth. Both of these enhanced methods can
also be added together.

4.3.1 Flow

To create an understanding of the course of events, a flow was simulated on a subset of
streams close to Earth. Since the majority of the nodes in each stream are stationary, it is
not possible to follow a specific node´s movement or trace its path. The flow was simulated
by continuously drawing nodes with respect to time and specific gl_VertexID, it visually dis-
played movement in each stream with constant velocity.

Different methods were explored to make the velocity of the nodes variate, such as differ-
ent interpolations, dependent on time, spacing etc. However, since the nodes are not moving
the change of velocities in different sections of each stream makes the transitions of velocity
change harshly. This did not give the impression that it was the same node that was moving
with the flow, instead it looked like the flow appeared and disappeared in different sections
of the stream.

Since the data set does not provide particle traces, the flow would not correspond to the
actual velocity of the nodes. Hence, it might misrepresent the actual relationship between the
CME eruption and the particles. It was decided that it was enough to keep the nodes´ visual
motion during eruption as changing colors to show the flow of the flux values.

4.3.2 Shapes and pulse

To further differentiate nodes near Earth the node appearances were changed in the form of
different shapes and motions. Each vertex is represented as a square with a two-dimensional
vector P [0, 1]. It is possible to change the appearance by selecting different parts of the square
to remove. Figure 4.3 shows the representation of each node vertex, with each corner mapped
to an end point of the square with the axis s and t. Equation 4.2 is used to draw circles instead
of squares, as the length can be utilized with a threshold to only show values within a radial
boundary.

length =
b

(s ´ 0.5)2 + (t ´ 0.5)2 (4.2)
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4.4. Transfer function and colors

Figure 4.3: Representation of each node vertex

A function similar to a Gaussian distribution function is used to produce a radial gradient
on the node and an outline is drawn on the upper radial boundary of the node, utilizing
the length measurement from Equation 4.2. Equation 4.3 shows the function to produce the
radial gradient, with α as the fourth variable in the RGBA vector. The parameters were tested
experimentally and could be altered dependent on what appearance is desired.

α = e
´length2

0.08 (4.3)

The motion is a slow pulse, implemented by getting the fragment shader not to write to pixels
within a radial range dependent on time with a modulo calculation. The amount of nodes
to change with the different appearance is adjustable with a threshold which scales with the
radius distance from Earth. This is decided by looking at the euclidean distance from each
node to Earth. If the distance is within the user specified threshold, the appearance of those
nodes change depending on the method chosen.

4.3.3 Shading

There are a lot of objects in the scene if all streams are shown, so it is especially important to be
able to distinguish the position of the planets and astronomical bodies to better understand
the location and perspective in space. In order to highlight the relevant planets and astro-
nomical bodies, such as Earth and the Moon, the shading is removed by artificially placing
the Sun behind the observer, removing shading textures and illuminating the planets.

To emphasize nodes close to Earth, the alpha value of nodes further away from Earth can
be adjusted with a filter. By making the nodes further away semitransparent and illuminating
the nodes close to Earth, it makes it clearer and easier to differentiate what is important in the
scene among all the clutter. The semitransparent nodes in contrast to the fully transparent
nodes provide depth cueing and directs the viewer´s attention to the region close to Earth. It
is also possible to adjust the amount of nodes to be illuminated by filtering by radius distance
from Earth, the same filter is used to decide the change of appearance mentioned in Section
4.3.2.

4.4 Transfer function and colors

The colors of the nodes change during the course of events. This is of great importance
since the color changes are the only visual attribute that represents the velocity of the SEPs,
since the nodes are mostly stationary. The different colors displayed on each individual node
represent the nodes flux value, which can also be seen as proton intensity.
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4.5. Features by camera position and perspective

The transfer function determines the color and the alpha value for every node, based on
linear ramps between user-specified control points. The color is represented using RGBA,
a four dimensional vector. The 1D texture is encoded by the transfer function as seen in
Equation 4.4, with the domain as the scalar data value.

f (s) =









fr(s)
fg(s)
fb(s)
fa(s)









, fr(s), fg(s), fb(s), fa(s) P [0, 1] (4.4)

It maps one manually defined RGBA value P [0, 255] for each isovalue P [0, 1]. The RGBA
vector is converted to a floating point range P [0, 1] as the representation of color for the
vertex shader.

A color map was produced with colors derived from CMRmap [28] from Matplotlib, the
CMRmap contains several desired colors to showcase the node´s flux values. The choice for
the color map is supported by the scientists at CCMC to create a visually pleasing visual-
ization and for it to be intuitive for the general public to understand which nodes have low
versus high flux values. The lighter colors represent higher flux values, with white as the
highest flux value, while the darker colors represent lower flux values, with black as the low-
est flux value.

To create a better understanding of what the color represents, a color scale legend on the
side of the scene will showcase the corresponding flux value of the nodes´ color. The transfer
functions are exchangeable with the user defined paths. This has also been supplemented
with the user being able to adjust the minimum and maximum value of the color mapping
range. It is also possible to choose that the nodes will be colored uniformly.

The transfer function is predefined to be compatible with the pregenerated cut planes
described in Section 4.7, sphere slices described in Section 4.8 and color scale legend.

As mentioned in Section 4.3.3 it is relevant to be able to distinguish the position of the
planets and other astronomical bodies in the inner solar system. Therefore the planets and
other astronomical bodies trails are illuminated by rendering the color at full opacity with
high visibility and contrast. Other appearance properties changed are thicker line widths
and that the trail fades older points out slower.

4.5 Features by camera position and perspective

New perspectives can be explored by utilizing the camera´s position. It can be used in order
to provide a feeling of traversing a full system of nodes in space. Before this addition every
node was scaled uniformly or by some set of rules such as proximity to Earth or by the nodes
flux value. With the camera perspective, the size of the nodes scales with the distance from
each node to the camera position. The closer the nodes are to the camera, the larger the
size of the nodes. However, in close proximity to the Sun the nodes are closer together,
which makes it hard to differentiate the nodes in the clutter. Therefore the scale factor is
also proportional from the distance to the Sun by a radius factor. This is to make the nodes
even smaller when the camera is close to the Sun. The method is supplemented with three
thresholds, the maximum node size, the minimum node size and a distance factor which
controls where the tapering should take place in correlation with the camera position and the
node position.

4.6 Light travel

A method to show the concept of time and light travel is introduced to further emphasize
how these kinds of events might impact life on Earth. It also gives the general public a way
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4.7. Cut planes

Figure 4.4: Showing smoothstep curve together with gradient

to relate to the distance and the speed of which these particles travel. The SEPs are moving
fast, but not as fast as the speed of light. A flow from the Sun to Earth was made to illustrate
the speed of light with the correct velocity. To indicate that the speed of light differs from the
streams, the path from the Sun to Earth that the drawn points follow is transparent, and the
points´ constant repeated movement on the path is the only visible trait. The user can decide
to show a label next to the path to further indicate the intention of the moving points.

Equation 4.5 shows how the different points between Earth and the Sun were created,
where v is the normalized vector between Earth and the Sun, c is the speed of light and t is
time.

v ¨ c ¨ t = position. (4.5)

The user can decide if the light transmittance is shown as a complete line, a line with holes
between them or points. The vertices where the light is will be given a bright white color,
where the other vertices will be completely transparent or a shade of gray. This is decided by
using Equation 4.5 with t given by Equation 4.6, where t0 is the start of light traveling from
the Sun and t1 is the current simulation time.

t = t1 ´ t0 (4.6)

If the vertex is within a certain threshold distance of the calculated particle of light position
then that vertex will be shown.

The visualization was further improved by making it fade away by using the function
smoothstep. This allowed the particle of light to appear to be the brightest on the point
closest to Earth, with a gradually fading alpha value. The smoothstep curve together with
a gradient background is shown in Figure 4.4, where the red curve shows how a value will
be set between two edge values. The particle of light predetermined path is implemented by
using a set number of points from point A to point B, in this case Earth and the Sun. The
smoothstep function takes in three sets of parameters. Edge0, Edge1 and x, where the edges
are lower and upper boundaries and x is the lookup value. The lookup value is the distance
from the point position to where the particle of light has traveled at that time. Because of the
nature of the implementation some artifacts had to be taken in account for. In some instances
the reference particle of light position would be between two points, which would produce a
longer bright line. This was solved by only counting the vertex position close enough to the
reference point if it was also further away from Earth.

4.7 Cut planes

The other data set describing the same event plotted upon a 3D cube described in Section 4.1
was used to produce cut planes. By accessing specific planes of the 3D cube some 2D textures
could be generated. A Python script was implemented that produces a texture image for each
time step in the data set. The textures are produced with the resolution 1860x1848, since it
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4.8. Spherical shells

is limited by the resolution of the data set. Pyhdf was utilized to read in the data set, while
matplotlib and Python Imaging Library (PIL) were used for producing the textures. The same
CMRmap described in Section 4.4 was used as the color map for the cut planes. To illustrate
the volume and show the evolution of the CME, two planes are used with circular segments.
The first is the equatorial plane2 of the Sun, which is close to the projection of Earth´s orbit.
Most of the planets in the solar system have their orbit near this plane. The second is the
plane perpendicular to the equatorial plane and rotated towards Earth, which is called the
meridional plane. The plane is used to give the viewer another perspective and show the
progression of the CME. The two planes shown together gives the viewer a sense of a 3D
perspective with the use of 2D textures. The planes can be seen in Figure 4.5.

Figure 4.5: Equatorial and meridional plane

Every texture was named in the same format as the JSON files, with the date and time
in ISO 8601 format in the filenames corresponding to the actual time of the event. In this
way it is possible to release the texture and bind a new one to a plane whenever a new time
frame should be loaded. However, this impacted the frame rate, since every time a new
texture was to be applied, the image had to be loaded in from the disk and uploaded to the
GPU. A threshold for loading in textures was implemented, where no new textures would be
loaded if a loading process is already active. This improved the frame rate but also resulted
in skipped time frames when traversing through time quickly.

Another method to load the textures is to load all of them at the initialization of the soft-
ware. With the higher resolution data set and every other asset that is loaded into OpenSpace,
memory management had to be accounted for. Therefore the textures were loaded in, up-
loaded to the GPU and removed from RAM. By keeping pointers to the location of the tex-
tures, every new texture could easily replace the current active texture. This improved the
frame rate significantly, but made the requirement of the GPU memory higher as all textures
are loaded into VRAM3.

4.8 Spherical shells

Another method to visualize the volumetric data was to take shells of spheres within the 3D
cube. To do this, textures were produced in a similar manner as for the cut planes, but in this
case based on specific radius value and the whole θ and φ range with 1860x924 resolution.
Three spherical boundaries were chosen; orbit of Mercury, orbit of Venus and orbit of Earth.
The size of the spheres were decided by their orbital semi-major axis. Therefore the radii of
the shells were 0.38 AU, 0.72 AU and 1 AU respectively. The shells together with the cut

2Equatorial plane - The plane that is passing through the equator of a celestial body.
3VRAM - Video Random Access Memory, the graphical cards memory
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4.9. Measuring performance

Figure 4.6: Concept of sphere shells in wireframe format

planes produced a way to follow the volumetric data incrementally which produced a 3D
effect with the use of 2D textures.

The CMRmap described in Section 4.4 was used as the color map for the nodes, the cut
planes and the sphere shells. The simulation starts before the CME eruption which means
that the spheres will be given the color correlating to the lowest set value in the range, in the
case of the CMRmap, black.

Since the event is directed towards Earth, the opposite side of the Sun will be completely
black, because of the low flux values throughout the event. This was deemed not visually
pleasing since the background in the scene is an all-sky survey image of the Milky Way. This
was improved by making the lowest values transparent instead of black.

The sphere shells can be seen as three different layers, Figure 4.6 approximately shows the
proportions of the spheres´ shells. Since the sphere conditioned by Earth´s orbit is furthest
away, it is also the largest of the three. In order to not obstruct the view of the inner layers,
the outer layer´s opacity values were changed to allow light to pass through the object.

Furthermore the same solution for the sphere slices can be used to look at time varying
textures applied to the Sun or any other celestial body. For example, showing sunspots over
a long time period or images of the Moon´s surface.

4.9 Measuring performance

The performance of the implementation is an important factor to provide a visually pleas-
ing and engaging visualization. The tool used to measure the software performance was
Tracy Profiler, which is a real time frame profiler. It allows the user to sample each frame
and analyze render time as well as GPU and CPU usage. It can also provide information
about specific functions or blocks of code to measure aspects such as memory allocations or
execution time.

All the tests conducted to measure the performance of the implementation were done on
the same PC with the specifics shown in Table 4.1. All settings were kept constant between
the tests, such as position of the camera, simulated delta time and assets loaded in the scene in
order to measure with accurate results. All tests conducted rendered OpenSpace in full screen
with 1920x1200 resolution on the same monitor. Furthermore no other software applications
were running at the same time.
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4.10. Live events with AMNH

PC specifics Description

OS Windows 10
CPU Intel i7-8700 3.20 GHz
GPU NVIDIA GeForce RTX 2060
RAM 16 GB

Monitor resolution 1920x1200

Table 4.1: Specifics for the PC that was used to measure performance of the implementation

Each test conducted would let the visualization run for 3 minutes and the resulting mea-
surements such as render time is a calculated average for all the frames during that time. This
was used to look at individual aspects of the implementation such as loading time in order
to produce quantitative data about the performance. Another measurement for performance
is frames per second (FPS), which is calculated and written to the screen within OpenSpace.
For the dynamic loading of nodes using the JSON format it is not suitable to measure per-
formance with FPS. This is due to the fact that the FPS is not affected by the slow process
of parsing JSON files, since no parsing is done if there is already an active loading process.
Hence, it will give a false representation of the performance. The render time for the dynamic
loading of JSON files was calculated by looking at the average time it takes to parse one time
step of the data set. The average render time of each loading method is relevant in order to
produce the shows, since it is important to be able to showcase the propagation of the event
in a smooth manner.

4.10 Live events with AMNH

Two live streams were conducted together with NASA and AMNH. The first family-oriented
live stream named Astronomy Online: Solar Storms was streamed on YouTube using the live
streaming studio StreamYard. The software made it easy to connect with the audience by
showing and answering multiple questions asked in the live chat on screen. The stream was
free in order to reach a broad audience and make it accessible to as many people as possible.
The target group for Astronomy Online was primarily a younger audience with a basic level
of astronomy. Therefore the show was adapted to explain the complex phenomena with
analogies and background facts accompanying the visuals. The questions that were chosen
to appear on the screen were also at a fundamental level. The audience had the possibility to
fill out a survey after the event.

As developers of the visualization, the role in the first live stream was to control and nav-
igate the visualization while presenters talked about the visuals. With the presenter´s guid-
ance, different scenes were showcased by navigating through the solar system. The scenes
aimed to show specific aspects of the event required different sets of parameters for the visu-
alization. Multiple scripts applied to keybindings were created to allow a smooth transition
between the scenes and to hide or show certain visuals. One of the ways keybindings were
used was to interpolate opacity values over time when introducing or hiding elements, to cre-
ate a fade-in and fade-out effect. Another use case of the keybindings is related to managing
the simulated time in OpenSpace. Depending on the focus in the story and scene, different
delta times and time loops were required. This was useful since the event needed to be shown
focusing on different regions of the SPE, some requiring slower delta time and a shorter time
interval to allow more details to be seen. By applying scripts to keybindings, different loop
settings and several parameters for the visualization could be set instantly.

The second live stream named Frontiers Lecture: Simulating Risks of Solar Weather was ex-
clusive and required a ticket or a museum membership to be able to participate. The target
audience for the second live event was both individuals knowledgeable in the field of space
physics and people interested to know more about space weather phenomena. Because of
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4.10. Live events with AMNH

the more mature audience the event showcased a deep-dive exploration of space weather.
The stream was held on the cloud-based peer-to-peer software platform Zoom. The software
was suitable for the second show as a smaller number of participants was expected, as the
viewers were required to have a ticket or a membership at the museum. It was also a more
suitable software for interaction between the presenters and viewers, as the audience had the
possibility to join the presenters on screen with a video call to ask questions. The visuals were
shown by utilizing Open Broadcaster Software Studio and creating a virtual web camera as
the source.
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5. Results

The results of this thesis work is an interactive visualization of the STAT model implemented
in OpenSpace. This has included everything from data conversion to adjusting the appear-
ance of the visualization for specific target audiences. The project culminated in two live
streamed events with AMNH, which provided both qualitative and quantitative data from
a conducted survey. The measured performance in OpenSpace from the different data pro-
cessing methods is presented. Both the texture handling for the geometrical shapes and load-
ing methods of the node data set were compared. For both methods the static loading was
deemed to have the best performance for the purpose of the shows, with the binary format
for the node data.

5.1 Visualization of the STAT model

The figures in this section shows the visualization of the >100 MeV data set unless explicitly
stated otherwise. The visual results between the >100 MeV and the other energy bins is
negligible from a visualization perspective, since the same techniques are used for all of them.
The >100 MeV data set was used for the two events with AMNH and shows the level that
NASA is worried about the most, in terms of radiation exposure for astronauts.

Figure 5.1 shows a snapshot from Astronomy Online show. It displays how the protons
are propagating out with the magnetic field and density as the CME erupts, visually comple-
menting past work mentioned in Section 3.1.

Figure 5.1: Visualization of the STAT model as shown in Astronomy Online, complementing
the field lines and density visualization
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5.1. Visualization of the STAT model

5.1.1 Filtering

With 864 streams containing 2000 nodes each, multiple filtering methods and features are
needed to get different desired scene compositions. A couple of filtering operations can be
seen in Figure 5.2. Figure 5.2a shows all the streams in a uniformed color without any filtering
added to serve as a reference. Filtration in the x-axis is shown in Figure 5.2b, filtration in the
z-axis is shown in Figure 5.2c and filtration with a radius of 0.95 AU from the Sun in a top-
down view can be seen in Figure 5.2d.

(a) No filter applied (b) Filtration in the x-axis

(c) Filtration in the z-axis (d) Filtration by radius from the Sun

Figure 5.2: Filtering in different axes and by radius

The option to downsample the amount of nodes to render was useful for certain views. The
user has the ability to show more or fewer nodes dependent on different factors, such as the
nodes´ distance from celestial bodies, the nodes´ flux value or stream number.

Figure 5.3 shows the nodes visualized with the same size from a zoomed out view, with
different set values for downsampling. It is difficult to differentiate specific nodes with a
zoomed out view and every node being shown, as seen in Figure 5.3a. The nodes appear as
lines streamed out from the Sun when there is further distance between the camera and the
Sun, as the nodes look merged together.

Figure 5.4 shows the nodes close to the Earth-Moon system, visualized with the camera
perspective mode on with the same options for downsampling as in Figure 5.3.
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(a) Every node shown (b) Every 7th node shown (c) Every 20th node shown

Figure 5.3: View of the inner solar system displaying the downsampling of nodes

(a) Every node shown (b) Every 7th node shown (c) Every 20th node shown

Figure 5.4: View of the Earth-Moon system displaying the downsampling of nodes

5.1.2 Methods to differentiate nodes near Earth

Figure 5.5 depicts some of the visualization techniques used to differentiate nodes close to
Earth. To clearly show the appearance of the nodes in the Figure, only every 17th node is
rendered and camera perspective mode is on. This includes changed appearances on the
nodes in the form of shapes and shading. Figure 5.5a serves as a reference and shows the
default nodes without any modification made on the shape. All the nodes are shown with a
radial gradient in Figure 5.5b. Figure 5.5c shows the same radial gradient on the nodes but
with an outline drawn on the upper radial boundary of the node. For depth cueing the nodes
close to Earth are shown illuminated with the changed appearance, while the nodes further
from Earth are shown as hollow circles with lower alpha value to emphasize the critical nodes
close to Earth. The same settings for illuminance and lower alpha value is used in Figure 5.5d
but with the shape of all nodes being filled circles.
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5.1. Visualization of the STAT model

(a) Nodes shown as default squares (b) Nodes shown with radial gradient

(c) Nodes close to Earth shown illuminated with
an outline

(d) Nodes close to Earth shown illuminated as
filled circles

Figure 5.5: View close to Earth-Moon system, showing different appearances of the nodes

5.1.3 Transfer function and colors

The color map CMRmap was used to represent the flux values with the range from -2 to 4 in
log10 format, the color map can be seen in Figure 5.6. The color scale legend was made with
a transparent background, white outline and white text, as can be seen in Figure 5.7. Two
different color scale legends were made for the live streams to adapt to the live event´s target
groups. The legend shown in Figure 5.7 with the label Particle Intensity was created for the
first event Astronomy Online. While the other legend as can be seen in Figure 5.6 with the label
>MeV Proton Intensity was adapted for the Frontiers Lecture to provide information about the
energy channels, which was not necessary in Astronomy Online.

25



5.1. Visualization of the STAT model

Figure 5.6: Legend used in Frontiers Lecture

Figure 5.7: Legend used in Astronomy Online
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5.1. Visualization of the STAT model

Figure 5.8a and Figure 5.8c shows all the 864 streams each containing 2000 nodes applied
with colors with the help of the transfer function. The color map´s lowest value corresponds
to black and as can be seen in the Figure 5.8a and Figure 5.8c, most of the streams are black.
In Figure 5.8b and Figure 5.8d all the flux values below a certain low value are filtered and set
to fully transparent, since it is mostly insignificant and obstructs the view of the orbit trails
and the nodes with higher flux values.

(a) Zoomed out view of low flux value nodes
shown with the color map

(b) Zoomed out view of low flux value nodes
shown as fully transparent

(c) Zoomed in view of low flux value nodes shown
with the color map

(d) Zoomed in view of low flux value nodes
shown as fully transparent

Figure 5.8: Nodes with CMRmap

5.1.4 Camera perspective

Figure 5.9 shows three images of the same view, with different settings for the scaling of
the nodes. Figure 5.9a showcases the nodes with a uniform size. Figure 5.9b and Figure 5.9c
shows the effect of the camera perspective mode as the nodes are not uniformly scaled. Figure
5.9c has an additional setting where the scale factor is also dependent on radial distance to the
Sun, which Figure 5.9b does not. The feature for camera position and perspective provides
a depth perception and a sense of which nodes are closest to the camera. It is important as
the scale and positions of astronomical bodies in connection to the nodes might otherwise be
unintuitive.
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5.1. Visualization of the STAT model

(a) Nodes visualized without any scaling by camera position

(b) Nodes visualized with the camera perspective mode on, without the radial threshold

(c) Nodes visualized with the camera perspective mode on, with the radial threshold

Figure 5.9: The effects of the camera perspective implementation, as nodes are streamed
outwards from the Sun
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5.1. Visualization of the STAT model

A close up view of the visualization close to the Sun with the camera perspective feature
on, without radial threshold is further shown in Figure 5.10. The Figure displays the bundle
of nodes cluttered and why the camera perspective method requires the scale factor to be
proportional with the radial distance to the Sun.

(a) Side view of the nodes (b) Frontal view of the nodes

Figure 5.10: Displaying the issue with scaling of nodes close to the Sun

5.1.5 Light travel

Figure 5.11a shows the resulting visualization of the speed of light traveling in space. The
particle of light is represented by a white node with a gradually fading trail following behind
it. Figure 5.11b shows the speed of light traveling from the Sun to Earth, where the blue trail
represents Earth´s orbit.

(a) Particle of light indicator (b) The light traveling from the Sun to Earth

Figure 5.11: Speed of light represented by the particle of light indicator
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5.1. Visualization of the STAT model

5.1.6 Cut planes and sphere shells

The cut planes and sphere shells textures were produced with different set parameters such
as the color map range. All results shown in this section have the same range as seen in the
color scale legend in Figure 5.6. Figure 5.12 shows textures produced for the equatorial plane
from the same time step, with different energy bins and background options. Textures for
the spherical shell of Earth in the >10 MeV energy bin, with options for the background is
shown in Figure 5.13.

(a) >10 MeV (b) >100 MeV

(c) >10 MeV (d) >100 MeV

Figure 5.12: Textures of the equatorial plane for two different energy bins and option for
transparent versus black background
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5.1. Visualization of the STAT model

(a) Black background

(b) Transparent background

Figure 5.13: Sphere shell textures produced for Earth´s orbit boundary, in the >10 MeV
energy bin

For each plane and spherical shell 275 textures were produced, with each texture corre-
sponding to one time step. As time is simulated forward in the software the corresponding
texture will be applied. Figures 5.14, 5.15 and 5.16 show the course of events by the visual-
ization of the two planes.

Figure 5.14: The propagation of the SPE as seen in the equatorial cutplane

Figure 5.15: The propagation of the SPE as seen in the meridial cutplane
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5.1. Visualization of the STAT model

Figure 5.16: The propagation of the SPE as seen with both cut planes visible

Figure 5.17 shows the spherical shells as the SEPs reach the orbital boundaries. Figure 5.18
shows the spherical shells two hours after the initial eruption, with brighter colors in broader
regions as the flux has increased.

(a) Mercury orbit layer (b) Venus orbit layer (c) Earth orbit layer

Figure 5.17: Three radial sphere shells, just as the SEPs reach the boundaries

(a) Mercury orbit layer (b) Venus orbit layer (c) Earth orbit layer

Figure 5.18: Three radial sphere shells, two hours after the eruption

In Figure 5.19, the three spherical shells are shown together in two different views. The
regions are displayed with additive blending, while low flux values are set as transparent.
With additive blending the view of the inner layers will not be obstructed and the orbital
trails of the planets can be seen. The Figure displays the 2D textures applied to the spherical
shells, which shows how the particles are propagated out with the solar wind.
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5.1. Visualization of the STAT model

(a) Side view of the three spherical shells (b) Top-down view of the three spherical shells

Figure 5.19: Two views of the spherical shells together

However, the final implementation had some issues displaying the sphere shells and cut
planes together, even though the low flux regions were transparent. Figure 5.20 shows the
sphere shell of Earth together with the equatorial cut plane and the sphere shell of Venus,
with different blending options. The Figure displays the visuals around 2 hours after the
eruption and as can be seen in Figure 5.20b, without additive blending the orbital trails are
obstructed by the sphere.

(a) Sphere shell of Earth with additive blending (b) Sphere shell of Earth with 0.5 opacity

Figure 5.20: Sphere shell of Earth with blending properties between the equatorial plane and
sphere shell of Venus shown

The visualization of the event spans over a vast spatial area but also over a long period
of time. The cut planes and spherical shells can be shown incrementally, to focus on specific
regions of the solar system but also provide a complete overview of the event. This allows
the attention to be drawn to specific regions, starting with the inner layer; the spherical shell
of Mercury´s orbit. After the particles have reached the orbit of Venus, that spherical shell
can be shown. Lastly the Earth´s orbit spherical shell is shown to illustrate the spread of
particles. Figure 5.21 shows a setup with the equatorial plane shown and the different sphere
shells shown incrementally.
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5.1. Visualization of the STAT model

Figure 5.21: The propagation of the SPE as seen with a 3D perception with the use of 2D
textures

The regional spread of the event is difficult to differentiate without the interactive element
of the camera moving around the visualization. It is therefore a necessity to be able to see the
event from different viewpoints when several geometrical shapes are used. Figure 5.22 shows
the Venus spherical shell together with the equatorial cut plane, from a top-down view with
low flux values mapped to black.

Figure 5.22: The equatorial cut plane shown with sphere shell of Venus, low flux values
mapped to black
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5.2. Performance

5.2 Performance

In this section measurements such as frame rate, initialization time and memory management
will be compared between the methods. Table 5.1 shows the performance of the different
methods for data handling of the node data set, the frame rate is the same but as mentioned
in Section 4.1 the dynamic loading had problems with reloading of the nodes and it is not a
suitable measurement as mentioned in Section 4.9. The dynamic loading has a RAM alloca-
tion of 32 MB as it only allocates memory for one time step at a time. From the performance
measurement it can be seen that static loading of data in binary format produced the best
result.

Loading Method Static (JSON) Static (Binary) Dynamic (JSON)
Initialization time 40 min 15.62 s 517 ms
RAM allocation 9 GB 9 GB 32 MB

Frame rate 290 - 300 FPS 290 - 300 FPS 290 - 300 FPS
Render time (average) 32.33 µs 32.33 µs 8.7 s

Table 5.1: Performance measurements for different data adaptations to the node data set

Table 5.2 shows the performance measured using one cut plane. When showing both
cut planes and all spherical shells simultaneously using the dynamic method the FPS could
range from 20 - 100, sometimes creating delay in rendering. The static loading refers to the
method of loading in all the textures at initialization and uploading them to the GPU. The
static method improved the render time significantly, hence it is the preferred method.

Loading Method Static Dynamic
Frame rate 300 FPS 100 - 200 FPS

Render time (average) 516 ns 7.02 µs
Initialization time 24.6 s 495 ms

Table 5.2: Performance measurements for the equatorial cut plane

5.3 Live events with the AMNH

The first live stream Astronomy Online: Solar Storms took place on October 2th, 2020. The live
event was part of AMNH family oriented series, which have been hosted since the COVID-19
pandemic. The stream focused on displaying how fast solar radiation travels across interplan-
etary space, and how astronauts need to prepare for it as they journey back to the Moon and
beyond. The live stream provided the opportunity for the audience to interact with the pre-
senters by asking questions. During the stream multiple questions asked as a comment in the
live chat was shown and answered on screen. The questions that were not brought up on the
screen were answered in the live chat by scientists from NASA Johnson Space Center´s Space
Radiation Analysis Group (SRAG) and Predictive Science Inc. The live stream was guided by
solar astrophysicist and deputy director of the CCMC at NASA Goddard, Dr.Leila Mays and
the Museum´s director of astrovisualization, Carter Emmart. While Dr. Jon Linker, president
of Predictive Science Inc. and co-investigator on the NASA STEREO and SDO missions was
the main presenter for the second show. Multiple representatives from NASA´s SRAG were
available to answer questions in the chat. The first live stream was recorded, and a cut and
edited version of the event can be rewatched on YouTube1.

The audience had the possibility to fill out an anonymous web survey from AMNH
through a shared link. The survey contained both multiple choice questions and free text

1https://youtube.com/watch?v=iRt6rsYR_Sw
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questions. The result of the survey gave both quantitative and qualitative data of what the
audience experienced. Since the survey was designed and conducted by AMNH, it resulted
in some questions being adapted to help the museum´s marketing strategy. However, there
were several questions and answers regarding the show and the visuals. The visuals shown
were mainly the visualization from this thesis work, but it also included movies of observa-
tions done by NASA instruments and past implementations in OpenSpace.

Three days after the live event, a total of 61 people had submitted an answer to the survey.
No questions in the survey were mandatory, which means that the answers presented may
have different numbers of answers. All the multiple choice questions had the predetermined
answers on the scale from 1 to 5, with 1 being “Not at all”, 2 being “Only a little”, 3 being
“Somewhat”, 4 being “Mostly” and 5 being “Very much”.

The first question "Did you enjoy this program?" was a multiple choice question with 59
submitted responses. With 44 answering "Very much", the top of the scale, 12 answering
"Mostly" and 3 answering "Somewhat" on the scale. No one answered below 3, the majority
answered on the higher side of the scale, which is considered positive. The answers are
presented in a pie chart, which can be seen in Figure 5.23a. Another multiple choice question
was "How much do these words describe the program?". The words that were considered
relevant to help answer the research question of the thesis work were "Awe-Inspiring", "Great
Images" and "Exciting". A total of 61 answers for each word is presented in Figure 5.23. An
overwhelming majority of answers were on the higher side of the scale, which was considered
positive answers as the words "Awe-Inspiring", "Great Images" and "Exciting" are perceived
as positive words.

The question "What aspects of our online event worked especially well for you?" was an
open-ended free text question with 46 submitted answers. Out of those answers, 17 were
exclusively about the accessibility of an online event, questions and answer session, live chat
and streaming quality. The remaining 29 answers were positive responses of the software, vi-
sualization, graphics, piloting and the explanations and analogies to help understand difficult
science concepts. For this question 63% contained positive remarks about the visualization.
The opposite question "What aspects of our event did not work well for you?" collected a
total of 43 answers. With 29 of those answers being either comments that nothing was wrong
or praise of various kinds. Of the remaining 14 answers, the most common feedback was
not directly related to the visualization or presentation and rather issues with the streaming
platform, internet connection or requests for longer question and answer sessions. However,
there was a single answer that pointed out that they wished that the topic was explained to
be more understandable. The only response that mentioned the visuals in a negative way,
was a complaint about wanting to see a better view of the solar system and stars.
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(a) Did you enjoy this program? (b) How much does the word "Awe-Inspiring"
describe the program?

(c) How much does the word "Exiting" describe
the program?

(d) How much do the words "Great images"
describe the program?

Figure 5.23: Pie chart of the answers from the multiple choice questions

Further the survey registered that viewers attended from all around the world, it also
showed that there were several middle school and high school classes from around the United
States which attended. With a well planned marketing effort done by NASA and AMNH for
the Astronomy Online, the analytics from AMNH confirmed the peak concurrent viewers were
331, with 1011 playbacks during the broadcast.

The second live stream Frontiers Lecture: Simulating Risks of Solar Weather, the first online
hosted AMNH Frontiers Lecture took place October 21th, 2020. This event had a target group
of individuals well versed in science and therefore focused more on the scientific details. For
example, the same techniques applied to visualize the spherical shells were used to show
a time varying shell of the Sun in the EUV spectrum, which was not shown on Astronomy
Online. Figure 5.24 shows the applied texture for two different time steps together with the
magnetic field lines from the Sun.
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(a) EUV texture applied on the Sun and magnetic
field structure before the eruption occurs

(b) EUV texture applied on the Sun and magnetic
field structure as the eruption occurs

Figure 5.24: Displaying the EUV texture applied on the Sun in two time steps, with magnetic
field lines from the Sun

Except for the different target groups, another big difference at the second event compared
to the first event was the possibility to join the presenters on screen to ask questions. For
the Frontiers Lecture there were 151 attendees with most of the attendees staying the whole
presentation, with some dropping off at the time of the question and answer segment.
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6. Discussion

With multiple directives from NASA and AMNH it was required that many methods and
techniques were tested in an iterative way. It is a complex phenomena and challenging to
make it both visually pleasing and interesting, while still visualizing it in a comprehensible
way. Therefore the guidance of scientists and an art director was essential in the work pro-
cess. In this chapter, the results of the visualization and the methods and techniques used to
achieve the aim of the work will be discussed and evaluated in more detail. Multiple filter-
ing methods tested for differentiating nodes close to Earth is discussed and evaluated. The
aspect of simulating velocity for the SEPs is further discussed as well as choices made for the
2D textures applied to geometrical shapes. The performance of the implementation and some
further improvements is mentioned, as it might be important for the CCMC to show other
simulations.

6.1 Methods to differentiate nodes near Earth

With an SPE reaching Earth, it is crucial to emphasize its impact. By exploring different ways
to differentiate nodes near Earth, the most visually pleasing and intuitive visualization could
be made.

A method examined to create outlines on the nodes within a specific range was to first
render a larger node to act like the outline, then render the slightly smaller node over the
larger node. However, it was deemed inefficient since every node had to be rendered twice,
requiring more computing power. So instead of rendering nodes twice, the methods used
to create an outline and other appearance changes was to manipulate the fragments of each
vertex. Another method explored to differentiate nodes near Earth was to select a subset of
streams close to Earth. Techniques such as different colors, scaling and drawing lines between
the nodes in each stream in the subset were used to create a visual effect of a highway from
the Sun to Earth. Although this did not help visually with the distinction of nodes, as it
became cluttered with more visual elements to keep track of.

Other visualization methods to differentiate nodes near Earth were to explore different
shapes and motions. In the end it was decided to keep it simple by using the same circle
shape as the rest of the nodes. This was because of the large number of nodes, other shapes
and forms of the nodes did not necessarily mean better depiction of specific nodes and could
become cluttered. The motion needed to be a slow pulse, and not a strobe-like effect. The
visualization is primarily created to be used in an exhibition environment, so it was important
not to cause any disturbances or discomfort to the eyes, or for example triggering epileptic
seizures with flashing colors. The pulse was also subject to misinterpretation for the general
public, giving the impression of a meaningful behavior and movement of the nodes. Which
was also why it was decided to not be a part of the live events.

To make it more realistic OpenSpace illuminates and shades the planets depending on
whether the region is facing the Sun or not, as the Sun acts as the primary light source. Be-
cause of the size of the planets and astronomical bodies, they are only visible within a specific
distance in the scene in OpenSpace. When zoomed out, this makes it difficult to both show
and pinpoint the exact location where the visualization is currently shown in relation to the
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solar system. The method of placing the Sun artificially behind the observer to illuminate the
planets, works well in close range of the camera in OpenSpace. But did not solve the issue of
distinguishing the position of the planets and astronomical bodies to better understand the
location and perspective in space when zoomed out. The methods explored to solve the issue
included to either add an ambient light behind Earth and the Moon or to enlarge the planets.
However, this could be confusing and give the wrong impression of the perspective in space.
Since the purpose of this thesis is to adapt the scenes and data set in OpenSpace to be able
to pedagogically present a story to the general public, it was decided not to manipulate the
surroundings.

6.2 Light travel

There was still a desire to simulate movement to better understand the time perspective, but
since it was deemed unrepresentative to simulate a constant flow, a simulation of the speed
of light was created. The particle of light provides context to the viewer about both the dis-
tances between celestial bodies and the speed of propagating SEPs. By indirectly showcasing
a reference frame such as the speed of light, the speed of SEPs can be directly compared with-
out any information about the actual velocity of the particles. For someone not particularly
knowledgeable in the field of space science and the scales within the Universe, some perspec-
tive is needed. Humans can see the Sun from Earth but it is not possible to see the light travel
between the two points with the human eye. As mentioned in Section 4.6 there are several
different ways that have been explored for visualizing the physical concept. The decision
to visualize it as a fading line with colors white to black was a choice for several reasons.
Foremost, the particle of light indicator was not meant to take away attention from the node
visualization but act as a complement. Hence it was important to keep the light visualization
small but still distinguishable. The choice of colors was decided to be white and gradually
fade to black as it creates a visual effect of a bright particle in motion.

6.3 Cut planes and sphere shells

Blending between the spheres had to occur in order to not obstruct the view of the smaller
spheres when fully aligned. The additive blending did not work well as it discolored the
layers underneath when aligned, but it had the positive effect of not hiding the orbital trails.
This was useful in some views, but the effects of discoloring the inner layers could be so
severe that it would misrepresent the flux values. This is because additive blending combines
the colors aligned from the camera´s view point, which makes it possible that a color not
within the color map was shown.

By keeping the cut planes and sphere shells lowest flux value transparent instead of black,
the lowest color value in the color map, the form of the circular cut planes and the spheri-
cal shells were lost. This made the transition between the space background in OpenSpace
and flux values mapped to other values than black, look patchy. This mainly depended on
the low resolution of the image, which is emphasized when the transition is sharp. Yet the
transparency option was preferable as the scientists at CCMC deemed it to be more visually
pleasing and less confusing. With the transparency of the regions with low flux value and
lower opacity for the outer layers, the propagation of the SEPs could be seen simultaneously.

The orbits of the planets are not perfect circles, therefore representing it with an ellipsoid
instead of a circle might be more suitable. However, as seen in Figure 5.19 they are aligned
well enough to represent the region of the orbital trails visualized in this implementation.
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6.4 Performance

The final product of the implementation was to produce a visualization that could be shown
in a planetarium or as a live stream. Therefore the initialization time was not as important
as a fluid visualization with good and stable frame rate. The different methods for loading
in data and textures have their advantages and disadvantages. For debugging purposes the
method with the lowest initialization time might be the most advantageous, since compiling
and testing new code would be inefficient if the initialization time is long. Furthermore the
initialization time for the software should not be too long for users who want to utilize the
software and explore the phenomena for themselves. The memory requirements are also
something to take into account, especially for general user purposes.

The method that produced the best results overall was to load in the data statically at
initialization. For the node data the binary format was the best choice. This proved to be
much quicker but has the disadvantage that manipulation or changes to the data is difficult.
The binary format for the nodes was essential in order to have a good visual representation
of the simulation without lag. It also made it possible to change data set by energy bins
during run time. With the JSON format it would take roughly 2 hours to parse all of the
data for all three energy bins and the RAM requirement would be upwards to 30 GB. The
RAM requirement would be the same in the binary format but would only take „45 seconds.
Furthermore, the measurement of FPS is non-representative for the performance of the JSON
format implementation. The frame rate is kept high as new data will not be loaded in, if there
is an active loading process. With a render time as shown in Table 5.1, calculated by how long
it takes to parse data for one time step, it would mean that several frames would be skipped.
The method also had an issue with nodes disappearing and reappearing when reloading the
scene. This could have been solved by only updating the vertex buffer when the parse was
completely finished. However, with a loading time of 8.7 seconds it would still be insufficient
to show in a visually pleasing way. It would also misrepresent the event as many time steps
would be skipped. The fastest delta time used for the shows was 15 minutes/second. This
would mean that for each time a new time frame was loaded, the simulated time would have
passed 2 hours already, essentially missing the whole propagation of the event.

For the 2D textures it was important to load in all the textures at initialization of the soft-
ware for a visually pleasing show. However, this made the initialization time substantially
longer as presented in Table 5.2. The loading time for each cut plane or sphere shell were
„25 seconds, which means that loading in textures for them all takes „2.5 minutes. For more
general purposes where the frame rate is not as important the dynamic loading of textures
would work well.

In order to lower the memory requirement some more data processing could have been
made. One method could be to downsample both the textures and the node data, either by
a temporal or a spatial downsample. For the node visualizations around half of the nodes
will have the same low flux value throughout the simulation, since the CME propagates out
in a cone formation. Furthermore, the issues of the performance were not as apparent when
working with the lower resolution data set, provided at the start of the project. Therefore if
the requirement of RAM or other hardware components poses a problem, a subset could be
used. Downsampling by streams in some algorithmic way or parsing in less nodes per stream
could be done as a preprocessing step. A temporal downsample could also work, since the
most relevant time to show the flow of the SPE is at the start of the event. Therefore the option
to only load in a certain time interval or remove some time frames could be useful.

The data handling could be improved, while the data from the JSON files are parsed it
is also converted to cartesian coordinates, something that could be made as a preprocessing
step. However, it would still be significantly slower than to use the binary format. Further-
more, the dynamic method of loading in the node data set was not tested with the binary
format. This could also be a solution for RAM issues, since that method utilizes loading in
data frame by frame.
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6.5. The work in a wider context

Although the broader goal of OpenSpace is to be accessible to the general public, specific
scientific visualizations are deemed acceptable to require better hardware.

6.5 The work in a wider context

The work conducted seeks to bring attention to a natural phenomena regarding space
weather and the risk of interplanetary travel. The work as such can also affect the viewpoints
and future work regarding forecasting and information about the risk and impact of SPEs.
It is therefore important to accurately depict the simulation in the visualization. It is also
important to note that the simulation is based upon observations and physical models which
introduces a lot of uncertainty. This uncertainty coupled with the visualizations provides a
need to have some text or speech to make that explicit. However, since the visualization was
created for an exhibition environment, this was not needed.

The most relevant aspect of this work in a societal sense is related to the effort of predicting
solar activity. Being able to forecast and understand events similar to the Bastille Day Event is
important to avoid radiation exposure, damaged equipment and consequences to everyday
life. The work conducted in this Master´s thesis does in no way add to the forecasting abilities
of the Sun´s activity. It was made with the purpose of further informing the public about
space phenomena. However, the interactive elements given to the user of the software could
be used to show an inaccurate picture of the simulation. Since OpenSpace is an open source
software the possibilities to hinder that behavior is limited.

6.6 Future work

The implementation of the STAT model for the Bastille Day Event has been described in this
report. Many of the choices made and visualization techniques used has been adjusted for
this particular data set and for the live events with AMNH. Although the majority of the im-
plementation details will work well with another simulation of the same model, some future
work could be made for scalability and usefulness. For example, one of the goals for CCMC
is to use OpenSpace more for research and demonstration purposes. One of the ways to make
that possible is to make OpenSpace less dependent on developers for implementation of new
data or models. The data processing and conversion described in this report is not a stream-
lined process. It would require some knowledge about the data set and the scripts in order to
load in another simulation of a SPE into OpenSpace.

Furthermore, the dynamic loading method of handling the data was only tested with
the JSON format. If the binary representation of the data set would be split into one file
for each frame it would put less requirement on RAM. This could be important for future
implementations, for example with a new data set with higher resolution or multivariate
data.

Lastly, the node visualization did prove to have some issues when rendering OpenSpace
for projections that is different than on a flat screen. In a dome setting, where OpenSpace
is rendered by multiple projectors, the nodes would no longer be rendered as circles but as
ellipses. This would also create an effect of double vision on the projected nodes on the side
regions. This is because when multiple projectors cover an area, there are multiple screen
planes. For future demonstrations in a dome setting this would need to be solved for a vi-
sually pleasing experience. Future work would be to orient the node planes related to the
normal between the center of the node and the view position, to solve the stereo projection
problem.
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7. Conclusion

The aims of the work have been achieved by developing and expanding OpenSpace with
multiple visualization techniques for the space weather phenomena and expanding the li-
brary of supported space weather models with the STAT model. With this, it can now be used
to a greater extent and be more accessible for scientists, while creating a wider exploration
environment for the public.

What visualization techniques are needed to visualize the propagation of a Solar Particle

Event, in order to provide comprehensible information to the general public?

The vast scale of objects in the solar system and the complexity of this phenomenon requires
many techniques and methods to be visualized in an understandable way. There are no trivial
methods to visualize the whole course of events. Different viewpoints and time intervals
requires different visualization adjustments, depending on the region and aspect of interest.
The visualization techniques used to show the eruption close to the Sun, should not be the
same as the techniques that illustrate the radiation risk associated with interplanetary travel.

By using the filtering methods described, it was possible to make nodes with low flux val-
ues transparent. This allowed the nodes to seem as though they appear when the CME erupts.
In reality the nodes are already present, but since the protons have not been accelerated by
the CME yet, all the nodes will have low flux values. The nodes appearing from a transpar-
ent state and the colors of the nodes changing as the intensity increases, provides a sense of
propagating particles. With an overview of the whole solar system the nodes should be kept
uniformly scaled. The distance between the visual elements in space is important since it
might be unintuitive for the general public. In order to give depth cueing when traversing
through the solar system and the nodes some scaling is required. Without this scaling it is
difficult to differentiate which nodes are close to the camera and which is far away. The con-
clusion was drawn that the nodes would need to be scaled by the distance to the camera. It
was also necessary to include the radial distance to the Sun of the nodes in the method, since
otherwise it would become cluttered.

In conclusion, the visualization needs to be adjusted to fit the certain view and focus.
To show the propagation of the events filtering methods and transparency is important. To
provide information about the location of nodes in relation to celestial bodies and the camera,
proportional scaling is needed.

Which aspects are important in order to produce and navigate a visually pleasing and

engaging show of a Solar Particle Event reaching Earth?

The trivial aspect in making a show of a Solar Particle Event visually pleasing is soft shapes
and colorful high contrast nodes. But the performance of the implementation is also an im-
portant factor for how pleasant the visualization is to look at. It is important that the visual-
ization does not have frame rate issues as that interrupts the flow of the visuals. Therefore
data processing and handling is essential for real time rendering when working with a large
data set.
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Another important aspect to produce and navigate an engaging show is the interactive
element. As everything is happening live and interactively it creates engagement for the
audience. With a prerecorded video there is no room for error, whereas in an interactive live
environment anything is possible. This is both positive and negative, as in a prerecorded
video you can not show anything else than what is already recorded. With the interactive
element, the audience could ask questions about something that would need to divert from
the view currently shown. This also further improved the engagement factor, as the audience
themselves could ask about something they found especially interesting.

By having an outline of what to show it is possible to create keybindings for the purpose
of a seamless transition. This is important because of the interaction with the presenters, as
they would instruct what to show next. To make it visually appealing many of the transitions
made was seamless, with fade-in and fade-out effects. It is also important to provide a back-
ground of what the viewers are seeing and why it is being shown. As the colorful nodes burst
out quickly into space some information related to Earth is important. Radiation risks for in-
terplanetary travel and possible damages to satellites is information to make the audience
further engaged with the region around Earth. The presenters talked about the visualization
and what the audience was seeing, as they explained the science behind it and the possible
effects of a SPE reaching Earth.

What is visually pleasing and engaging is a subjective assessment, so two different
sources of input were used to evaluate the mentioned aspects. The first input being the over-
all impression from the survey presented in Section ??. The survey shows that the majority of
answers for the multiple choice questions are on the positive side of the scales, while the free
text answers mostly contained praises regarding the visualization. The second input being
continuous feedback from scientists and an art director deeply involved in the work with
expertise in the field. From these two sources, the conclusion could be made that the show
achieved to be both engaging and visually pleasing.

How should information about the effect of a Solar Particle Event be rendered in real-time

in 3D space, in order to emphasize the impact on Earth?

The main focus was to draw attention to the region and make it distinguishable to the rest of
the nodes. The work process was iterative and dependent on several factors, such as what
shape and color map were used for the rest of the nodes. The most appropriate way was to
place the camera close to Earth with the Sun in frame and show every node as filled circles.
The nodes which were not within a certain distance to Earth were both more sparse and
had a higher transparency. The nodes close to Earth would be more tightly packed together
and be opaque. The nodes were downsampled since showing the nodes separate provided
a stronger feeling of how close they are to Earth. Talking about how close this event came
to Earth and simultaneously highlighting the region of interest directs the viewer´s attention
and provides depth cueing. It shows the bundle of nodes streaming towards Earth.

In conclusion, it is important to be able to distinguish nodes close to Earth and pro-
vide depth cueing. Highlighting and changing the appearance of those nodes, as they are
streamed out towards Earth in a fast manner shows why we need to be aware of the phe-
nomenon.

How can the speed of the Solar Energetic Particles be illustrated without any information

about velocity in the data set?

The speed of the SEPs is important to illustrate since it is one aspect why measures to pro-
tect astronauts and vulnerable systems are so difficult. There was no information about the
velocity of the SEPs in the provided data set and the nodes were mostly stationary. Focusing
on changing the appearance of the node visualization with methods such as simulating flow
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proved to be unrepresentative. In reality, the particles are not moving at a constant speed and
methods to alter the speed would create artifacts.

Therefore an alternative approach was deemed more appropriate, which relies on several
aspects of the visualization. The propagation of the SPE as showcased with initially transpar-
ent nodes and the color change is relevant to illustrate the flow of the event. However, this
does not provide any information about the velocity and associated difficulties with SPEs.
The main approach is to showcase the speed of the propagating event by comparing it to
a reference frame; the speed of light. This allows the indirect illustration of speed with the
particle of light as a complement to the propagating node visualization.

Furthermore, the particle of light traveling from the Sun is directed toward and reaches
Earth. This indicates how quick the first sign of an eruption possibly could be detected by
Earth-based instruments while simultaneously illustrating how far the particles has reached
at that point. This further emphasizes the effect of an SPE and the impact it has on Earth.

The proposed solution to illustrate the speed of the SEPs was to show it indirectly, with
the speed of light visualized as a reference.

How can 2D textures produced from a volumetric data set be used to visualize a Solar

Particle Event in a 3D environment, showcasing specific regions of the inner solar system?

The visualization techniques for the nodes aim to look at specific scenes and emphasize cer-
tain aspects of the event. It is constrained by the structure of the data set and the positions of
the node. A volumetric data set can be utilized to look at specific regions of the inner solar
system to gain further appreciation of the event. Selecting certain regions of the volume and
illustrating them with 2D textures applied to geometrical shapes was a useful visualization
technique. The method was to apply textures to two geometrical shapes; plane and spheres,
but could in theory be utilized with any representation of a volume within the data set. Se-
lecting appropriate regions, such as the two perpendicular planes, provides a 3D perspective
with the use of 2D textures. It visualizes the SPE as it is streamed outwards from the Sun and
shows the vast scale of the event both horizontally and vertically. Furthermore, the represen-
tation of orbital regions by sphere shells showcased the vast region of each orbit, indicating
how each planet could be affected by a SPE. The choice to make the parts with low flux values
transparent makes it possible to view the inner sphere shells at the same time. This showcases
the SPE in different regions of the inner solar system simultaneously.
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