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Abstract

Engine control systems aim to ensure satisfactory output performance whilst ad-
hering to requirements on emissions, drivability and fuel efficiency. Model pre-
dictive control (mpc) has shown promising results when applied to multivariable
and nonlinear systems with operational constraints, such as diesel engines. This
report studies the torque generation from a mean-value heavy duty diesel engine
with exhaust gas recirculation and variable-geometry turbocharger using state
feedback linearization based mpc (lmpc). This is accomplished by first introduc-
ing a fuel optimal reference generator that converts demands on torque and en-
gine speed to references on states and control signals for thempc controller to fol-
low. Three different mpc controllers are considered: a single linearization point
lmpc controller and two different successive lmpc (slmpc) controllers, where
the controllers are implemented using the optimization tool CasADi. The mpc
controllers are evaluated with the World Harmonized Transient Cycle and the re-
sults show promising torque tracking using a slmpc controller with linearization
about reference values.
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1
Introduction

This thesis focuses on linearization based model predictive control (mpc) of a
heavy duty diesel engine with exhaust gas recirculation (egr) and variable-geometry
turbocharger (vgt). The following sections introduce the problem of interest.

1.1 Motivation

Diesel engines must meet increasingly stricter emission requirements while also
satisfying requirements on drivability and fuel efficiency. Control systems aim to
ensure satisfactory output performance whilst adhering to the requirements and
input constraints. Model predictive control has shown promising results when
applied to multivariable and nonlinear systems with operational constraints, such
as diesel engines [21].

Model-based control techniques, such as mpc, take advantage of models – which
entails that more time can be used to calibrate models instead of calibrating tra-
ditional controllers. This is especially advantageous when working with physics-
based models, that is where the model correctly represents the input-output rela-
tionship, as it results in greater understanding of the control process.

Heavy duty diesel engines with egr and vgt have tricky system control proper-
ties such as non-minimum phase behaviours, overshoot, sign reversal and cou-
pling [24]. A mean-value model of the heavy duty diesel engine is used to inves-
tigate and evaluate linearization based mpc design using the World Harmonized
Transient Cycle (whtc) as test cycle. The model facilitates swift and cheap test-
ing asmpc can be implemented in MATLAB and Simulink using the optimization
tool CasADi.

1



2 1 Introduction

1.2 Aim

This master thesis will focus on torque generation from a heavy duty diesel en-
gine with egr and vgt using linearization based mpc. The aim is to minimize
fuel consumption through the added fuel power %f. The minimization should
still provide the required engine torque, "e, given a known engine rotational
speed, =e, and desired torque, "desired, as shown in Figure 1.1.

ICE
=e

%f
"e

"desired

Figure 1.1: Sketch of the problem

In other words the desired mechanical power %m should ideally follow (1.1).

%m = "ele =
30
c
"e=e =

30
c
"desired=e (1.1)

Furthermore, the thesis aims to evaluate and compare performances of lineariza-
tion based mpc designs for the heavy duty internal combustion engine (ice).

1.3 Problem Formulation

This master thesis aims to answer the following questions:

• How can linearization basedmpc be applied to control the fuel and air path
of the diesel engine?

• How can performance requirements, such as torque response time, and re-
quirements on safe operation, such as turbocharger overspeed protection,
be introduced in the mpc controller?

• How can diesel engine controller performances be measured and compared?

• How do the considered linearization based mpc controllers compare in
terms of performance?



1.4 Delimitations 3

1.4 Delimitations

The delimitations for this thesis are:

• The controllers proposed in this report are evaluated on a validated model
of a diesel engine with egr and vgt [24]. The model delimitations are
presented in Section 3.1.1.

• Computational time and memory are neglected when comparing controller
performances.

• The test speeds for the de-normalization of the speed profile in whtc are
approximated using test speeds from a hybrid electric truck engine, see
Chapter B. This results in somewhat realistic speed values that suffice for
examining torque generation, but not good enough to run emission tests.

• Ethical and societal aspects related to the work are not considered.





2
Theory

Related research for this thesis focuses on six main fields: control aspects of diesel
engines, CasADi, numerical optimal control, model predictive control, measure-
ment of controller performance and the World Harmonized Transient Cycle. Each
field is presented in the sections below.

2.1 Control Aspects of Diesel Engines

Diesel engines are the most efficient internal combustion engines with two ma-
jor drawbacks: low power density and problematic exhaust gas purification. The
former is eliminated by the use of turbochargers as the turbocharger forces more
air into the cylinders which allows more fuel to be burned in the same volume.
egr partly accounts for the latter drawback as the recirculation of exhaust gas
leads to less oxygen in the combustion process as well as a lowered combustion
temperature. Thus, an increased intake manifold egr-fraction, Gegr, results in
a reduced amount of unwanted in-cylinder nitric oxide formation, NOx. Addi-
tionally, particulate matter can be reduced by increasing the oxygen-to-fuel ratio,
_O. However, control designs become highly complex when introducing egr and
turbochargers, such as vgt.[11, 24]

The main control objectives for heavy duty diesel engines are [13]:

• Fast reference tracking of torque

• Minimal fuel consumption

• Low emissions of NOx

• Low emissions of smoke

5



6 2 Theory

• Limited emission peaks during transients

• Limited peak pressure derivatives to avoid audible noise and engine dam-
age

2.2 Numerical Optimal Control

Numerical optimal control methods are at the core of every mpc implementa-
tion [19]. In consequence the algorithmic choices heavily affect the performance
and reliability of the controllers. Continuous and discrete timempc optimization
problems have the structure presented in (2.1) and (2.2) respectively.

min
G ( · ) ,D ( · )

∫ )
0 ℓ2 (G(C), D(C))3C ++ 5 (G()))

subject to G(0) = G0
¤G(C) = 52 (G(C), D(C)), C ∈ [0, )]
ℎ(G(C), D(C)) ≤ 0, C ∈ [0, )]
ℎ 5 (G())) ≤ 0

(2.1)

min
x,u

∑#−1
:=0 ℓ(G(:), D(:)) ++ 5 (G(#))

subject to G(0) = G0
G(: + 1) = 5 (G(:), D(:)), : = 0, 1, . . . , # − 1
ℎ(G(:), D(:)) ≤ 0, : = 0, 1, . . . , # − 1
ℎ 5 (G(#)) ≤ 0

(2.2)

where ) is the time horizon, # the prediction horizon and G0 the state initial
condition. In the discrete time setting u = (D(0), D(1), . . . , D(# − 1)) is the control
signal vector sequence and x = (G(0), G(1), . . . , G(#)) the state vector sequence
whereas the continuous time setting deals with infinitely large sequences.[19]

2.2.1 Convex and Nonconvex Optimization

An important aspect of optimization is the difference between convex and non-
convex optimization. In brief, convex optimization problems have both convex
cost functions and convex constraints whereas nonconvex problems do not. Most
importantly, for convex problems every local minimum is also a global minimum
whereas nonconvex problems cannot guarantee global minimums or – in worst
case – any solution at all.[19]

2.2.2 Direct Methods

There are various methods to numerically solve continuous time optimal control
problems on the form (2.1). Direct methods discretize continuous time optimal
control problems into finite-dimensional optimization problems, and the meth-
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ods are commonly used inmpc applications when working with continuous time
system dynamics.[19]

To illustrate the discretization (2.1) is considered. In direct methods the contin-
uous index C ∈ [0, )] is divided into discrete steps with step size ℎ = )/# and
evaluated for the discrete time points C = ℎ: . Additionally, the objective integral
in (2.1) is replaced with a Riemann sum and the derivative by, for instance, an
approximation ¤G(C) ≈ G (C+ℎ)−G (C)

ℎ
. The resulting optimal control problem then has

the form (2.3).

min
x,u

∑
C ∈H ℎℓ2 (G(C), D(C)) ++ 5 (G(#ℎ))

subject to G(0) = G0
G (C+ℎ)−G (C)

ℎ
= 52 (G(C), D(C)), C ∈ H

ℎ(G(C), D(C)) ≤ 0, C ∈ H
ℎ 5 (G(#ℎ)) ≤ 0

(2.3)

where H = {0, ℎ, 2ℎ, . . . , (# − 1)ℎ}, u = (D(0), D(ℎ), . . . , D(#ℎ − ℎ)) and
x = (G(0), G(ℎ), . . . , G(#ℎ)). The modified formulation (2.3) is comparable to the
discrete time formulation (2.2) using ℓ(G, D) = ℎℓ2 (G, D) and 5 (G, D) = G + ℎ 52 (G, D).
The approximation of the differential equation ¤G(C) = 52 (G(C), D(C)) can, however,
be done using any numerical integration method, see Section 2.2.3.[19]

Direct Multiple Shooting

A common direct method is direct multiple shooting. The finite-dimensional
optimization problem for direct multiple shooting is formulated as (2.4).

min
s,q

∑#−1
8=0 ℓ8 (B8 , @8) ++ 5 (B# )

subject to B0 = G0
B8+1 = Ḡ8 (C8+1; B8 , @8) , for 8 = 0, . . . , # − 1
�8 (B8 , @8) ≤ 0, for 8 = 0, 1, . . . , # − 1
ℎ 5 (B# ) ≤ 0

(2.4)

where s = (B0, B1, . . . , B# ) are states, q = (@0, @1, . . . , @#−1) are the constant control
values from piecewise control signal discretization, ℓ8 (B8 , @8) is the numerically ap-
proximated continuous objective integral for each interval, and Ḡ8 (C; B8 , @8) is the
numerical solution to the initial-value problems of the continuous system dynam-
ics for each interval. The multiple shooting formulation (2.4) is then comparable
to the discrete time optimal control problem (2.2) and can therefore be solved in
discrete time.[19]

2.2.3 Numerical Integration Methods

Numerical simulations of ordinary differential equations ¤G = 5 (G, D) are mostly
relevant when solving continuous time optimal control problems. Two common
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numerical integration methods are: the forward Euler integrator and the classical
4th order Runge-Kutta integrator.

Forward Euler Integrator

The forward Euler integrator is a first order integrator that offers moderate accu-
racy. Note that here Ḡ denotes approximated solutions.

Algorithm 1 Forward Euler integrator

Ḡ(C + ℎ) = Ḡ(C) + ℎ 5 (C, Ḡ)

The Classical 4th Order Runge-Kutta

A classical and widely used numerical integrator is the 4th order Runge-Kutta
integrator. The method is accurate but also of high order.[19]

Algorithm 2 The classical 4th order Runge-Kutta, RK4

:1 = 5 (C, Ḡ)
:2 = 5 (C + ℎ/2, Ḡ + (ℎ/2):1)
:3 = 5 (C + ℎ/2, Ḡ + (ℎ/2):2)
:4 = 5 (C + ℎ, Ḡ + ℎ:3)
Ḡ(C + ℎ) = Ḡ(C) + (ℎ/6):1 + (ℎ/3):2 + (ℎ/3):3 + (ℎ/6):4

2.3 CasADi

CasADi is an open-source framework for algorithmic differentiation and nonlin-
ear programming. In particular interest are the solver for quadratic program-
ming problems (qpOASES) and the Interior Point Optimizer (IPOPT) that can be
used to solve nonlinear programming problems.

Quadratic Programs Quadratic programs are defined by convex quadratic cost
functions and linear constraints. Globally optimal solutions can usually be found
in polynomial time due to the convexity of the program.[3]

The quadratic solver qpOASES offers hot-start efficiency which has comparatively
improved optimization performance when working with repetitive optimization
problems that do not differ much after each iteration. The speed-up ranges from
10-30x, and sometimes even up to 80x, faster solving times compared to without
hot-start efficiency.[14]

Nonlinear Programs IPOPT expects nonlinear programs on the form (2.5) [3].
Equality constraints can be introduced by setting the upper and lower bounds to
equal values.
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min
G

5 (G, ?)
subject to Glb ≤ G ≤ Gub

6lb ≤ 6(G, ?) ≤ 6ub

(2.5)

2.4 Model Predictive Control

mpc has grown increasingly popular over the decades, especially in the indus-
tries. The method is a form of feedback control that calculates the next sequence
of control signals by solving an optimal control problem where system models
and other limitations are included as constraints. The optimization problem is
usually solved for each sample and therefore the method becomes more and more
computationally heavy when working with complex systems with short sampling
rates.[6]

Unlike regular optimal control, mpc is a type of closed-loop control where the
finite optimal control problem is recomputed with periodically updated mea-
sures of initial conditions [16]. The optimal control problem has the structure
(2.1) or (2.2) depending on if a continuous or discrete time system is studied,
and direct methods are useful to discretize the problem for the former (see Sec-
tion 2.2.2).[19]

However,mpc controller designs always work in discrete time calculations where
the mpc algorithm has the following structure [6]:

Algorithm 3mpc algorithm

1: Measure states G(:)
2: Calculate the control signal sequence u by solving an optimal control prob-

lem on the form (2.2)
3: Apply the first control signal D(:) from the sequence u during one sample
4: Update time, : := : + 1
5: Repeat from step 1

2.4.1 Design Concepts

This section aims to introduce some important concepts for mpc design.

Reference Tracking

Reference tracking is a common concept in control design. In mpc design refer-
ence tracking is easily introduced by including the reference in the cost function,
as illustrated for a given time : in the example below.
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#−1∑
9=0

‖H(: + 9) − A (: + 9)‖2&1
+ ‖D(: + 9)‖2&2

An advantage with mpc is that the reference can include future reference values,
for instance r = (A (:), A (: + 1), . . . , A (: + # − 1)). This is called preview. However,
in some cases the future reference is not available and the reference is instead
assumed to be constant, A (: + 9) = A (:).[6] Control signal reference tracking is
implemented similarly [5].

Integral Action

Integral action aims to eliminate stationary control errors. One method to intro-
duce integral action is to penalize increments in the control signals instead of the
amplitude, as illustrated in the example below.[6] However, it is easy to add an
additional penalty to D(: + 9) as well [12].

#−1∑
9=0

‖H(: + 9) − A (: + 9)‖2&1
+ ‖D(: + 9) − D(: + 9 − 1)‖2&3

Constraints

As mentioned earlier an advantage withmpc is the ability to deal with system re-
quirements such as requirements on states, control signals, overshoot and much
more. The requirements are easily included as constraints in the optimization
problem.[6]

Output Selection

Output selection is important for the mpc design as it directly affects the opti-
mization problem and the resulting performance of the controller. This section
will present common output selections for diesel engines. The most common
choice of outputs are compressor mass flow and intake manifold pressure, see
(2.6), since the two are combustion related and often directly measurable [4, 25].

H = (,c ?im)ᵀ (2.6)

Though, there is a problem with this choice of outputs: if a set-point for com-
pressor mass flow or intake manifold pressure is unreachable, tracking of the
other reference cannot be guaranteed (even if its set-point is reachable). Conse-
quently, the set-points have to be limited to reachable values to avoid the set-point
problem.[18, 25]

Another output choice is egr-fraction, Gegr, oxygen-to-fuel ratio, _O, and pump-
ing losses, ?em − ?im, see (2.7).
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H = (Gegr ?em − ?im _O)ᵀ (2.7)

With these outputs unreachable set-points are handled. Additionally, the egr-
fraction and oxygen-to-fuel ratio are linked to the emissions and the pumping
losses are linked to the fuel consumption. Therefore, emissions and fuel con-
sumption can easily be minimized in the cost function of the optimization prob-
lem.

A performance comparison between (2.6) and (2.7) shows that mpc with egr-
fraction, oxygen-to-fuel ratio and pumping losses as outputs result in faster torque
response and general improved performance.[25]

Moreover, air/egrmass flow and intake manifold pressure are chosen as outputs
in [20], and torque, NOx, and smoke emissions in [1].

2.4.2 Linearization Based MPC

Linearization based mpc design is based on local linear models obtained by lin-
earizing nonlinear models about linearization points. Thereafter the mpc design
can easily be formulated as a quadratic program with the linearized model as a
linear constraint.

Stationary Points

Stationary points are calculated using the system state space form, for instance
many nonlinear systems can be written on the form (2.8), which has the stationary
point (G∗, D∗) when solving (2.9). Nonlinear systems can have several stationary
points.[10]

¤G = 5 (G, D) (2.8)

5 (G∗, D∗) = 0 (2.9)

Linearization

A linearization of the system (2.8) about the linearization point (0, 1) follows
from the Taylor expansion, see (2.10).

¤̃G ≈ 5 (0, 1) + m 5 (G, D)
mG

����
0,1

(G − 0) + m 5 (G, D)
mD

����
0,1

(D − 1)

:= �(G − 0) + �(D − 1) +  = 5̃ (G, D)
(2.10)

where ¤̃G denotes the linearized system dynamics, and the term 5 (0, 1) = 0 if
(0, 1) = (G∗, D∗) is a stationary point in accordance with (2.9).[10]
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2.4.3 Successive Linearization Based MPC

Successive linearization based mpc design is based on the linearization concept
in Section 2.4.2. The idea with the controller is to linearize the continuous time
nonlinear model at every sampling instant.[26]

2.5 Evaluation of Controller Performance

A controller should provide satisfactory performance and it is therefore impor-
tant to have a quantifiable measurement of controller performance. Errors in
terms of control theory are usually defined as deviation from a certain set-point
or reference (denoted 4(C) or 4(:)) during a test response. A few performance
measurements for continuous time applications are: Integral Error (IE), Integral
Absolute Error (IAE) and Integral Squared Error (ISE), see (2.11).

IE =

∞∫
0

4(C)3C (2.11a)

IAE =

∞∫
0

|4(C) |3C (2.11b)

ISE =

∞∫
0

[4(C)]23C (2.11c)

Naturally, controllers with low cumulative error are desired, but there is a risk
of cancellation in IE as the integrand can be both positive and negative. Conse-
quently, IE is not normally used.[15] The measurements are transferable to dis-
crete time systems.

There have been attempts to improve the functionality of (2.11) for diesel control
objectives [9, 17, 22]. Furthermore, the error measurements (2.12) have been
used to compare pid and mpc controllers for output selection (2.7), that is egr-
fraction, oxygen-to-fuel ratio and pumping losses [25].

�_O =

#∑
8=1

max(_BO (C8) − _O (C8), 0) (2.12a)

�Gegr =

#∑
8=1

|GBegr (C8) − Gegr (C8) | (2.12b)

%"�% =

#∑
8=1

(?em (C8) − ?im (C8)) (2.12c)
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2.6 World Harmonized Transient Cycle

The transient test cyclewhtc is defined in UN Global Technical Regulation No. 4.
The cycle includes both cold and hot start requirements, and it is based on world-
wide heavy vehicle use. The whtc consist of a 1800 second-by-second sequence
of normalized engine torque and engine speed, see Figure 2.1. Negative torque
values are an arbitrary representation of closed rack motoring.[23]
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Figure 2.1: World Harmonized Transient Cycle

The values in Figure 2.1 need to be de-normalized in order to be tested on an
engine cell. The de-normalization procedure is explained in Section B.





3
System Overview

The examined system consists of three modules: the model of the heavy duty
diesel engine, the reference generator and the mpc controller. A block scheme of
the modules is presented in Figure 3.1. Each module is then introduced in the
sections below.

Reference
Generator MPC

System
Model

=e

"desired

A D H

Figure 3.1: Overview of system including reference generator, mpc con-
troller and system model

3.1 Model

The mean-value diesel engine model examined in this thesis is developed by
Johan Wahlström and Lars Eriksson at the Department of Electrical Engineering
in Linköping University. The important aspects of the model are presented below
whereas the complete model description can be found in [24] and a Simulink im-
plementation of the model and all model parameters can be downloaded from [7].

15
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3.1.1 Model Delimitation

The following model delimitation is made:

• The actuator dynamics are neglected. As a result three states for egr and
vgt actuator positions are eliminated from the original system model.

3.1.2 Model Summary

The model structure of the diesel engine is shown in Figure 3.2.

Figure 3.2: Model structure of the diesel engine. Reprinted with permission
from Wahlström and Eriksson [24]

The model excludes both temperature dynamics and intercooler pressure drop
as it has shown that neither has any notable effect on the dynamic behavior of
the system. Consequently, after the model reduction described in Section 3.1.1
the model has five states collected in the state vector (3.1). The states are also
described in Table 3.1.

G = (?im ?em -Oim -Oem lt)ᵀ (3.1)
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Table 3.1: Description of states

Notation Unit Description

?im Pa Intake manifold pressure
?em Pa Exhaust manifold pressure
-Oim - Intake manifold oxygen mass fraction
-Oem - Exhaust manifold oxygen mass fraction
lt rad/s Turbine rotational speed

As shown in Figure 3.2 there are three control signals, and these are collected in
a control signal vector (3.2) and described in Table 3.2.

D = (DX Degr Dvgt)ᵀ (3.2)

Table 3.2: Description of control signals

Notation Unit Description

DX mg/cycle Injected amount of fuel per cylinder
Degr % egr control signal: closed at 0% and fully open at 100%
Dvgt % vgt control signal: closed at 0% and fully open at 100%

Additionally there is an engine rotational speed =e given as an external input
signal from the drive cycle. The engine rotational speed =e is considered as a
known disturbance, which result in the time invariant state space form (3.3).

¤G = 5 (G, D, =e) (3.3)

The model covers the input ranges (3.4), (3.5) and (3.6), where ?amb is the ambient
atmospheric pressure.

0.5?amb ≤ ?im ≤ 10?amb

0.5?amb ≤ ?em ≤ 20?amb

0 ≤ -Oim ≤ 1

0 ≤ -Oem ≤ 1
100c

30
≤ lt ≤

200000c
30

(3.4)
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1 ≤ DX ≤ 250

0 ≤ Degr ≤ 100

20 ≤ Dvgt ≤ 100

(3.5)

500 ≤ =e ≤ 2000 (3.6)

As concluded in [24] the system dynamics are modeled as (3.7) where the param-
eters and variables are presented in Table 3.3.

3

3C
?im =

'a)im

+im
(,c +,egr −,ei) (3.7a)

3

3C
?em =

'e)em

+em
(,eo −,t −,egr) (3.7b)

3

3C
-Oim =

'a)im

?im+im
((-Oem − -Oim),egr + (-Oc − -Oim),c) (3.7c)

3

3C
-Oem =

'e)em

?em+em
(-Oe − -Oem),eo (3.7d)

3

3C
lt =

%t[m − %c

�tlt
(3.7e)

Table 3.3: Description of parameters and variables

Notation Unit Description

�t kg · m2 Moment of inertia for turbine
% W Power
'a J/(kg · K) Ideal-gas constant for air
'e J/(kg · K) Ideal-gas constant for exhaust
) K Intake manifold temperature
+ m3 Volume
, kg/s Mass flow
[m - Mechanical efficiency

Moreover, some important concepts are introduced below. All necessary vari-
ables, states and control signals are measurable through the model, meaning that
there is no need for any kind of state estimation.
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Engine Torque

The engine torque, "e, is modeled using three torque components, see (3.8).

"e = "ig − "p − "fric (3.8a)

"ig = "ig (DX) =
DX10−6=cyl@HV[ig

4c
(3.8b)

"p = "p (?im, ?em) =
+d

4c
(?em − ?im) (3.8c)

"fric = "fric (=e) =
+d

4c
105 (2fric1 (

=e

1000
)2 + 2fric2

=e

1000
+ 2fric3) (3.8d)

where "ig is the gross indicated torque generated from the added fuel, "p is the
pumping torque, and the friction torque "fric is assumed to be a quadratic poly-
nomial. Furthermore, =cyl, @HV, [ig, +d and 2fric1,2,3 are constants extracted from
the model parameter data set that follows with the Simulink implementation.

Fuel Mass Flow

The fuel mass flow,,f, can be calculated using (3.9).

,f =
10−6

120
DX=e=cyl (3.9)

EGR-fraction

The egr-fraction, Gegr, in the intake manifolds is expressed as (3.10).

Gegr =
,egr

,c +,egr
(3.10)

Oxygen-to-fuel Ratio

The oxygen-to-fuel ratio, _O, in the cylinders is calculated using (3.11).

_O =
,ei-Oim

,f (O/F)s
(3.11)

where (O/F)s is the stoichiometric ratio of oxygen mass to fuel mass which is
given in the model parameter data set. Ideally _O > 1 to avoid smoke generation.
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Air-to-fuel Ratio

An equivalent measurement to the oxygen-to-fuel ratio is the air-to-fuel ratio, _,
see (3.12).

_ =
,ei-Oc

,f (O/F)s
=
-Oc

-Oim
_O (3.12)

3.1.3 Control Challenges

The main dynamics and system properties are described by the intake manifold
pressure, ?im, exhaust manifold pressure, ?em, and turbine rotational speed, lt.
In short, the most important system properties and system control challenges are:

• Nonlinear system, see (3.7)

• From egr valve, Degr, to intake manifold pressure, ?im:

– Non-minimum phase behavior, see left figure in Figure 3.3

• From vgt valve, Dvgt, to compressor mass flow,,c:

– Non-minimum phase behavior, see right figure in Figure 3.3

– Overshoot

– Sign reversal

• Coupling
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Figure 3.3: Illustration of non-minimum phase behaviors from Degr to ?im
(left), and Dvgt to,c (right)

3.2 Reference Generator

The reference generator uses 2-D lookup tables to store fuel optimal steady state
reference values for various desired engine torques and engine speeds. The refer-
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ence values are calculated in advance using nonlinear optimization. The inputs
to the optimization problems are the engine rotational speed and the desired en-
gine torque, and with the system model it calculates the state and control signal
reference values as shown in Figure 3.4 where Gref and Dref form the reference A
seen in Figure 3.1. The method is described in more detail in Chapter 4.

Reference
Generator

"desired

=e Gref

Dref

Figure 3.4: Overview of reference generator

3.3 Model Predictive Controller

The mpc controller linearizes the system and discretizes the continuous time op-
timal control problem using a direct optimal control approach and numerical
integration. Thereafter the optimal control problem is as a quadratic program
that can be solved with qpOASES in CasADi, see Figure 3.5.

MPC Controller

Linearization

A

=e

H D

Direct optimal

control methods

CasADi
Numerical

integration

Approximations

Figure 3.5: Overview of linearization based mpc controller

Given the reference, engine speed and fed-back outputs, the mpc controller cal-
culates the control signal each iteration by solving an optimal control problem.
The mpc controller is presented in more detail in Chapter 5.





4
Reference Generator

The purpose with the reference generator is to deliver fuel optimal stationary
state and control signal reference values to the mpc controller. The reference
values are calculated in advance to build an engine map, see Section 4.1, where
the map facilitates an easy reference generator implementation using 2-D lookup
tables in CasADi, see Section 4.2.

4.1 Engine Map Methodology

The fuel optimal stationary points are calculated for various desired torques,
"desired, and engine speeds, =e, by solving nonlinear optimization problems, see
(4.1). The different torque and engine speed values can then be used to generate
an engine map, see Section 4.1.3.

min
G,D

‖G‖2
&1
+ ‖D‖2

&2

subject to ¤G = 5 (G, D, =e) = 0
"e ≥ "desired
_(G, D) ≥ 1.2
Gmin ≤ G ≤ Gmax
Dmin ≤ D ≤ Dmax

(4.1)

where the air-to-fuel ratio _(G, D) ≥ 1.2 is chosen for low smoke generation, "e is
the actual torque delivered at the stationary point, and Dmin, Dmax, Gmin and Gmax
represent the ranges listed in (3.4) and (3.5).

In order to find fuel optimal solutions the penalization of DX (that is @2,1 as pre-

23
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sented in Section 4.1.2) is chosen large relative other states and control signals.
All other states and control signals are weighted slightly in order to balance un-
known system qualities and guarantee a reasonable solution. A large weight on
DX also results in "e ' "desired as the engine torque is highly dependent on the
injected fuel, see (3.8).

The optimization problem (4.1) is nonconvex and can therefore not guarantee
solvability or that the solution is a global minima. Global optimality will not be
required in the reference generator as it suffices that the stationary point is fuel
optimal in some sense. However, a relaxed version of (4.1) is considered if the
optimizer cannot find a solution, see Section 4.1.1.

4.1.1 Relaxed Optimization Problem

The relaxed optimization problem includes the stationarity in the cost function
instead of as an equality constraint, see (4.2).

min
G,D

‖G‖2
&1
+ ‖D‖2

&2
+ ‖ ¤G‖2

&3

subject to "e ≥ "desired
_(G, D) ≥ 1.2
Gmin ≤ G ≤ Gmax
Dmin ≤ D ≤ Dmax

(4.2)

In (4.2) the penalization of the state derivatives are chosen enormous due to small
derivatives near stationarity. However, the weights are successively lowered if the
optimizer still has difficulties finding a solution. The relaxation allows solutions
where stationarity is almost satisfied ( ¤G ≈ 0) or even solutions without stationarity
depending on the design parameters, see Section 4.1.2.

4.1.2 Design Parameters

The design parameters for (4.1) and (4.2) are the weight matrices &1, &2 and &3.

&1 =


@1,1 0 0 0 0

0 @1,2 0 0 0
0 0 @1,3 0 0
0 0 0 @1,4 0
0 0 0 0 @1,5


, &3 =


@3,1 0 0 0 0

0 @3,2 0 0 0
0 0 @3,3 0 0
0 0 0 @3,4 0
0 0 0 0 @3,5


&2 =


@2,1 0 0

0 @2,2 0
0 0 @2,3


These matrices represent the penalization of the states, control signals and state
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derivatives in the cost function. The weight matrices are symmetric and positive-
definite to penalize each term separately.

The design parameters are normalized into a fairly uniform scale to account for
the different magnitudes of the states and control signals. The normalization
considers a squared average of the minimum and maximum values, which is il-
lustrated in the example (4.3).

@1,1 =
@1

( G1,min+G1,max
2 )2

(4.3)

4.1.3 Engine Map

Solving (4.1) and (4.2) for various desired torques and engine speeds result in the
engine map presented in Figure 4.1, where the maximum stationary torque curve
follows from Figure B.1. Each solution represents different pairs of reference
values (Gref and Dref).
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Figure 4.1: Engine map: solutions to (4.1) and (4.2)
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4.2 Lookup Tables

The reference values in Figure 4.1 are stored in separate 2-D lookup tables in
CasADi. In order to match the sizes of the tables the engine torque is normalized
with respect to the maximum stationary torque curve, see Figure B.1. The lookup
table data along with the state derivatives are presented in Chapter C, but the
intake manifold pressure data, ?im, is presented in Figure 4.2 as an illustrative
example.

Figure 4.2: Illustration of table data (left) and its derivative (right)

The lookup tables evaluate the sampled data and approximate two-dimensional
functions for all states and control signals using linear interpolation. The inputs
to the lookup tables are the normalized desired torque "norm

desired and actual engine
speed =e and the outputs are the interpolated reference values, see Figure 4.3.

Lookup
Tables

"norm
desired

=e Gref

Dref

Figure 4.3: Inputs and outputs to the lookup tables

The reference generator, see Figure 3.4, converts the input "desired to the lookup
table input "norm

desired using the maximum torque curve.

4.2.1 Negative Torque Inputs

When using whtc as test cycle there are torque inputs with negative values.
During such instances the controller is bypassed and the lowest amount of fuel
(namely DX = 1mg/cycle for this model) is provided to the engine while Degr and
Dvgt remain the same.
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4.2.2 Relaxed Solutions

It is shown in Figure 4.2 that stationarity is lost when relaxing the optimization
problem. This is mostly in the low torque ranges and it is likely that: stationary
points in these ranges do not exist at all, that there is no existing stationary solu-
tion for the desired torque or that the model is not formulated well for low torque
ranges.

A reoccurring relaxed solution in thewhtc is the solution for 0% torque at an en-
gine speed of 500 rpm. An engine simulation using the solution as input follows
in Figure 4.4 and Figure 4.5.
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Figure 4.4: Simulation of 0% torque at 500 rpm: states and control signals
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Figure 4.4 and Figure 4.5 show that the engine stabilizes itself around another
stationary solution with a small negative torque. From (3.8) the engine torque "e
is expressed as a function of the pumping losses, ?em − ?im, for constant DX and
=e. Consequently the engine torque stabilizes when the pumping losses become
constant in steady state.

For the non-stationary relaxed solutions it is deemed sufficient that the solutions
are close to stationary.



5
Model Predictive Control

This chapter covers the design of the linearization based state feedback mpc con-
trollers, see Section 5.1, as well as the measurements of controller performance,
see Section 5.2.

5.1 Control Designs

The mpc controllers aim to solve continuous time optimization problems on the
form of (5.1) for a given time horizon ) .

min
D ( · )

∫ )
0 ℓ2 (G(C), D(C))3C ++ 5 (G()))

subject to G(0) = G0
¤G(C) = 52 (G(C), D(C)), C ∈ [0, )]
6(G(C), D(C)) ≤ 0, C ∈ [0, )]
Gmin ≤ G(C) ≤ Gmax, C ∈ [0, )]
Dmin ≤ D(C) ≤ Dmax, C ∈ [0, )]

(5.1)

The optimization problem (5.1) is discretized using direct multiple shooting due
to the infinite-dimensional complexity of continuous time optimal control prob-
lems. The methods (2.3) and (2.4) yield the discretized optimal control prob-
lem (5.2).
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min
x,u

∑#−1
:=0 ℎℓ2 (G(ℎ:), D(ℎ:)) ++ 5 (G(#ℎ))

subject to G(0) = G0
G(ℎ(: + 1)) = 52 (G(ℎ:), D(ℎ:)), for : = 0, 1, . . . , # − 1
6(G(ℎ:), D(ℎ:)) ≤ 0, for : = 0, 1, . . . , # − 1
Gmin ≤ G(ℎ:) ≤ Gmax, for : = 0, 1, . . . , # − 1
Dmin ≤ D(ℎ:) ≤ Dmax, for : = 0, 1, . . . , # − 1

(5.2)

where ℎ is the step size and # = )/ℎ is the prediction horizon. The following
subsections will present the implemented mpc controllers as modified versions
of (5.2).

5.1.1 Linearization Based MPC

The linearization based mpc (lmpc) linearizes the nonlinear system dynamics
(3.7) once about a constant linearization point (0, 1). Using (2.10), the linearized
system is expressed as (5.3).

¤̃G ≈ 5̃ (G(ℎ:), D(ℎ:)) = �(G(ℎ:) − 0) + �(D(ℎ:) − 1) +  (5.3)

where �, � and  are constant matrices. The Forward Euler integrator, see Algo-
rithm 1, is considered for the numerical simulation of the system dynamics, since
when studying linearized systems the Forward Euler integration method is exact.
This results in the mpc design (5.4) where the output comes from state feedback
H = G.

min
x,u

∑#−1
:=0 ℎ

[
‖H(ℎ:) − Gref (ℎ:)‖2&1

+ ‖D(ℎ:) − Dref (ℎ:)‖2&2
+ . . .

‖D(ℎ:) − D(ℎ(: − 1))‖2
&3

]
+ ℎ‖H(#ℎ) − Gref (#ℎ)‖2&4

subject to G(0) = G0
G(ℎ(: + 1)) = G(ℎ:) + ℎ 5̃ (G(ℎ:), D(ℎ:)), for : = 0, 1, . . . , # − 1
H(ℎ:) = G(ℎ:), for : = 0, 1, . . . , # − 1
Hmin ≤ H(ℎ:) ≤ Hmax, for : = 0, 1, . . . , #
Dmin ≤ D(ℎ:) ≤ Dmax, for : = 0, 1, . . . , # − 1

(5.4)

where the design utilizes the concepts for reference tracking and integral action
presented in Section 2.4.1 as well as utilizing the linearized system (5.3) for the
forward Euler integration.

In (5.4) it can also be noted that:

• The integral action can be removed by neglecting the term
‖D(ℎ:) − D(ℎ(: − 1))‖2

&3
from the cost function.

• The reference tracking can consider both constant references and preview.
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Design Parameters

The weight matrices &1, &2, &3 and &4 in (5.4) are chosen as symmetric and
positive definite.

&1 =


@1,1 0 0 0 0

0 @1,2 0 0 0
0 0 @1,3 0 0
0 0 0 @1,4 0
0 0 0 0 @1,5


, &2 =


@2,1 0 0

0 @2,2 0
0 0 @2,3



&3 =


@3,1 0 0

0 @3,2 0
0 0 @3,3

 , &4 =


@4,1 0 0 0 0

0 @4,2 0 0 0
0 0 @4,3 0 0
0 0 0 @4,4 0
0 0 0 0 @4,5


This structure of the weight matrices makes the cost function quadratic and con-
vex, resulting in a convex optimization problem that can be solved as a quadratic
program. The weight matrices are normalized with respect to the square of the
average average of the minimum and maximum values as illustrated in (4.3).

Additional design parameters for mpc controller design (5.4) include the sam-
pling rate )s, the step size ℎ and the horizons # and ) , where # = )/ℎ.

5.1.2 Successive Linearization Based MPC

The successive linearization basedmpc (slmpc) controller follows the same struc-
ture as in Section 5.1.1. The difference is that the linearized system becomes
time dependent because of the time dependent linearization point (0(ℎ:), 1(ℎ:)),
see (5.5).

¤̃G ≈ 5̃ (G(ℎ:), D(ℎ:)) = �(ℎ:) (G(ℎ:) − 0(ℎ:)) + �(ℎ:) (D(ℎ:) − 1(ℎ:)) + (ℎ:) (5.5)

The controller structure is the same as shown in (5.4) but using (5.5) instead of
(5.3) for the Forward Euler integration.

5.2 Measurements of Controller Performance

The measurements of controller performance are constructed with respect to the
aim of the thesis, that is reference tracking of the engine torque and total fuel
consumption, but also the total work required during the test cycle is investi-
gated. The measurements are integrated over time using trapezoidal numerical
integration (trapz in MATLAB) for a given cycle time )cycle.
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Closed rack motoring, that is negative torque values, are excluded from the con-
troller performance measurements as the controller is bypassed during closed
rack motoring as described in Section 4.2.1.

5.2.1 Tracking Error

The tracking error of the torque, 4"e , is calculated with (5.6).

4"e =
1

)cycle

)cycle∫
0

|"desired − "e |3C (5.6)

5.2.2 Fuel Consumption

The total consumed fuel mass, <f, is calculated using the measurement for fuel
mass flow,,f, according to (5.7).

<f =

)cycle∫
0

,f3C (5.7)

5.2.3 Mechanical Work

The total mechanical work, �m, from the engine is calculated using the actual
torque and the engine speed according to (5.8).

�m =

)cycle∫
0

"ele3C =
30
c

)cycle∫
0

"e=e3C (5.8)



6
Results

This chapter presents the results of the mpc controllers in Section 5, see (5.4)
with (5.3) and (5.5). The following controllers are considered:

• lmpcwith linearization about a single linearization point corresponding to
80 kW mechanical power at an engine speed of 1200 rpm, see Section 6.2

• slmpc with linearization about current operating point (G(C) and D(C)), see
Section 6.3

• slmpc with linearization about reference values (Gref and Dref), see
Section 6.4

Transient responses, ramp responses and sinusoidal responses are carried out for
each controller design to give insight into the controller performance. The stud-
ied responses start from steady state and in discrete time calculations they can
be considered as unit steps. For each response, the oxygen-to-fuel ratio and egr-
fraction are logged in addition to the engine torque, states and control signals.

Moreover, the controllers are evaluated in Section 6.5 using the measurements
(5.6), (5.7) and (5.8) when simulating the diesel engine with the de-normalized
whtc data presented in Chapter B.
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6.1 Controller Design

This section covers the resulting design parameters and the effects of preview and
integral action.

6.1.1 Design Parameters

The controllers in the following subsections are designed with the sampling rate
)s = 0.01 s, step size ℎ = )s = 0.01 s and time horizon ) = 0.4 s. Equivalently, the
prediction horizon for the discretized optimization problem is # = )/ℎ = 40 sam-
ples. The weight matrices for the controller designs are presented in Chapter D
and a discussion regarding the choice of design parameters follows in Section 7.1.

6.1.2 Time Horizon using Preview

Figure 6.1 presents a transient response comparison of different time horizons )
for the lmpc controller described in Section 6.2.
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Figure 6.1: Effect of time horizon using lmpc with preview: transient from
650 Nm to 2000 Nm at 1200 rpm

6.1.3 Integral Action

To illustrate the effect of the integral action, the mpc controller in Section 6.3
with preview is considered in Figure 6.2. It is shown that the integral action
has almost no effect on neither the torque generation nor tracking of the state
references. However, the control signals become less oscillatory. The effect of the
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integral action is investigated further in Table 6.1. All test responses presented
in this chapter use integral action unless stated otherwise.
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Figure 6.2: Effect of integral action using slmpc about current operating
point: transient from 800 Nm to 2000 Nm at 1200 rpm

6.2 Linearization Based MPC

The nonlinear system is linearized about the linearization points that corresponds
to 80 kW mechanical power at an engine speed of 1200 rpm (also denoted lmpc),
which is a common operating range for heavy duty vehicles. The linearization
points are almost equivalent to an engine torque of 637 Nm. The test responses
are executed both with and without preview as presented in the subsections be-
low.

6.2.1 Transient Response

Two transient responses are considered: a small transient from 800 Nm to 900
Nm, see Figure 6.3, and a large transient from 650 Nm to 2000 Nm, see Figure 6.4.
The engine speed remains constant during the transients.
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Figure 6.3: Transient from 800 Nm to 900 Nm at 1200 rpm: lmpc

Figure 6.3 shows that the controller reacts to small changes in the load almost in-
stantaneously by providing more fuel and using more oxygen for the combustion
(seen from the decreased -Oem). It can also be noted that _O remains above the
ideal value of 1, resulting in no smoke generation.
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Figure 6.4: Transient from 650 Nm to 2000 Nm at 1200 rpm: lmpc
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A bottleneck for the combustion in the larger transient in Figure 6.4 is the lack of
oxygen as seen from -Oem decreasing to zero. By closing the egr actuator, more
energy will instead be provided to the turbine to increase its rotational speed lt.
This results in more air being fed to the engine, and in combination with less
exhaust gas recirculation this leads to more available oxygen (and an increasing
-O) but it is not enough to avoid smoke generation completely since _O < 1 for
less than a second. It takes some time to build up the pressures ?im and ?em as
well as the turbine rotational speed lt before the engine is able to deliver the
desired torque. However, a small stationary error of approximately 10 Nm is
noted in the torque tracking using lmpc.

6.2.2 Ramp Response

The ramp response covers a constantly increasing unit ramp which increases 200
Nm per second (that is 2 Nm per sample), see Figure 6.5. The ramp response
shows a small stationary error in the torque response.
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Figure 6.5: Ramp response at 1200 rpm: lmpc
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6.2.3 Sinusoidal Response

The controller is tested using a sinusoidal reference "desired = 1000+ 500 sin ( c2 C)
Nm, see Figure 6.6.
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Figure 6.6: Sinusoidal response at 1200 rpm: lmpc

6.2.4 Drawback

The drawback with linearizing the system only once is that the system dynamics
risk becoming inaccurate far from the linearization point. This is illustrated in
Figure 6.7 where a lower engine speed of 700 rpm is considered. It shows that
the lmpc is unable to deliver the desired torque.
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Figure 6.7: Transient from 650 Nm to 2000 Nm at 700 rpm: lmpc

6.3 Successive Linearization Based MPC about
Current Operating Point

The idea with the succesive lmpc about current operating point (also denoted
slmpc: current) is that these signals are easily accessible since they are measured
every iteration. The test responses are presented in the subsections below.

6.3.1 Transient Response

Similar to the lmpc two different transients are considered, see Figure 6.8 and
Figure 6.9. No stationary error are noted for the large transient, but an oscillatory
behavior in the control signals is introduced when using preview.
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Figure 6.8: Transient from 800 Nm to 900 Nm at 1200 rpm: slmpc about
current operating point
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Figure 6.9: Transient from 650 Nm to 2000 Nm at 1200 rpm: slmpc about
current operating point
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6.3.2 Ramp Response

The same ramp response as studied earlier is considered, namely a constantly
increasing unit ramp which increases 200 Nm per second, see Figure 6.10.
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Figure 6.10: Ramp response at 1200 rpm: slmpc about current operating
point
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6.3.3 Sinusoidal Response

The controller is tested using a sinusoidal reference "desired = 1000+ 500 sin ( c2 C)
Nm, see Figure 6.11.
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Figure 6.11: Sinusoidal response at 1200 rpm: slmpc about current operat-
ing point

6.4 Successive Linearization Based MPC about
Reference Values

Another approach is to linearize the system about the reference values (Gref and
Dref) that follow from the reference generator (also denoted slmpc: reference).
Oftentimes these values are stationary points unless the controller is dealing with
the relaxed solutions covered in Section 4.2.2.

6.4.1 Transient Response

The same transients as earlier are considered, see Figure 6.12 and Figure 6.13.
There is no stationary error.
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Figure 6.12: Transient from 800 Nm to 900 Nm at 1200 rpm: slmpc about
reference values
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Figure 6.13: Transient from 650 Nm to 2000 Nm at 1200 rpm: slmpc about
reference values
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6.4.2 Ramp Response

The same ramp response as studied earlier is considered, namely a constantly
increasing unit ramp which increases 200 Nm per second, see Figure 6.14.
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Figure 6.14: Ramp response at 1200 rpm: slmpc about reference values
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6.4.3 Sinusoidal Response

The controller is tested using the previously studied sinusoidal reference
"desired = 1000 + 500 sin ( c2 C) Nm, see Figure 6.15.

0 1 2 3 4 5 6 7 8 9 10

Time [s]

200

400

600

800

1000

1200

1400

1600

M
e
 [N

m
]

Reference
Without preview
With preview

0 1 2 3 4 5 6 7 8 9 10
1

1.5

2

2.5

3

O
 [-

]

0 1 2 3 4 5 6 7 8 9 10

Time [s]

0

0.05

0.1

0.15

0.2

x eg
r [-

]

0 1 2 3 4 5 6 7 8 9 10
1

1.5

2

p
im

 [P
a]

105

0 1 2 3 4 5 6 7 8 9 10
1

2

3

p
em

 [P
a]

105

0 1 2 3 4 5 6 7 8 9 10

0.215
0.22

0.225
0.23

X
O

im
 [-

]

0 1 2 3 4 5 6 7 8 9 10
0.05

0.1

0.15

X
O

em
 [-

]

0 1 2 3 4 5 6 7 8 9 10
Time [s]

4000

6000

t [r
ad

/s
]

0 1 2 3 4 5 6 7 8 9 10
50

100

150

200

u
 [m

g/
cy

cl
e]

0 1 2 3 4 5 6 7 8 9 10
0

20

40

60
u eg

r [%
]

0 1 2 3 4 5 6 7 8 9 10
Time [s]

0

50

100

u vg
t [%

]

Figure 6.15: Sinusoidal response at 1200 rpm: slmpc about reference values

6.5 Evaluation of Controller Performance

The examinedmpc controllers are evaluated using the de-normalizedwhtc data
presented in Figure B.2. The second-by-second data points are interpolated using
shape-preserving piecewise cubic interpolation (pchip) to resemble continuous
signals. The results using the measurements (5.6), (5.7) and (5.8) are presented
in Table 6.1 where tracking error, fuel consumption and mechanical work during
closed rack motoring are neglected.
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Table 6.1: Controller performance data where IA and P denote integral ac-
tion and preview respectively

Controller IA P 4"e [Nm] <f [kg] �m [kWh] <f
�m

[g/kWh]

lmpc - - 10.2659 6.1227 2535.9 2.4144
X - 10.3587 6.1217 2535.5 2.4144
- X 11.4520 6.1130 2531.7 2.4146
X X 11.5868 6.1116 2531.1 2.4146

slmpc: current - - N/A N/A N/A N/A
X - N/A N/A N/A N/A
- X N/A N/A N/A N/A
X X N/A N/A N/A N/A

slmpc: reference - - 9.2671 6.1634 2536.7 2.4297
X - 9.2742 6.1636 2536.7 2.4298
- X 9.1646 6.1628 2538.2 2.4281
X X 9.1696 6.1629 2538.2 2.4281

The slmpc about current operating point is unable to provide reasonable results
when testing with whtc. A discussion regarding this follows in Section 7.2. A
visual comparison of the torque tracking follows in Figure 6.16 and in the zoomed
in version in Figure 6.17.
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7
Discussion and Conclusions

This chapter contains a discussion regarding some important design concepts
and the controller performance based on the results in Chapter 6. Finally, some
future work ideas are presented followed by the conclusions of the thesis.

7.1 Design Concepts

This section covers brief discussions about some important mpc design parame-
ters and design concepts.

7.1.1 Weight Matrices

As shown in (3.8) the engine torque is a function of the injected fuel DX and the
pumping losses ?em− ?im for a known constant engine speed =e. To accommodate
acceptable reference tracking of the engine torque it is therefore important to
have satisfactory tracking of DX , ?im and ?em respectively. However, a threshold
for good tracking of the pressure comes from the turbocharger as its functionality
is to boost the intake air pressure, hence adequate tracking of lt is desired as well.
Consequently, the non-normalized weights on DX , ?im, ?em and lt are chosen
large relative other weights, see Chapter D.

7.1.2 Sampling Rate

A large sample rate leads to slow response to disturbances while a faster sample
rate result in faster response to disturbances but also yields a more computa-
tionally heavy mpc controller. The sampling rate )s = 0.01 s is chosen partly
as a compromise between fast response time and computational complexity, and
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partly because the diesel engine is a fast system as can be seen from the test re-
sponses in Chapter 6.

Furthermore, a too high sample rate renders the studied continuous time mpc
controllers unfeasible, for instance the lmpc controller cannot guarantee to find
solutions if the sample rate is chosen as )s ≥ 0.03 s, and the slmpc controller with
linearization about reference values cannot guarantee solutions if the sample rate
is chosen as )s ≥ 0.08 s.

7.1.3 Time Horizon

Figure 6.1 shows that an increased time horizon does not necessarily result in
significantly better torque reference tracking. Ideally the time horizon should be
chosen to cover the significant dynamics in the response, but the computational
complexity of the controller increases exponentially with the time horizon. For
instance, when considering the large transient responses in Figure 6.4, Figure 6.9
and Figure 6.13 it can be noted that a time horizon of approximately 5-6 s is ideal
to cover most of the dynamics. However, with the short sampling rate of )s = 0.01
the optimization problem (5.4) would have around 4000-4800 decision variables
for a time horizon of 5-6 s. As a result, longer time horizons are not considered
due to the complexity, but for the sake of comparison the time horizon ) = 0.4 s
is chosen due to its relatively short computational time.

7.1.4 Preview

The result of mpc with preview highly depends on the selected time horizon.
The higher time horizon, the earlier the controller tries to adapt to the future ref-
erence values. A slight improvement in torque reference tracking using preview
is shown in Figure 6.15, but in other responses it seems that the reference track-
ing is worse as the engine manages to react swiftly enough even without preview
and a too early adaption only results in worse performance.

A better comparison follows from the results in Table 6.1. A consequence of using
preview is the reduced fuel consumption. However, for lmpc it also results in
worse tracking error while slmpc controller with linearization about reference
values has improved tracking error.

7.1.5 Integral Action

Figure 6.2 shows that integral action is not necessary when considering torque
generation. In fact, by penalizing the increment in the control signals the tracking
error might increase as shown in Table 6.1.

7.2 Controller Performance

As mentioned earlier, and shown in Table 6.1, the formulated slmpc controller
with linearization about current operating point is unable to provide reasonable
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results when testing with the whtc. The controller manages to find solutions
for parts of the test cycle, but the problems are introduced shortly after closed
rack motoring where the controller is bypassed. In the problematic areas the
mpc optimization problems become unfeasible. A solution to this is to increase
the lower limit on the turbine rotational speed G5,min, but a too high limit of
G5,min > 3000 rad/s is necessary to fully avoid the problem. This inevitably gives
the controller much better but also unrealistic performance. The controller is
therefore omitted from the controller performance data in Table 6.1. However,
the test responses (see Figure 6.8, Figure 6.9, Figure 6.10 and Figure 6.11) look
the most promising in terms of torque reference tracking when compared to test
responses from the other examined controllers.

The lmpc controller – despite its simplicity – shows decent torque tracking in the
test responses, but for some engine speeds the lmpc model will not be enough
and the controller will not be able to deliver the desired torque, which is shown
in Figure 6.7 and also reflected in Figure 6.17. Another issue with lmpc is that
there seem to be small stationary errors in steady state for larger torque ranges
as the linearized model about a single linearization point is unable to perfectly
capture the model dynamics and therefore unable to perfectly track the state and
control signal references in the larger torque ranges, for instance see Figure 6.4.
For this reason, Table 6.1 also shows that the lmpc controller consumes less fuel
than slmpc: reference but also has significantly higher tracking error.

7.2.1 Smoke Limiter

Although the smoke limiter _ > 1.2 is included the optimization problems in
the reference generation, see (4.1) and (4.2), there is no guarantee that there is
no smoke generation during the transients. Short occurrences of _O < 1 can be
noted for larger transients (see Figure 6.4, Figure 6.9 and Figure 6.13). Though,
the smoke limiter works well in steady state as _O quickly increases again.

7.3 Future Work

Some ideas for future work are:

• Testing other types of outputs in the cost function of the mpc design to bet-
ter compare and evaluate the results in Table 6.1. For instancempc designs
considering the output selections discussed in Section 2.4.1.

• Nonlinear mpc design.

• Investigate emission based mpc designs, such as including constraints on
_/_O and Gegr in the mpc design. Another approach is to extend the refer-
ence generator with requirements on egr-fraction and study the engine in
steady state.

• Even more focus on torque reference tracking, for instance by including
requirements on the engine torque derivatives.
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• Include limited peak pressure derivatives to avoid audible noise and poten-
tial engine damage.

• Include requirements on computational time and complexity in the mpc
controller.

7.4 Conclusions

To conclude this thesis the questions proposed in Section 1.3 are answered.

• How can linearization basedmpc be applied to control the fuel and air path
of the diesel engine?

The fuel and air path of the diesel engine can be controlled using a reference
generator that provides state and control signal references based on the desired
torque and the engine speed from the drive cycle. The linearization based mpc
controller ensures that fuel and air path adequately follow the references in steady
state.

• How can performance requirements, such as torque response time, and re-
quirements on safe operation, such as turbocharger overspeed protection,
be introduced in the mpc controller?

Requirements on safe operation, such as turbocharger overspeed protection, are
easily included as constraints in the mpc design. The performance of the mpc
controller highly depends on the design parameters, for instance the weight ma-
trices, sample rate and time horizon.

• How can diesel engine controller performances be measured and compared?

Diesel engine controller performances can be measured and compared using
tracking errors, fuel consumption, particulate matter, nitric oxide emissions and
much more.

• How do the considered linearization based mpc controllers compare in
terms of performance?

The linearization based mpc yields decently accurate torque generation. Of the
studiedmpc controllers, the best performing design based on the evaluation with
whtc in Table 6.1 is the slmpc with linearization about reference values (with
preview and no integral action) as the most important measurement of perfor-
mance in this thesis is low tracking error. In addition to lowest tracking error,
the controller also has the best fuel consumption per mechanical work.
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A
MATLAB Model Representation

For some calculations it is necessary with a MATLAB model representation of
the diesel engine. This chapter aims to validate the MATLAB model which is
constructed based on the Simulink model described in [24].

A.1 MATLAB Model

The MATLAB model is expressed on the state space form:

¤G = 5 (G, D, =e)
where:

G = (?im ?em -Oim -Oem lt)ᵀ, D = (DX Degr Dvgt)ᵀ

The MATLAB model uses one iteration of numerically calculated cylinder-out
temperature as discussed in [24].

A.2 MATLAB Model Validation

The MATLAB model is validated using one of the two different run examples that
are included in the downloadable model. The example studies a step from 30%
to 25% in the vgt control signal, Dvgt. The MATLAB model states are calculated
using MATLAB solver ode15s and the solution is compared with the Simulink
simulation in Figure A.1.
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Figure A.1: State comparison between MATLAB model and Simulink model

Similarly the engine torque and oxygen-to-fuel ratio are compared in Figure A.2
for the same step.
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MATLAB model and Simulink model
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A discretized version of integral absolute error, see (2.11), is utilized to further
strengthen the validity of the MATLAB model. The error is then normalized with
respect to the mean value of each Simulink measured state in Figure A.1. The
resulting mean normalized absolute error is illustrated in Figure A.3.
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Figure A.3: Absolute errors normalized with respect to state means for com-
parison in Figure A.1

The errors can be reduced with an increased number of iterations on the numer-
ically calculated cylinder-out temperature but at a cost of higher complexity. In
conclusion, the MATLAB model is deemed accurate enough.





B
De-Normalization of WHTC

The whtc test data is given in normalized engine speed and torque percentages.
The data must be converted to engine specific values that are acquired during
tests based on the engine-mapping curve. The de-normalization procedure fol-
lows the same structure as described by United Nations in [8].

B.1 Speed Profile

The engine speed profile is de-normalized according to (B.1).

Actual speed = 2.0327
=norm

100
(0.45=lo + 0.45=pref + 0.1=hi − =idle) + =idle (B.1)

Where the speed variables are illustrated in [8] and summarized below.

=norm is the normalized speed value

=idle is the idle speed

=lo is the lowest speed where the power is 55% of %max

=pref is the engine speed where the maximum torque integral is 51% of the inte-
gral from =idle to =95

=95 is the highest speed where the power is 95% of %max

=hi is the highest speed where the power is 70% of %max

The speed values used in this thesis are based on the values from [2] due to lack
of engine specific data, that is accurate representations of engine-mapping curve
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and maximum power curve shown in Figure ??. However, the engine examined
in [2] is a hybrid electric truck which has engine speeds ranging from 500 rpm
to 2400 rpm, whereas the model examined in this thesis ranges from 500 rpm to
2000 rpm, see (3.6). To account for the difference in engine speed ranges each
test speed is rescaled after a translation to the origin, see (B.2).

=rescale = (= − 500) 2000 − 500
2400 − 500

+ 500 (B.2)

The engine speed values are presented in Table B.1.

Table B.1: Rescaled engine speeds used for de-normalization.

Variable Value from [2] Rescaled value using (B.2)

=idle 500 rpm 500 rpm
=lo 815 rpm 749 rpm

=pref 1418 rpm 1225 rpm
=95 1966 rpm 1657 rpm
=hi 2301 rpm 1922 rpm

However, the speed values in Table B.1 cannot guarantee an accurate representa-
tion of the actual speed values for the diesel engine examined in this thesis.

B.2 Torque Profile

The engine torque profile is de-normalized according to (B.3).

Actual torque =
"norm

100
·"max/n (B.3)

Where "max/n represents the maximum torque at the respective engine speed.
As shown in Figure 2.1 the normalized torque values, "norm, range from -10% to
100%. Negative values represent close rack motoring.

Due to lack of engine specific data the function "max/n is approximated by solv-
ing optimization problems on the form (B.4) for different engine speeds. The
resulting engine-mapping curve is presented in Figure B.1 where the curve rep-
resents maximum torque at stationary points.
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max
G,D

"e

subject to ¤G = 5 (G, D, =e) = 0
_(G, D) ≥ 1.2
Gmin ≤ G ≤ Gmax
Dmin ≤ D ≤ Dmax

(B.4)
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Figure B.1: Maximum torque curve, "max/n, for stationary points

B.3 De-Normalized Test Data

The normalized test data in Figure 2.1 is then de-normalized using (B.1) and (B.3),
see Figure B.2.
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Figure B.2: De-normalized test data.



C
Lookup Table Data

C.1 State Reference Values

Figure C.1: Lookup table data for intake manifold pressure, ?im, and its
derivative, 3

3C
?im
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Figure C.2: Lookup table data for exhaust manifold pressure, ?em, and its
derivative, 3

3C
?em

Figure C.3: Lookup table data for intake manifold oxygen mass fraction,
-Oim, and its derivative, 3

3C
-Oim

Figure C.4: Lookup table data for exhaust manifold oxygen mass fraction,
-Oem, and its derivative, 3

3C
-Oem
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Figure C.5: Lookup table data for turbine speed, lt, and its derivative, 3
3C
lt

C.2 Control Signal Reference Values

Figure C.6: Lookup table data for injected fuel per cylinder, DX
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Figure C.7: Lookup table data for egr control signal, Degr

Figure C.8: Lookup table data for vgt control signal, Dvgt



D
Weight Matrices

Weight matrices to lmpc and slmpc controllers where the minimum and maxi-
mum values are presented in (3.4), (3.5) and (3.6).

&1 =



10
( G1,min+G1,max

2 )2
0 0 0 0

0 10
( G2,min+G2,max

2 )2
0 0 0

0 0 1
( G3,min+G3,max

2 )2
0 0

0 0 0 1
( G4,min+G4,max

2 )2
0

0 0 0 0 10
( G5,min+G5,max

2 )2


&2 =


5

( D1,min+D1,max
2 )2

0 0

0 0.05
( D2,min+D2,max

2 )2
0

0 0 0.05
( D3,min+D3,max

2 )2


&3 =


0.05

( D1,min+D1,max
2 )2

0 0

0 0.05
( D2,min+D2,max

2 )2
0

0 0 0.05
( D3,min+D3,max

2 )2


&4 = &1
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