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Abstract

The importance of accurate position estimation is becoming more necessary as
industries and society increasingly rely on autonomous or wireless devices while
the capabilities of existing positioning solutions fail to meet the demanding re-
quirements. This situation has provided opportunities for wireless positioning
techniques with the rollout of 5g which has led to many enhancements to the
network protocol related to positioning.

This report investigates the feasibility of meeting these requirements with the use
of existing gnss positioning solutions and yet-to-be implemented 5G positioning
methods. We evaluate the performance using different measurements separately
as well as a hybridization between them to examine the optimal result. The re-
port also demonstrates the potential of using only a single bs to achieve accurate
positioning, which is not possible with e.g. lte.

The method in this report is based on partly well-proven theory for positioning
together with recent developed concepts for radio network localization. By us-
ing an advanced simulator that generates realistic signals and measurements in
virtual deployments of base-stations and users, our method can be well evalu-
ated, which makes the results interesting for both academia and industry. The
results show good potential for both 5g stand-alone positioning as well as hybrid
5g and gnss positioning. This report demonstrates that a single bs can locate a
ue in line-of-sight of 200 meters within 1.5 meters for 80% of the cases without
using any gnss system.
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1
Introduction

This chapter introduces the background for investigating the problem, possible
applications, related work, problem formulation and an explanation of the report
structure.

1.1 Background

The Global Navigation Satellite System (gnss) have long been used to estimate the
position of wireless devices like mobile phones or others user equipment (ue).
Despite the wide use of the gnss, the limitations can easily be obtained in areas
with insufficient visibility, like tunnels, urban environments, or indoor facilities.
The demand for high accuracy and reliability of positioning has led to the de-
velopment of other methods using cellular networks. Modern fourth-generation
technology standard (4g) Long-Term Evolution (lte) supports positioning meth-
ods based on observed time difference of arrival (otdoa), uplink time difference
of arrival measurements (ul-tdoa), and methods based on power measurement.
The fifth-generation technology standard (5g) network delivers new possibilities
for position estimation using multi-cell round trip time (multi-rtt) and angle-
based methods such as angle of departure (dl-aod) and angle of arrival (ul-
aoa). [7] The accuracy and reliability are also expected to increase dramatically
with 5g features like wideband signals, massive antenna arrays and ultra-dense
network deployments. A higher density of expected 5g base-stations (bs) com-
pared to 4g bss in certain areas, for example in inner cities, will also help improve
the measurement.

Many industries and applications will require high accuracy and robust systems
for positioning. Solutions like autonomous driving, Internet of Things (IoT) and
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2 1 Introduction

smart cities are some areas that will benefit the most from this. Since angle-based
measurements (aod,aoa) have not been available with previous generations of
wireless networks, the research has mostly been focused on other areas [10]. Pre-
vious work in this field has studied position estimation with a focus on the gnss
satellites, using 5g as a complement, which showed promising results for a hy-
brid solution [6].

1.2 Application

5g new radio (nr) is set to transform industries and society as we know them to-
day. New applications will be possible to create and improve, that will completely
change how we use technology. The applications will be found in a variety of in-
dustries and will be an important factor in many companies’ competitiveness. An
overview of solutions that are possible with 5g development can be seen in figure
1.1.

Figure 1.1: This figure shows different areas for the usage of 5g [2].

This project aims to develop improved positioning solutions by using existing
features in modern 5g bss. Areas where there is high demand for this kind of
solutions are sectors like Industry, Transport, Health, and Consumer electronics. To
achieve this, 5g aims to have a latency time of a few milliseconds, data rates of
up to 20 gigabits per second, and high network reliability which enables high po-
sitioning accuracy. Due to the increasing need for awareness of ues own location,
positioning is seen as an integral part of the system design of 5g. A similar sys-
tem design is already deployed for indoor environments and with the increasing
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research and development in this area, the applications and usage will increase
as well. This proves the capacity of a similar solution for outdoor areas and many
research departments are trying to find the best technical solution for these ap-
plications [27].

1.3 Related Work

A related study that has been helpful for this project is [6]. This article makes
a hybrid 5g rtt and gnss positioning solution similar to the one developed in
this report. The difference being that no signal simulator has been used to create
the measurements, which is important for generating reliable measurements and
also that aodmeasurements are not used for positioning.

Also [22] investigates positioning with a hybrid 5g rtt and gnss solution. Here
they also present satellite analysis for different scenarios and the positioning re-
sult using 5g toa measurements. This article discusses the use of angle-based
methods (aod and aoa) but does not include them in the simulation. In this
report different environmental scenarios are analysed.

Using aod measurements for positioning has been discussed in previous article
[14] as a potential measurement to use for positioning. The article presents up-
sides and downsides with aod measurements, where nlos conditions are the
major problem with this method.

1.4 Problem Formulation

This work aims to develop and investigate positioning estimation in 5g nr with
the new possibilities that 3rd Generation Partnership Project (3gpp) introduced
in release 16. Since the deployment of 5g has just begun, many concepts are
still under researched and several improvements in various areas are currently
developed. This work intends to use the latest knowledge that Ericsson can pro-
vide and investigate how the performance will increase with 5g positioning fused
with gnss in situations where the gnss performance is degraded due to limited
satellite visibility. This is relevant in, for instance, deep urban canyons where tall
buildings obscure parts of the visibility to the sky.

Using Ericsson Research’s simulation environment to generate realistic signals
that are standardized according to the 3gpp standard. This simulator takes into
account various attributes and provides signals that are necessary for testing the
positioning algorithm that this project will develop. Finally, this works research
areas can sum up to the following aspect to investigate:

• Investigate how the different measurements perform individually, the 5g
resp. gnss systems separately, and also the measurements fused together.
Also, determine how the signals are affected with different bs configura-
tions.
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• Define and compare the positioning accuracy of different positioning solu-
tions, by analyzing several constellations and scenarios.

1.5 Report Structure

Chapter 2 provides the theoretical background needed for the different areas in
this project. This begins by analyzing the different types of measurements and
how they are obtained for each system separately. It also includes information
on how these measurements are used for localization, both fused and separately.
The next subject that is covered in this chapter is the main algorithm used in this
project. Lastly, several additional concepts that are used as well in later chapters
are explained.

Chapter 3 describes how the project has been performed by first giving the reader
an overview of the system’s overall architecture. The different software compo-
nents of the simulation environment are described, including a gnss simulator.
This introduces the work of extracting valid signals and how those are processed
to be usable in the hybrid sensor fusion algorithm. The corresponding steps are
explained for the nr simulator which generates the rtt and aodmeasurements.
This sums up to the next section where the positioning solution is presented and
how all different measurements are used for solving an overdetermined equation
system for the ue position.

Chapter 4 presents all the results that have been obtained to answer the problem
formulation and demonstrate the different factors influencing the result. This
chapter starts by looking at the measurements generated from the gnss simula-
tor and how the availability of satellites affects the use opportunities and deterio-
rating the dop value and thus the position estimate. The section about gnss also
presents the different performances in position for various standard deviations.
The next part of chapter 4 presents an analysis of the rtt and aod measure-
ments from the 5g nr simulator before the position estimation is presented both
for the combination of the two different 5g measurements and them separately.
In the measurement analysis, many different aspects are taken into account to
show both the shortcomings and strengths of 5g positioning. The final part of
this chapter presents how the 5g systems can work together with gnss to com-
plement each other in different respects and how accurate the position estimate
can become.

Chapter 5 reflects on the results presented in chapter 4. It aims to interpret the
result and provide explanations for shortcomings as well as underline the signif-
icant discoveries of this work. The discussion reflects the order of chapter 4 by
reviewing the content in the same structure. The final part of chapter 5 presents
the conclusions from this work and the main takeaways.



2
Theoretical Background

This chapter presents all theoretical aspects that the reader needs for understand-
ing the method and the results. Some concepts in this work are only briefly ex-
plained, and if confusion arises, check the reference for a more detailed explana-
tion.

2.1 5G Positioning

3gpp introduces in Release 16 standards on positioning for nr that have been
developed from the previous system 4g lte. This creates new possibilities for
positioning using 5g with the use of measurements such as downlink and uplink
time difference of arrival (tdoa), angle of arrival (aoa), angle of departure (aod),
enhanced cell-id (e-cid), round trip time(rtt), etc. This work will be limited to
examining the use of rtt and downlink aod. Since they have been enhanced
after release 16 and a fusion of them will enable positioning using one bs.

A description of how the rtt and angle-based positioning measurement are de-
rived in the network and further used are explained in section 2.1.1 and sec-
tion 2.1.2.

2.1.1 Angle of Departure

This section will explain how angular measurements are derived and used in
this work. The focus is to give the reader an intuition of how the measurement
is produced in 5g nr and how it is further used in positioning. Not how the
underlying architecture and signal configuration is enabled and function in the
network.

5



6 2 Theoretical Background

Beamforming

Beamforming is a widely used technique in telecommunication mainly for in-
creasing the radiated energy in the direction towards a ue. This has proven to
be useful inmimo and the use in multipath propagation. Later research has seen
that this also can be used in aspects of positioning.

In 5g nr and lte, beamforming is done by a precoding matrix to change the
beam pattern. This can be explained with the simplified case of Uniform Linear
Array (ula) as can be seen in figure 2.1.

Figure 2.1: In this figure ula is illustrated with M antennas and the dotted
circle shows an up-close case of how the different antennas relate to each
other and the transmitted signal.

The transmitted signal at the m-th antenna element at the antenna array and at
time instant t ∈ R is equal to

Xm(t) = ζwmexp
(
− j2π d

λ
sin θ

)
· s(t), m = 0, . . . , M − 1, (2.1)

where d denotes the distance between two adjacent antenna elements and λ is
the wavelength of the assumed narrowband signal and as can be denoted s(t) ∈ R.
Further is the ζ ∈ R representing the attenuation in the signal over transmission
path and w denotes the signal gain. Rewritten equation 2.1 in vector form corre-
spond to following

X(t) = ζw · a(t) ∈ CM , (2.2)
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where

a =


α0

α1

...
αM−1

 , α = exp
(
− j2πd

λ
sin θ

)
. (2.3)

By applying a gain and phase controller to the ula, beams can be formed in the
direction of a ue. This example can then be scaled up and include perpendicular
ula. [26]

Beamsweeping

5g nr uses a shorter wavelength and beamforming to increase the signal in noise
ratio (sinr) and the transmitting rate. Beamsweeping or beam management is
used to determine the direction to a ue. The reasons for that is to enable trans-
mission of data with high carrier frequency. Beamforming is primarily used to
increase the data throughput to the ue, but information of the direction can also
be used for positioning. To understand how beamsweeping can work see fig-
ure 2.2.

Figure 2.2: This figure illustrate how beamsweeping works. Beams are
formed and transmitted according to description in section 2.1.1 at sequen-
tial of direction and time from a bs. The ue detect the beam with strongest
Reference Signal Received Power (rsrp) and send the information back to
the bs. This gives the azimuth angle of departure and zenith angle of depar-
ture.

The primary use of beam management is to utilize the earlier stages of nr connec-
tion and can be explained as follows. Random-access channel (rach) procedure
starts with bs sweeps beam by using different dl beam for each single-sideband
modulation (ssb) and the ue detect the best beam from bs and inform the se-
lection by using a specific prach resource mapped to each dl beam. prach is
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the physical random access channel and is used by ues to request an uplink al-
location from the bs. The next step in beam management is the radio resource
control (rrc) that includes three different processes. Beam selection, beam refine-
ment for the transmitter and beam refinement for the receiver. Beam selection is
the same as previous state by the bs sweeps beam across the sector and then beam
refinement narrows the beam sweeps to a smaller area for the bs. While the last
process the bs fixes the best beam at the direction of the ue meanwhile the ue
if possible refines its receiver beam. [3], [9] When it comes to using beemsweep-
ing for positioning, it works differently. It is not important to make connection
between a ue and bs but rather gather the angles information from multi-bs. A
method for allocate multiple best beams for use in positioning have been imple-
mented in nr.

Interpolation

When determining the beam angle from a bs to a ue, the ue may be located
between the center directions of two adjacent beams. If the direction to the ue is
approximated as the direction of the beam with strongest rsrp, then there will
be a quantization error. To avoid this error it is possible to apply interpolation
between the beam center directions to distinguish the right direction of the ue
between them.

The interpolation method uses knowledge of beams that have been transmitted
during the beamsweeping and how their power follows a certain pattern. This
specific beam pattern is depicted in figure 2.3. The interpolation algorithm takes
into account the two beams with the highest peak and the beam pattern model.
This is derived by taking the first peak rsrpmeasurement of the two beams and
see where they are located in the pattern model to identify the interpolated an-
gle.
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Figure 2.3: This figure illustrate a beam pattern that is used in beam inter-
polation. Where zero degree indicate the center direction of a beam.

Positioning With Angle Measurement

With the angle information produced from beam management from bs to ue and
the fact that the position of bs is known in the network, it makes it possible to
estimate the direction to the ue. With a multi-constellation of bs the information
from many beam management of different angles to a single ue the position of
that ue can be determined. This can be seen in figure 2.4. The equation for
estimating this position is following for the k-th angle based measurement in los
and is simplified modeled as,

ϕ̂k = arctan((ybs,k − yue)/(xbs,k − xue)), (2.4)

ϑ̂k = arccos((zbs,k − zue)/‖θbs,k − θue‖), (2.5)

where ϕ̂k is the k-th measured azimuth angle and ϑ̂k is the k-th measured eleva-
tion angle. θ denote the position for both ue and bs in x, y, z coordinates.



10 2 Theoretical Background

Figure 2.4: This figure shows a 2d example of ue positioning estimation
using only angle measurements.

The positioning accuracy of a ue using only angles is determined by how exact
the beams can be formed and pointed towards the ue. The position of bss can
affect the positioning estimation of a ue. This phenomenon is further explained
in Section 2.5.2.

2.1.2 Round-trip Time

This section will provide more information on how timing-based measurement
is computed in the network and will further be used in this work. For timing-
based positioning in a cellular network, multi- time of arrival (toa) and multi-
rtt is used for position estimation and those measurements are calculated as
follows. At large, toa can be determined based on the channel impulse response
(cir). By investigating the time delay associated with the first peak in the cir,
the peak provides the best approximation to the toa in line of sight (los) condi-
tion. Therefore the calculation of cir is the first step to determine toa and that
can be done in various ways, e.g. time domain correlation or frequency domain
estimation [13] or model-based methods [5]. Whether a measurement is los or
non-line of sight (nlos) is important to know since it decides how useful it will
be for positioning. To determine the los condition in an estimate the cir is anal-
ysed with assumption that the los signal component has a certain signal power
and determine the first signal over that assumed minimum threshold. This cre-
ates problems to consider, if the threshold is too high los detection can miss the
reference signal or with a too low threshold estimate a wrong reference signal of
cir. The difficulty in determining los increases when considering if a signal is
a transmitter or not. Other ways of detect los have proven to improve accuracy.
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[23]

To go from toameasurement to rtt both downlink (dl) and uplink (ul) have to
be considered. This is because two toa measurements is necessary to create one
rtt. In the determination step of toa, a cross-correlation between a reference
signal and the received signal is performed. This reference signal is different for
dl and ul. In dl the reference signal was first introduced in lte by 3gpp in
Release 9 and is listed as prs in the lte protocol. prs was launched to ensure
sufficient signal to noise ratio (snr) for dl signals and work as a pseudorandom
sequence with a processing gain, six mutually orthogonal symbol patterns for
mapping of the sequence, and a per time-slot muting pattern. This is modeled in
a way that the intersite interference is suppressed.

The ul reference signal is listed as srs in the lte protocol and was introduced
by 3gpp in Release 10. Both prs and srs were reintroduced for the 5g nr in
Release 16 and as for srs, the new srs now transmits over a greater range to
enable multiple bss to receive the signal and not only the serving bs. The new
srs is also designed to cover the full bandwidth, where the resource elements are
spread across the different symbols to cover all subcarriers in a similar way as of
the prs. [24]

To gain a better understanding of how this is done, see figure 2.5. This illustra-
tion of how dl-toa and ul-toa are combined to generate an rtt measurement.
More specific is the two toa measurements sent to a computer unit where these
measurements are a match with the UL timing alignment in such a way that the
time difference between them can be neglected. See equation 2.6,

rtt =
dl-toa + ul-toa − ∆t

2
. (2.6)
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Figure 2.5: The figure illustrates how rtt is generated according to ul-
toa and dl-toa and how the time synchronization is included in the signal
transmission. The ul-toa is generated from the time the signal is transmit-
ted (T xUL) until it is received at the bs while the dl-toa is generated from
the time the bs transmit the prs at (T xDL) and received at ue. Both measure-
ment are then aligned to remove the time synchronisation error (∆T ).

Positioning With Range Measurment

The use of combining multi-rtt for finding the position of a ue is a widely used
method for estimate positioning and is referred to as trilateration. It is done
in the following way, these range measurements span a sphere around each bss
and where they intersect with each other, that is the ue position. To determine
a three-dimensional location three spheres are needed for a rtt measurement.
This is shown for a two-dimensional case in figure 2.6.
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Figure 2.6: This figure illustrates how multi-rtt is used to determine the
position of a ue. The location can be estimated with the use of multilater-
ation, which is a method by using many rtt measurements from different
bss. These rtts form circles of the possible position of the ue from each bs
and by using at least three bss rtt the three dimensional position of a ue
can be determined.

Now that intuition has been formed to rtt positioning a more detailed expla-
nation of the calculation behind it will be presented. The main used equation
for this is equation 2.7 and it includes the k-th 5g rtt observable in los and is
modeled as

ρ̂
5g,k = c · τ̂

5g,k = ‖θbs,k − θue‖, (2.7)

c is the speed of light, τ̂
5g,k is the one-way time-of-flight of the 5g signal, θbs,k =

[xbs,k , ybs,k , zbs,k] is the k-th bs position, θue = [xue, yue, zue] is the ue position.
The method to solve the trilateration problem or overdetermined equation sys-
tem which occurs if more than three sphere or other measurement are available
are described in Section 2.3.1 and Section 2.3.4.

2.1.3 Combined Angle of Departure and Round-trip Time

Two well-known methods for solving positioning have been mentioned, triangu-
lation for multi-angle and trilateration for multi-rtt. One possibility that has
now been introduced with these new measurements that have come with 5g nr
and 3gpp Release 16 is the combination of azimuth-, elevation-angle and rtt. It
enables location estimation with one bs and two generated measurements. This
is illustrated in a three-dimensional case in figure 2.7.
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Figure 2.7: This figure illustrates positioning with the combination of angle
and rttmeasurement from one bs.

2.2 Satellite Positioning

Positioning using satellites is the most common method for localization today.
The use of satellites has proven to give accurate results and is seen in a wide
range of applications. The field of satellite navigation is also well documented
and developed. This work has no intention to research on gnss and therefore
this section is kept as simple as possible both in terms of explanation and of use.
Instead, point out to the reader the difference between 5g nr positioning and
positioning using gnss. One of these disparities is the availability of satellites
and thereby transmitted measurements which occur due to the orbiting trajectory
for all satellites. In comparison to 5g bs that is stationary and have the same
availability to an area over time. These trajectories also affect the location of
satellites to each other over time. It can lead to a decrease in performance for
different constellations, this is more described in section 2.5.2.

2.2.1 Pseudorange

When it comes to satellite range signals they are estimated similarly to rtt sig-
nals. Both systems make use of generated toa measurements by investigating
cir. See section 2.1.2 for further explanation. It is in the next step where the sys-
tems differ. gnss navigation does not use ul to determine an rtt measurement
instead uses multi-toameasurements to form a tdoameasurement. Because the
tdoameasurement includes a clock-offset satellite measurement is called psedu-
range. To solve this clock-offset problem gnss navigation needs four satellite to
be able to solve multilateration and estimate the clock-offset explicitly. The trans-
mitted signal from each satellite includes its location so that the receiving device
can localize its position. The equation that is then used to locate the ue is formed
as

ρ̂gnss,k = c · τ̂gnss,k = ‖θsat,k − θue‖ + c · δt + esat,k , (2.8)
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for the k-th gnss psedurange in los is modeled as τ̂gnss,k is the one-way time-of-
flight of the los signal, θsat,k = [xsat,k , ysat,k , zsat,k] is the k-th satellite position, δt
is the clock offset of the ue referenced to gnss time, and esat,k is the pseudorange
error, which is defined as esat,k ∼ N (0, σ2

sat,k) , σ2
sat,k is the pseudorange error vari-

ance from the k-th satellite. The error include the orbit and clock error, residual
ionosphere and troposphere errors, receiver noise error and multipath errors.

2.3 Regression Analysis

Regression analysis is a statistical process for estimating the relationship between
a dependent variable and one or more independent variables. The two main steps
in a regression analysis are to create a model that best describes that relationship
and then find a method that approximates the regression problem.

This section presents this project’s approach to finding the optimal position es-
timation using all available measurements introduced in the previous section.
First, we describe how the problem is formulated as a nonlinear weighted least
square (nwls) minimization. Then we explain the Gauss-Newton algorithm that
will be used for finding the minimized value and lastly, we describe the approach
for approximate the weights.

2.3.1 Statistical Model

The regression analysis requires a regression model that describes the relation-
ship between dependent and independent variables. For some problems this re-
lationship needs to be chosen as a general model but for this project, the model
functions 2.4, 2.5, 2.7 and 2.8 will be used for this purpose. Since the model’s
functions are nonlinear, the problem is formulated as a nonlinear regression prob-
lem,

yk = hk(β, θ) + ek = hk(θ) + ek , y = h(θ) + e. (2.9)

where yk is the dependent variable, θ are the unknown variables and ek is the
error term. hk is the nonlinear function that describes the relationship between
the yk and β. With the assumption of known independent variables β, hk(β, θ)
can be expressed as hk(θ).

The goal is to estimate the function hk(θ) that most closely fits the data. Since
a relationship between the yk and β already exists, hk will be the determined
statistical model. The problem is therefore to determine the unknown variables,
θ, that minimizes the function.

2.3.2 Estimation

Least square algorithms are a category of methods in regression analysis to approx-
imate the solution of regression models, i.e. estimating the unknown parameters.
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The general principle is to minimize the sum of the squares of the residuals of ev-
ery single equation. The residual εk is defined as the difference between the mea-
sured value of the dependent variable yk and the value of the value predicted by
the model h(θ). The residual for the k-th measurement is modeled as,

εk = yk − hk(θ), ∈ R. (2.10)

The residual for k = 1, . . . , N measurements, εk are then stacked on each other in
a vector and used in the nwls cost function, V NWLS .

ε(θ) = y − h(θ) =
(
ε1(θ), ε2(θ), . . . , εN (θ)

)T
, k = 1, . . . , N . (2.11)

2.3.3 Weighted Least Square

Weighted least square (wls) is a generalization of the ordinary least square (ols)
technique with the difference that knowledge of the variation in observations is
taken into account in the regression. To create the cost-function for wls, the
residual for each measurement are squared and multiplied with the noise covari-
ance Rk = Cov(ek), ∈ R

k×k where the value of the noise covariance indicates
how reliable each measurement is.

The noise covariance matrix is construced as a diagonal matrix with the noise
covariance from each measurement R = diag(R1, R2, . . . , RN ). If all residual are
independent of each other, all the off-diagonal elements are null. [25]

The nwls cost function will be modelled as,

VNWLS =
1
2
εT (θ)R−1ε(θ) =

1
2

N∑
k=1

(
yk − hk(θ)

)T
R−1
k

(
yk − hk(θ)

)
. (2.12)

The unknown parameters is then found by minimizing VNWLS by changing the
unknown parameters θ,

θ̂NWLS = argmin
θ

{
VNWLS

}
. (2.13)

The derivatives of V NWLS are collected in the Jacobian J(θ) which consists of the
first order partial derivatives of the residual [11],
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J(θ) =



∂ε1
∂θ1

∂ε2
∂θ1

· · · ∂εN
∂θ1

∂ε1
∂θ2

∂ε2
∂θ2

· · · ∂εN
∂θ2

...
...

. . .
...

∂ε1
∂θn

∂ε2
∂θn

· · · ∂εN
∂θn


=
∂εT (θ)

∂θ
= −∂hT (θ)

∂θ
(2.14)

2.3.4 Gauss-Newton

In order to find the solution for our nwls problem in equation 2.13, i.e find the
solution for ∂VNWLS /∂θ = 0, the Gauss-Newton algorithm will be used. The
Gauss-Newton algorithm is a commonly used, iterative method to solve non-
linear least-square problems and thus well suited for this project. The method
is also quite computationally efficient and the efficiency can be improved even
more by tweaking the algorithm to match the given situation [19]. Algorithm 1
shows the pseudocode for the Gauss-Newton algorithm for solving nwls prob-
lems. [11] [17]

Algorithm 1: Gauss-Newton algorithm

Step 1: Given initial value θ̂
(0)

, the noise covariance Rk = Cov(ek), the

function h(θ), and its gradient J(θ) = ∂hT (θ)
∂x . Set i := 0.

Step 2: Set α(i) := 0.
Step 3: Compute

θ̂
(i+1)

= θ̂
(i)

+ α(i)

 N∑
k=1

Jk(θ)R−1
k J

T
k (θ)

−1 N∑
k=1

Jk(θ)R−1
k

(
yk − hk(θ)

)
Step 4: If the cost V

(
θ̂

(i+1))
> V

(
θ̂

(i))
has increased, set α(i) := α(i)/2 and

repeat from step 3.
Step 5: Terminate if the change in cost, the change in estimate, or the size
of the gradient is small enougth, or if the number of iterations has
reached an upper limit.

Step 6 Otherwise, set i := i + 1 and repeat from 2:

2.3.5 Determining Weights

Finding a good estimation for the weighting matrix is important for getting a
good position estimation of a ue. This is necessary when there are more measure-
ments available than is required for solving the system of equations. In short,
good measurements should affect the result more and therefore be weighted higher.
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Thewls algorithm assumes known variance which is only the case for gnss. For
the other systems rtt and aod, the errors are not just added as Gaussian noise,
instead they are based on a model according to 3gpp standards. These errors
will therefore be estimated using the NR simulator and assumed to be Gaussian
noise.

With the assumption that the errors are equally likely and spread out from their
predicted value and because it is possible to calculate the predicted value in the
simulation environment, the mean squared error (mse) can be calculated. Assum-
ing unbiased errors, the mse is the variance of the estimator. [21]

mse =
1
N

N∑
n=1

(
Ŷi − Yi

)2
, ∈ R. (2.15)

where Ŷi is the estimated value for each measurement and Yi is the predicted
value (true value).

2.4 Signal Condition

Previously section has stated which various signals are being used throughout
this work, i.e. section 2.1.1,section 2.1.2 and section 2.2. These signals are af-
fected by many different factors that are all modeled in the channel code for
telecommunication and in this work. This channel code describes the behavior
of the signal and can be explained as the transfer function between bs and ue.
E.g. how the surrounding environment, multipath or interference disrupt and
affects the outcome signal. For our work, these channel codes are implemented
according to 3gpp standards. How the transfer function is affected can then be
measured in various ways which state the signal condition and can be used in
models and analyses. The following section will describe those signal conditions
that are been used in this work.

2.4.1 Reference Signals Received Power

An important measure in 5g nr is the Reference signal received power (rsrp)
this is used to determining the quality of the received signal. One among many
applications to this value is the use to decide which bs to choose as the serving
cell. As stated in the name of rsrp it in simple terms, measure the amount of
reference signal present in the channel code. This is something in telecommu-
nications referred to as the received signal strength indicator (RSSI) and is the
present power in the radio signal.

The definition of rsrp is the linear average over the power contributions in watt
of the resource elements that carry cell-specific reference signals within the con-
sidered measurement frequency bandwidth and can be written as,
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rsrp =
1
N

N∑
n=1

Prs,n, (2.16)

where Prs,n is the estimated received power in watt for the n-th resource ele-
ment that contains the reference signal. This can be seen in figure 2.8 where
the colors indicate different bss transmitting prs. The three bs are illustrated
in a comb-6 pattern over one Physical Resource Block (prb) and where 1 prb =
12 subcarriers × 14 ofdm symbol. There are several configurable comb-based
prs patterns available, e.g. comb-2,4,6 or 12. These are suitable for different sce-
narios and serve different use cases. [8] [4], [12] When the prs is allocated they
are been converted into dBm according to,

rsrpdBm = 10 × log10(rsrpwatt) + 30. (2.17)

Figure 2.8: This figure illustrate prb over time.

2.5 Coordinate System

This section describes the theoretical background related to geometry that is used
in the method. First, the theory for coordinate system transformation from Earth-
centered Earth-fixed (ecef) to East, North and Up coordinate system (enu) coor-
dinates are presented and secondly, the theory for Geometric dilution of precision
(gdop) are explained.
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2.5.1 Global to Local Coordinates

The gnss model generate coordinates defined according to ecef which is a coor-
dinate system that rotated with the earth, see figure 2.9. The origin is found at
the Earth’s mass center where the x-axis intersects with latitude 0 (the equator)
and longitude 0 (Greenwich). The z-axis is in the same direction as the earth’s
axis of rotation, towards "True North". The y-axis thus points towards 90°E.
The positions of the 5g bs and the ues are defined according to a local enu de-
fined with the x-axis facing east, the y-axis facing north and the z-axis straight up,
see figure 2.9. To be able to compare ecef coordinates with local enu system, the
coordinates need to be transformed into the same system. Using a reference point
[Xr , Yr , Zr ] and the geodetic latitude φ and longitude λ at this point, together
with the ecef coordinates for specific satellite [Xsat , Ysat , Zsat], we can transform
the ecef system into enu coordinates according to equation 2.18,

xy
z

 =

 − sinλr cosλr 0
− sinφr cosλr − sinφ sinλr cosφr
cosφr cosλr cosφr sinλr sinφr

 =

Xsat − XrYsat − Yr
Zsat − Zr

 , (2.18)

where λr is the geodetic longitude and φ is the geodetic latitude.

Figure 2.9: ecef and enu coordinates.

2.5.2 Geometric Dilution of Precision

Since the availability and position of los satellite changes during a epoch the
geometric dilution of precision (gdop) is analysed to see how the satellite is posi-
tioned between each other during that epoch.



2.5 Coordinate System 21

The concept of gdop is to state how the error in the estimate will affect the result
and can be defined as,

gdop =
∆(Output Location)
∆(Measured Data)

. (2.19)

E.g. when los satellite are close together in the sky the geometric relation is said
to be weak, when los satellite are far apart the geometric relation is said to be
strong. The best performance of satellite position is achieved when one satellite is
in zenith and the other ones are located equal distance between and far down the
horizon. To get an intuition of the meaning dop see figure 2.10 and notice how
the green area varies with the different placement of the red and blur dots.

Figure 2.10: This intend to explain the concept of dop. A shows the mea-
sured distance from two transmitters and the intersection between them is
where the location of a ue is assumed to be. B and C present two measure-
ments with the same error bounds but with different dop. The true location
of the ue will lie anywhere in the green area.

gdop is calculated by first determining the unit vector from the receiver to the
satellite, with equation 2.8 and then derive the jacobian.

A =


xsat.1−xue

R1

ysat.1−yue
R1

zsat.1−zue
R1

−1
xsat.2−xue

R2

ysat.2−yue
R2

zsat.2−zue
R2

−1
...

...
...

...
xsat.k−xue

Rk
ysat.k−yue

Rk
zsat.k−zue

Rk
−1

 , ∈ R
k×4, (2.20)

where Rk is the euclidean distance between the k−th ue and satellite. Next step is
to calculate the covariance matrix of A. It is done will following equation

Q = (ATA)−1, (2.21)

where as the elements in Q are as follow.
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Q =


σ2
x σxy σxz σxt

σxy σ2
y σyz σyt

σxz σyz σ2
z σzt

σxt σyt σzt σ2
t

 , ∈ R (2.22)

this gives information of different geometric affects according to,

hdop =
√
σ2
x + σ2

y ,

gdop =
√
σ2
x + σ2

y + σ2
z + σ2

t .
(2.23)

hdop is looking at the horizontal position in x,y coordinates.gdop is a combined
measurement of all the constituent variables. [16]

For a fixed number of satellites, the position estimate will vary with different
dop values. Access to more satellite measurements will therefore not necessarily
mean better positioning. To validate and compare results, knowledge of the dop
value is therefore necessary. dop can also be analyzed for 5g and the location
of bss but since they are stationary and in less number, the importance is not
equally large as for satellites.
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3.1 Signal Models - Overview

This project will use three different measurements for estimating the position for
each ue, gnss pseudorange measurements and rtt and dl-aod measurements
from 5g bs. If there is enough measurement available, all three models can be
used independently for position estimation. This project will present both a hy-
brid solution between them and solution using them separately.

Figure 3.1 shows the overall architecture of the hybrid positioning simulation
environment. In order to generate measurements two different simulators will
be used, one for gnss pseudorange measurements and one for 5g nr measure-
ments. Both simulators share some of the same setup information but will run
independently of each other. The different colors of boxes in figure 3.1 shows the
overall architectures for the simulator and data-flow for the both systems, green
for the gnss signals and blue for the 5g lte signals. The yellow boxes shows the
output measurements from each system that will be used for positioning.

The simulation methodology showed in figure 3.1 will be explained in detail in
the following sections.

23
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Figure 3.1: Simulation methodology of the hybrid 5g and gnss solution.

3.2 GNSS Pseudorange Simulator

This section describes the method used for creating and using pseudorange mea-
surements.

3.2.1 Generating Pseudorange Measurements

Generating pseudorange measurements is a multi-step process and is shown as
green boxes in Figure 3.1. Firstly, the gnss simulation model calculates the
position for each available satellite over a time period. The satellite positions are
here defined in the ecef coordinate system and will be located all around the
earth. Each position is defined in the ecef coordinate system which will then be
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transformed into the local enu coordinate system, see section 2.5.1. This has to
be done to compare the satellite position with ue positions. To create a realistic
scenario where you only use satellites that give good measurements and are los
for each ue, a elevation mask filter will be used.

The filter will reject all satellites that have an elevation angle less than a deter-
mined value between each satellite and each ue. Satellites that are located near
the horizon (low elevation angles) tends to give unreliable measurements which
is why most gnss receivers ignores satellites below a certain angle. The specific
elevation mask angle varies between different devices but are usually between 10°
to 15°. [20] This project will use 15° as its base elevation mask angle.

Higher mask angles can also be implemented to model how the environment af-
fects gnssmeasurements. The following report presents different ways of model
deep urban canyons. [22] However, this work will make a simple mask model by
applying the same elevation degree all around the azimuth angle. This work will
use different mask angles to get an idea of how the number of available satellites
depends on different environments. The outcome will indicates to what extend
the gnss would work for positioning.

With the remaining satellites that are above the elevation mask filter and los
to the ues, the gdop is calculated between each satellite and ue. gdop’s value
states how errors in the measurement will affect the position estimation and will
be presented together with the final estimated result.

The GNSS Calculations model will output both enu coordinates and the gdop
value for all of the remaining satellites. It is now determined which time step
and which satellites that will be selected based on availability, gdop and the de-
sired number of satellites. Choosing gnss constellations gives better control of
how the satellite measurements affect the result. This provides better conditions
for studying the impact of 5G aod and rttmeasurements, which is the project’s
main focus. Setup information provide information about the desired number of
satellites, but due to detailed filters, the number of available satellites will be lim-
ited.

Lastly, the pseudorange distance is calculated according to equation 2.8 using the
coordinate of the satellites θsat and the coordinate of the ue, θue. For the system
to be as realistic as possible we will also add an average clock-offset of δt = 1−6[s]
and Gaussian noise of esat,k = 0.5/1/2/5 m. The Gaussian noise will be gener-
ated with a pseudorandom number generator called Mersenne Twister. Mersenne
Twister generates numbers that can be approximated as random errors and that
are always constant. Having constant errors in the pseudorang measurements
means that the result is always the same for all simulations, for a certain set of
satellites [18].
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3.2.2 Using Pseudorange Measurements

The gnss model and the following calculation steps will produce a range mea-
surements outputs from satellites to each ue. These will then be used for esti-
mating the position of every ue. Equation 2.8 tells us that the range should be
equal to the distance between the satellite with an added clock offset for perfect
measurements. Rearranging this equation into equation 3.1 will therefore give
an equation that will be zero when θue is equal to the true value of the ue. Since
equation 3.1 contain four unknown variables xue, yue, zue and δt, four pseduo-
range measurements is necessary to solve the system of equations. Because of
the added Gaussian noise the estimated position will not be perfect. The pse-
dudorange residual for k = 1, . . . , Mgnss available satellites will be created as

εgnss =
(
εgnss1 , εgnss2 , . . . , εgnssMgnss

)T
where the k-th measurement will be modelled

as,
εgnssk = yk − hk(θ) = c · τ̂gnss,k + c · δt − ‖θsat,k − θue‖ (3.1)

And the Jacobian matrix for k = 1, . . . , Mgnss available satellites will be created as

Jgnss =
(
Jgnss1 , Jgnss2 , . . . , JgnssMgnss

)T
, ∈ R

4×Mgnss where the k-th measurement will
be modelled as,

Jgnssk = −
∂hTk (θ)

∂θ
=

[
xsat,k−x̂ue
‖θsat,k−θ̂ue‖

ysat,k−ŷue
‖θsat,k−θ̂ue‖

zsat,k−ẑue
‖θsat,k−θ̂ue‖

−1
]

. (3.2)

Error Modeling

The accuracy of pseudorange measurements is affected by a range of variables,
such as environment, satellite position, and receiver equipment. The sums of
those error source is refered to as User Equivalent Range Error (uere). There
are two contributors to this error source. One of them is the Signal in space
error (sise) which models the satellite user range error urging from the equip-
ment and its functionality. The follow-up error source is the User equipment
error (uee), which includes the contributing factors that are not under the con-
trol of the gnss system. These error sources are not necessarily Gaussian but can
be considered for simplicity unbiased, uncorrelated, and assume Gaussian dis-
tributed. [1] galileo, a gnss system created by the European Space Agency (esa)
models pseudorange measurements as follows,

σuere,k =
√
σ2
sise,k + σ2

uee,k
(3.3)

The accuracy of pseudorange measurements is highly dependent on the receiver’s
equipment, with the most common differences categorizes as Single or Dual fre-
quency receivers. Table 3.1 presents the different error sources both for a Single
and Dual Frequency receiver. The total error ranges from 1.59m (5°) - 0.72m
(90°) depending on the elevation angle. Using a Single-frequency receiver, the
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performance is estimated to be in the interval 6.24m (5°) - 3.17m (90°). The er-
ror values presented are based on assumptions by esa and are meant to give the
reader a rough idea about typical errors.

Error Source Single Frequency [m] Dual Frequency [m]

Signal in Space Ranging (sise) 0.67 0.67
Residual Ionospheric 6 (5°) - 3 (90°) 0.08 (5°) - 0.03 (90°)
Residual Tropospheric 1.35 (5°) - 0.14 (90°) 1.35 (5°) - 0.14 (90°)
Interference, Multipath 0.69 (5°) - 0.63 (90°) 0.50 (5°) - 0.23 (90°)
Satellite Broadcast Group Delay 0.30 0.0
Code-Carrier ionospheric divergence 0.30 0.0
Total (1σ error) 6.24 (5°) - 3.17 (90°) 1.59 (5°) - 0.72 (90°)

Table 3.1: Typical ue error sources for Single and Dual Frequency receivers
according to esa and galileo for different elevations angles. [1]

Because the focus of this project is to investigate the improvement from 5g aod
and rttmeasurements, the pseudorange measurements will not be modeled but
instead determined as fixed errors. Based on this compilation the gnss error will
be model in this work as [0.5, 1, 2, 5] m in the gnss simulator to include both the
single and dual frequencies.

3.3 5G Simulator

This section will first present the generation of measurements from the 5g simu-
lator before describing how those measurements have been interpreted in the al-
gorithm. During the work of extracting measurements, aspects that have had sig-
nificant importance to the results have also been mentioned in this section.

3.3.1 Generating 5G Measurements

To present a result that is as similar to real tests as possible, an advanced simula-
tor has been used. The simulator is built by Ericsson Research and can generate
realistic signals that are standardized according to 3gpp, release 16, which makes
the result more realistic.

In the simulator, it is possible to set several different parameters such as the lo-
cation of ues and bss, the number of sectors on the bs and its direction, etc. The
signals can also be modeled by determining the bandwidth, carrier frequency,
subcarrier spacing, antenna construction, etc. It is also possible to decide whether
the bss should only receive los or nlos signals. The setting for the simulator has
been determined based on recommendations from Ericsson.

Each bs broadcast dl-prs signals that the ues perform toa measurement on by
peak detection in an estimated channel impulse response. The two toa mea-
surements are then combined into one rtt measurement which is used for posi-
tioning. When generating the next measurement,aod, the number of antennas



28 3 Method

element needs to be specified. The size of the antenna array corresponds to the
number of transmitted beams. Thus analyzing the peak rsrp in each beam can
determine the angle direction. The step is followed by interpolating close peak
rsrp to generate a more accurate measurement.

3.3.2 Angle of Departure

This section describes the method used for creating and using aod measure-
ments.

Select BS sector for AOD measurements

It is common for 5g bs to consist of several sectors that are directed towards dif-
ferent horizontal directions to be able to cover a larger area. Figure 3.2 shows an
Ericsson base station with three sectors directed in different directions. The num-
ber of sectors and their direction varies greatly depending on, for example, the
environment, but this can be seen as a set to investigate our model. It is reason-
able to assume that a sector oriented towards the UE gives better measurements,
which is something that can be confirmed in our model. Since each sector sends
signals regardless of the direction to the ues, a model is needed to distinguish the
sector that’s oriented towards each ue from the ones that aren’t. For this project,
the width of each bs sector is defined to give good measurements within the angu-
lar range [−60, 60] degrees from its center direction. Figure 3.3 shows a 2dmodel
over one base station with three sectors directed in different directions. The col-
ors indicates that the angular range where each sector is assumed to receive good
measurements and the red crosses shows the true location of 300 ues, placed in
the blue shaded area where sector 1 is assumed to receive the best signal.

Figure 3.2: Ericsson bswith
three sectors.

Figure 3.3: 2d model with sections di-
rected in different directions and ue:s
located in front of sector 1.
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The upper plot in figure 3.4 shows the received signals from all the 300 ues pre-
sented in figure 3.3, plotted as Peak rsrp against angle difference. The angle
difference is defined as the difference between the true angle towards the ue and
the estimated angle and should therefore be a low value for good measurements.
The estimated angle is here defined as the center direction of the downlink beam
(of each sector) which is measured with greatest rsrp by each ue. The different
colors indicates signals received by different sectors and in total there is 900 sig-
nals shown. The upper figure shows clearly that sector 1 is the preferred choice
for this deployment. The blue values are centered around zero angle difference
and with a low variance. Sector 2 and Sector 3 both give signals with a high
variance and are clearly not reliable.

For a ue with unknown position it can be difficult to know which sector that will
give the best measurement. That requires some knowledge about the position of
the ue in order to be able to classify it in the right sector, which may be the case
if there is access to more measurements. Here we will assume that no other infor-
mation is provided and try to model that in another way by using the information
about signal strength. By choosing the sector that receives the highest Peak rsrp
from each ue we are able to classify 265 of the 300 ues as sector 1. Other simula-
tions also show that this ratio is around 90% regardless of what the deployment
looks like. The lower plot in figure 3.4 shows the selected 300 measurements for
the same sectors.
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Figure 3.4: The upper plot shows all the received signals from the deploy-
ment in figure 3.3. The different color indicated signals from different sec-
tors. The lower plot displays the result from the classification model.

Interpolated angle

As described in section 2.1.1, the angle measurements can be interpolated be-
tween different beams to gain a more accurate aod estimate. This section present
the result of this implementation. The aod measurements with and without the
interpolation method are compared in figure 3.5 and notice the significantly bet-
ter performance for interpolated angles. Based on the result, this leads to the
following decision

• All upcoming results are based on the use of interpolation for aod estima-
tion.
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Figure 3.5: This figure present the increase accuracy with the use of interpo-
lated angle compared to the used of angle with closes peak rsrp.

Using angle based measurements

The dl simulation provides measurement estimations for the azimuth and eleva-
tion angle between each bs to each ue. These measurements will then be used in
two different models for position estimation of the ue. The angle measurements
will be used as the dependent variable yk and the model h(θ) will be defined as
the calculated angle as described in section 2.1.1 using the known position of the
bs. Using the theory about wls from section 2.3.1, the two different residuals
can be created as equation 3.4 and equation 3.5. This will give equations that
is minimized when xue approaches the same direction as the estimated angle yk .
The residuals for k = 1, . . . , MAzi and k = 1, . . . , MEle available azimuth and eleva-

tion angle measurements will be created as εϕ =
(
ε
ϕ
1 , ε

ϕ
2 , . . . , ε

ϕ
MAzi

)T
respectively

εϑ =
(
εϑ1 , ε

ϑ
2 , . . . , ε

ϑ
MEle

)T
where the k-th measurement will be modelled as,

ε
ϕ
k = ϕk − arctan2((ybs,k − yue)/(xbs,k − xue)), (3.4)

εϑk = ϑk − arccos2((zbs,k − zue)/‖θbs,k − θue‖). (3.5)

And the Jacobian matrix for MAzi and MEle available angle measurements will

be created as Jϕ =
(
J
ϕ
1 , J

ϕ
2 , . . . , J

ϕ
MAzi

)T
and Jϑ =

(
Jϑ1 , J

ϑ
2 , . . . , J

ϑ
MEle

)T
where the k-th
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measurement will be modelled as,

Jϕk = −
∂hTk (θ)

∂θue
=

[
ybs,k−ŷue

(xbs,k−x̂ue)2+(ybs,k−ŷue)2 − xbs,k−x̂ue
(xbs,k−x̂ue)2+(ybs,k−ŷue)2 0 0

]
, (3.6)

Jϑk = −
∂hTk (θ)

∂θue
. (3.7)

Where hk = arccos2((zbs,k − zue)/‖θbs,k − θue‖) for the elevation angle model.
The equation will not be derived since the elevation angle is not used in this
project.

3.3.3 Round-trip Time

This section describes the method used for creating and using rttmeasurements.

Select BS Sector for RTT Measurements

As explained in section 3.3.2, it is common for 5g bs to consist of several sectors
directed towards different horizontal directions. It is therefore of interest to in-
vestigate the measurements from the different sectors in order to determine how
well the measurements depend on the direction of bs. The upper plot in figure
3.6 presents all the received signals with the deployment in figure 3.3, where the
different colors indicate measurements from different sectors. When comparing
figure 3.4 and figure 3.6, which show measurements from different sectors for
aod and rtt measurements, respectively, it can be seen that the rtt measure-
ments are not as dependent on the direction of the sector as for aod measure-
ments. However, figure 3.6 shows that sector 1 generally seems to provide better
measurements. One method of selecting the sector for rtt measurements is to
use the same classifying method as for aod, described in section 3.3.2. This gives
a classification of about 90% and the result is shown in the lower plot in figure
3.6.
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Figure 3.6: The upper plot shows all the received signals from the deploy-
ment in figure 3.3. The different color indicated signals from different sec-
tors. The lower plot displays the result from the same classification model
as in figure 3.3.

Using Round-trip Time Measurements

By combining the downlink and uplink simulation, the rtt can be calculated for
a signal traveling back and forth between a ue and bs, using the theory in sec-
tion 2.1.2. A major advantage of this method is that it eliminates the effects of
time synchronization, which often is a problem in positioning systems. The rtt
is then used for estimating the time it takes for the signal to travel one way, τ̂

5g,k ,
using equation 2.6.

The one-way time τ̂
5g,k is then multiplied with the speed of light to get an es-

timate of the distance between the ue and bs, creating the dependent variable
yk = c · τ̂

5g,k . The value of the model h(θ) will here be defined as the euclidean
distance between the ue and bs, h(θ) = ‖θbs,k −θue‖. Using the theory aboutwls
in section 2.3, the residual for rttmeasurement can be modelled as equation 3.8.
This will give an equation that is minimized when θue approaches the true value
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of the ue. Since equation 3.8 contains 3 unknown variables xue, yue, zue, three
rtt-measurements needs to solve the system of equation. The rtt residual for

k = 1, . . . , Mrtt available bs will be formed as εrtt =
(
εrtt1 , εrtt2 , . . . , εrttMrtt

)T
where the k-th measurement will be modelled as,

εrttk = yk − hk(θ) = c · τ̂
5g,k − ‖θbs,k − θue‖ (3.8)

And the Jacobian matrix for Mrtt available rtt measurements will be created

as Jrtt =
(
Jrtt1 , Jrtt2 , . . . , JrttMrtt

)T
, ∈ R4×Mrtt where the k-th measurement will be

modelled as,

Jrttk = −
∂hTk (θ)

∂θ
=

[
xbs,k−x̂ue
‖θbs,k−θ̂ue‖

ybs,k−ŷue
‖θbs,k−θ̂ue‖

zbs,k−ẑue
‖θbs,k−θ̂ue‖

0
]

. (3.9)

3.4 Hybrid Sensor Fusion

This section will present the hybrid positioning solution using all three different
types of measurements. The purpose of this method is to estimate the position
of a ue as reliable as possible. The system of equations will in many situations
be overdetermined which is why each measurement needs to be weighted con-
sidering its reliability. The method is based on an wls implementation together
with the iterative Gauss-Newton method. The wls solution is formulated as the
nonlinear least-square minimization

θ̂ =


x̂ue
ŷue
ẑue
δ̂t

 = argmin
θ

{
Vnwls

}
, (3.10)

where Vnwls is the nwls cost function for a given ue, see section 2.3.1 for more
information.

To solve equation 3.10 in a computationally efficient way we will make use of the
iterative Gauss-Newton method presented in section 2.3.4. The Gauss-Newton
solution for the i-th iteration is defined as,

θ̂i+1 = θ̂i +
(
JTW−1J

)−1
JTW−1

(
ε
(
θ̂i

))
, (3.11)

where ε(θ̂k) is defined as all the residuals of the available measurements stacked

on each other. ε(θ̂k) is aM ×1 matrix where M is the total number of transmitters.
The M transmitters used for hybrid positioning is the sum of the number of visi-
ble satellitesMgnss, rtt-measurementMrtt, Azimuth anglesMAzi and Elevation
angles MEle, i.e., M = Mgnss + Mrtt + MAzi + MEle.
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ε
(
θ
)

= y − h
(
θ
)

=


εgnss
εrtt
εϕ
εϑ

 , (3.12)

and the Jacobian matrix is defined as all the individual Jacobian matrices of all
the available measurements stacked on each other. J is a M × 4 matrix where M
is the total number of transmitters and is defined as,

J = −∂hT (θ)

∂θ
=


Jgnss
Jrtt
Jϕk
Jϑk

 , (3.13)

and the diagonal weighting matrix W is defined as,

W = diag
(
Wgnss,Wrtt,WAzi ,WEle

)
, (3.14)

where W is the weighting coefficients for each system. The weights are defined as
vectors with the same value for every type of measurement, Wgnss = Wgnss · [1Mgnss×1],
Wrtt = Wrtt · [1Mrtt×1], WAzi = WAzi · [1MAzi×1] and WEle = WEle · [1MEle×1]. The
weighting coefficients will be estimated through analysis by knowing the expected
value of the measurement.
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Results

4.1 GNSS Performance

This section will investigate the pseudorange gnss measurement that is gener-
ated according to section 3.2. It will give an insight into the availability of satel-
lites during 24 hours and also show the different gdop values over that time
frame for different numbers of satellites. Further, a positioning analysis is made
using different constellations of satellites.

In the gnss simulator, following settings for the gnss simulator needs to be spec-
ified.

Simulation parameter Value
Orbits 17 [−]
Satellites per orbit 30 [−]
Altitude 600 [km]
Inclination 87.5 [°]
Longitude interval 14 − 18 [°]
Latitude interval 57 − 61 [°]

Table 4.1: Used gnss simulation parameters .

4.1.1 Dilution of Precision

Figure 4.1 shows the change in dop value of different gnss constellations used in
this work. It is clear how the values change over time and between the number of
satellites being simulated. There is a slight difference between hdop and gdop
in figur 4.1a and figure 4.1b while it is significant for figure 4.1c. For accurate

37
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estimated positioning, a low dop value is desirable. Following the decision is
made to make the comparison between constellations independent of dop,

• Equivalent hdop value will be applied to the different constellations when
comparison.
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(a) Changes in hdop and gdop for two satellites over a time period.
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(b) Changes in hdop and gdop for three satellites over a time period.

0 5 10 15 20 25 30 35 40

Samples

0

10

20

30

D
O

P
 -

 E
rr

o
r

DOP value for 4 Satellites

HDOP

GDOP

(c) Changes in hdop and gdop for four satellites over a time period.

Figure 4.1: These plots illustrate the variance in dop values for different
numbers of satellites. An angle of 30 °forms the mask used in the simulation
producing these results.
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4.1.2 Availability

Figure 4.2 presents the probability of the number of visible satellites as a normal-
ized histogram. The result is generated with the satellite simulator over 24 hours
with a time step of two minutes. The subplots show the result for different mask
angles. A mask angle at 15° can be seen as an open sky scenario only ignoring the
satellites near the horizon, as discussed in section 3.2. The result with the other
mask angles can be used as an estimation of visible satellites in different urban
environments.

The number of visible satellites is highly dependent on the chosen simulation pa-
rameters presented in table 4.1 but are meant to give the reader an understanding
of satellite visibility for different situations.

(a) Mask angle at 15° (b) Mask angle at 30°

(c) Mask angle at 50° (d) Mask angle at 60°

Figure 4.2: This plot presents the probability of available satellites for an
open sky scenario in a specific region under 24 hours with a time step of two
minutes. The subplots show the result for different mask angles.
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4.1.3 Positioning Performance

As previously stated, there need to be at least four pseudorange measurements
from different satellites to enable positioning of a ue in 3D. For positioning in 2D,
where the height is set to a fix value, only three satellites will be enough. Figure
4.3 presents the positioning performance for a 2D localization with only satellite
measurements. Section 4.3 will present the result of the hybrid 5G GNSS solu-
tion. In figure 4.3 the different lines indicate different amount of added Gaussian
noise to the pesudorange measurement with an standard deviation of 0.5m std.,
1m std., 2m std. and 5m std. The measurement error is based on the information
about error modeling from ESA, presented in 3.2.2 and are meant to be relevant
for different use cases. The result is displayed in a cumulative distribution func-
tion (cdf) which indicates the performance against the probability. This figure
also compare good and weak dop value to highlight how this factor afflict the
positioning.
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Figure 4.3: This plot show the positioning performance for standalone gnss
measurements with various standard deviations and dop. The different dop
value here is based on hdop and they are set to 1.15 for the standard case
and 35.68 for weak dop
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Positioning performance [m]
Positioning method 50% 80% 90%

Std. 0.5m 0.45 0.69 0.83
Std. 1m 0.89 1.38 1.65
Std. 2m 1.78 2.75 3.31
Std. 5m 4.45 6.88 8.27
Std. 0.5m, weak dop 0.84 1.42 1.87
Std. 1m, weak dop 1.68 2.85 3.74
Std. 2m, weak dop 3.36 5.70 7.48
Std. 5m, weak dop 8.41 14.24 18.71

Table 4.2: The table present the result from figure 4.3.

4.2 5G Performance

In this section, 5g will be further analyzed. This will begin with looking at each
measurement generated from the 5g simulator according to section 3.3 separately
and later the positioning accuracy for different bs constellations and measure-
ments. The intention is to illustrate how the different signals perform before
they are fused. In the nr simulator, following settings for the signal simulator
needs to be specified.

Simulation parameter Value
Carrier frequency 3.5 [GHz]
Subcarrier spacing 15 [kHz]
prs bandwidth 200 [MHz]
5g nr frequency bands FR1 [−]
Nr. of antennas 16/32/64 [−]
Beam oversampling factor 2 [−]

Table 4.3: Used simulation parameters .

4.2.1 Sector Edge Analyse

This plot will illustrate how the aod and rtt measurements are affected by dis-
tance and direction. A bs with one sector is directed straight towards the east
and a large number of ues are located around the edge of the base station’s beem
sweeping area, i.e. 60 degrees from the base station direction. This is to inves-
tigate how reliable the measurements are in the transition between. Figure 4.4
displays rtt and aodmeasurement error against the distance to the ues and the
true direction, where the true direction is defined as 0° for the direction straight
in front of the base station. The blue and red rings illustrated in figure 4.4 the
measurements that are inside respective outside the bs’s beemsweeping area. To
more easily draw conclusions from the results in this plot, some outlier measure-
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ments are not included. The figure only presents the result from one of the sector
edges, but the same conclusions can be drawn for ues placed around -60 ° from
the direction of the bs.

Figure 4.4: The plot shows how the aod and 5g rtt measurements are af-
fected around the edge of the sector.

4.2.2 Measurement Analyse

The performance of 5g rtt and aod measurements are analysed in this section.
The measurements are collected when a single bs sector is directed towards ues,
and all ues are located within 200 meters.

Line of Sight Measurement Analyse

This section will compare los and nlos to see the importance of sight to signal
measurement qualities. The intention is to determine whether a valid measure-
ment can be generated when nlos is applied.
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Figure 4.5: The left plot the present the rttmeasurements for los andnlos
and the right plot present the result for aod measurements for the same
cases. The value in the legend box shows the top 80% performance.

Figure 4.5 illustrate the importance of los for receiving good measurements
which is expected since the models used in the Statistical Model, (equation 2.4,
2.5, 2.7) are derived to function for los measurements. Based on the result, this
leads to the following decision.

• Henceforth will only los be applied if nlos is not stated.

4.2.3 Various Antenna Array

Figure 4.6 shows the measurements errors for 5g rtt and aod measurements
for different number of used horizontal antennas. The top 80% for an antenna
configuration of 32 horizontal antennas gives an accuracy better than 1 m for rtt
in figure 4.6a and 0.64° for aod in figure 4.6b. The accuracy of aod estimations
are expected to improve with the use of more horizontal antennas elements, since
they can produce narrower beams.

To limit the investigation, the following decisions have been made,

• henceforth, the simulations will be done using only 16 horizontal antennas.
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(a) rtt error for various number of anten-
nas.
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Figure 4.6: This figure shows how the measurement error depends on the
number of antenna elements.

4.2.4 Position Analysis

In this section, the position performance will be presented. These results will be
based on a variant of fused measurement and bs deployments. This will highlight
the key factors for positioning using 5g.

Base station Deployment

Figure 4.7 presents the four different bs deployments that are used throughout
the report. 500 ues are randomly placed within a circle with a radius of 150
meters and the bss are located 200 meters from the center of the circle. These de-
ployments provide good conditions for studying positioning in an environment
similar to an urban environment. Each base station is equipped with one sector
directed towards the ues. All ues are located within the beam sweeping area
which means that no sector classification needs to be done, as discussed about in
section 3.3.2 and 3.3.3. Deployment 1 is a single site deployment located west
of the ues and Deployment 2 consist of two bss located opposite of each other,
west and east of the ues. Deployment 3 also consists of two BS but directed or-
thogonal to each other, west and north of the ues and Deployment 4 is a three
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site deployment with the bss located west, north and east of the ues.

(a) deployment 1, one bs. (b) deployment 2, two bss opposite to
each other.

(c) deployment 3, two bss perpendicular
to each other.

(d) deployment 4, three bss placed as a
isosceles triangle.

Figure 4.7: The four base station distributions studied throughout the re-
port.

Determined Weighting Coefficients

Table 4.4 shows the calculated weighting coefficients w for each measurement sys-
tem. The weighting coefficients are defined as the variance of the measurement
deployed in one cell. That means that the weights for the pseudorange measure-
ments will be equal to the determined variance by definition. The other three
weighting coefficients will be determined by estimation of the variance with the
knowledge of the predicted value, see section 2.3.5 for detailed explanation. The
results are presented in table 4.4.

Even if the bs sector is directed towards the ues, a small number of deviating
measurements will occur, as shown in figure 3.4 and figure 3.6. To prevent outlier
measurement from having a disproportionately large impact on the entire result,
the following decisions have been made.

• Henceforth, the weighting coefficients will be based on the result for the 90
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percentile of the measurements.

Calculated variance for different measurements
Percentile wgnss wrtt wϕ̂k

los
100% 1\5\10 [m] 1.5 [m] 1.4E-01 [rad]
90% 1\5\10 [m] 1.4E-01 [m] 3.7E-03 [rad]
50% 1\5\10 [m] 5.5E-02 [m] 9.6E-04 [rad]

nlos
100% 1\5\10 [m] 21.9 [m] 3.9E-01 [rad]
90% 1\5\10 [m] 3.9 [m] 2.4E-01 [rad]
50% 1\5\10 [m] 8.1E-01 [m] 6.8E-02 [rad]

Table 4.4: Determined weights for the 50, 90 and 100 percentile using the
deployment shown in figure 3.3

Separately position analysis

Figure 4.8 show the position error using either rtt or aod measurements for
deployment 1-4 displayed in figure 4.7. Because the systems require different
numbers of measurements to solve for positioning. The number of possible com-
positions will differ from the basis of the distribution. As far as rtt is concerned,
it only goes one way because it takes three measurements while for an angle only
two are required, and thus it is possible to create three different compositions.
The top 80% performance are shown in brackets inside the legend box.
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Figure 4.8: This plot illustrates with a cdf the positioning performance us-
ing either rtt or aodmeasurements, with various bs deployments. They all
show similar results with some disparities.

Positioning performance [m]
Positioning method 50% 80% 90%

deployment 4 - Only rtt 0.2 0.7 2.5
deployment 4 - Only aod 1.2 2.9 47
deployment 3 - Only aod 1.4 3.1 24
deployment 2 - Only aod 2.5 12.4 131

Table 4.5: The table present the result from figure 4.8.

Fused position analysis

Figure 4.9 show the position error using both rtt and aod measurements for
deployment 1-4 presented in figure 4.7. Since both measurements are used
here, only one bs is necessary for positioning. The top 80% performance are
shown in brackets inside the legend box.
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Figure 4.9: This plot illustrates with a cdf the positioning performance
using rtt and aod measurements together, with various bs deployments.
They all show similar results with some disparities.

Positioning performance [m]
Positioning method 50% 80% 90%

deployment 1 - rtt and aod 0.6 1.5 2.5
deployment 2 - rtt and aod 0.3 2.0 72
deployment 3 - rtt and aod 0.19 0.6 2.9
deployment 4 - rtt and aod 0.19 0.8 4.6

Table 4.6: The table present the result from figure 4.9.

The figure below shows the position errors for 500 ues with three bss placed ac-
cording to deployment 4. This plot is created using three different simulation
settings, only rtt measurements, only aod measurements, and both measure-
ments together. This helps investigate how much impact rtt and aod measure-
ments have on their combined results. The combined result is shown as a color
marking in the figure and on the plots lines. To present clear trends, only the top
70% of the measurements are used.
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Figure 4.10: This plot illustrates the positioning performance from using
only rtt, only aod, and both measurements together for deployment 4 (3
bs).

4.3 Hybrid 5G and GNSS Positioning

This section will present the results of the hybrid solution with rtt, aod, and
gnss measurements for different cases. Figure 4.11 shows the position error for
deployment 1 (1 bs) with access to three satellites with different accuracy on
the pseudorange measurement. The standard deviation is set to 0.5,1,2,5 m and
the dop value between the satellites is 1.5. The top 80% performance are shown
in brackets inside the legend box.
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Position analysis, Deployment 1, RTT and AoD

Deployment 1 - 0 sat. (1.5m)

Deployment 1 - 3 sat, std = 0.5m (0.6m)

Deployment 1 - 3 sat, std = 1m (0.9m)

Deployment 1 - 3 sat, std = 2m (1.2m)

Deployment 1 - 3 sat, std = 5m (1.4m)

Figure 4.11: This plot present with a cdf the positioning performance us-
ing deployment 1 and three satellites with different gnss measurement
variance.

Positioning performance [m]
Positioning method 50% 80% 90%

deployment 1 - 0 sat 0.6 1.5 2.5
deployment 1 - 3 sat, std = 0.5m 0.29 0.6 0.8
deployment 1 - 3 sat, std = 1m 0.44 0.9 1.3
deployment 1 - 3 sat, std = 2m 0.54 1.2 1.9
deployment 1 - 3 sat, std = 5m 0.55 1.4 2.4

Table 4.7: The table present the result from figure 4.11

Figure 4.12 presents the position error for deployment 1 (1 bs) with access to
different numbers of satellites and with a constant value of the standard deviation
for the pseudorange measurements. The standard deviation is set to 1 and 2 m for
the left and right plots and the dop value for the gnss constellations is 1.5.
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Deployment 1: RTT, AoD and GNSS fusion

Deployment 1 - RTT and AoD, 0 sat (1.5m)

Deployment 1 - RTT and AoD, 4 sat (0.8m)

Deployment 1 - RTT and AoD, 3 sat (0.9m)

Deployment 1 - RTT and AoD, 2 sat (1.5m)
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(a) Std = 1m
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Deployment 1: RTT, AoD and GNSS fusion

Deplyment 1 - RTT and AoD, 0 sat (1.5m)

Deplyment 1 - RTT and AoD, 4 sat (1.2m)

Deplyment 1 - RTT and AoD, 3 sat (1.2m)

Deplyment 1 - RTT and AoD, 2 sat (1.5m)

Deplyment 1 - RTT, 3 sat (1.2m)

Deplyment 1 - AoD, 2 sat (1.5m)

(b) Std = 2m

Figure 4.12: This plot present with a cdf the positioning performance us-
ing deployment 1 and different number of satellites with different gnss
measurement variance.

Positioning performance [m]
Positioning method 50% 80% 90%

deplyment 1 - rtt and aod, 0 sat (Std=1m) 0.6 1.5 2.5
deplyment 1 - rtt and aod, 4 sat (Std=1m) 0.38 0.8 1.2
deplyment 1 - rtt and aod, 3 sat (Std=1m) 0.44 0.9 1.3
deplyment 1 - rtt and aod, 2 sat (Std=1m) 0.54 1.5 2.5
deplyment 1 - rtt, 3 sat (Std=1m) 0.44 0.9 1.3
deplyment 1 - aod, 2 sat (Std=1m) 0.54 1.5 2.5

deplyment 1 - rtt and aod, 0 sat (Std=2m) 0.6 1.5 2.5
deplyment 1 - rtt and aod, 4 sat (Std=2m) 0.47 1.2 1.9
deplyment 1 - rtt and aod, 3 sat (Std=2m) 0.53 1.2 1.9
deplyment 1 - rtt and aod, 2 sat (Std=2m) 0.57 1.5 2.5
deplyment 1 - rtt, 3 sat (Std=2m) 0.53 1.2 1.9
deplyment 1 - aod, 2 sat (Std=2m) 0.53 1.5 2.5

Table 4.8: The table present the result from figure 4.12.

4.3.1 Analysis of Hybrid Solution

This section will present the result for a hybrid solution between gnss pseudor-
ange and nlos 5gmeasurements. These results aim to investigate if it is possible
to estimate a position using gnss when the 5g measurements are nlos. The
prerequisites for these results are that the measurements are weighted according
to table 4.4 and nlos. The satellite’s measurements have a standard deviation of
1m and the hdop value of the different gnss compositions for 2,3 and 4 satellites
are 1.47, 1.47 and 1.44. deployment 1 has been used.
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NLOS fused with satellites

NLOS, 0 sat. (121.81m)

NLOS, 2 sat. (171.61m)
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Figure 4.13: This plot illustrates 5g nlos measurement fused with various
amount of satellites.

Positioning performance [m]
Positioning method 50% 80% 90%

nlos, 0 sat. 44.66 121.81 169.70
nlos, 2 sat. 23.78 171.61 255.89
nlos, 3 sat. 1.34 2.41 2.90
nlos, 4 sat. 1.15 2.22 2.90

Table 4.9: The table present the result from figure 4.13.

Figure 4.14 illustrate a contour plot similar to figure 4.10 with the comparison
between 5g and gnss positioning solutions instead. The values inside the plot
marks the fused systems position error. Figure 4.14a shows the combined sys-
tem where each system can produce an accurate positioning separately. While
figure 4.14b and figure 4.14c show how 5g and gnss can complement one an-
other for accurate positioning when lacking valid measurements. Invalid mea-
surements have been implemented for 5gmeasurements as nlos and gnss with
std of 5m to the pesudorange. These simulations have been weighted according
to table 4.4.
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Figure 4.14: This plot shows how a fused position algorithm works with
good measurement (4.14a) and also how they could be used to complement
each other (4.14b),(4.14c). Here both rtt and aod is used for 5g measure-
ments with deployment 1 (1 bs) and 4 satellites with dop of 1.15.





5
Discussion

This chapter will discuss all results presented in chapter 4 and highlight the im-
portant aspects that have been investigated in this work. The structure of this
chapter is intended to reflect the different areas covered in chapter 4.

5.1 GNSS

When it comes to the results presented in section 4.1 they need to be seen as
roughly estimated as the data is synthetic produced. The reason for the uncer-
tainty is because this work has used a simulator provided by Ericsson and with
the fact that the main research area has been 5g. There already exist numerous
studies on gnss positioning accuracy and a more detailed modelling was not pri-
oritized in this thesis. Instead, this works focuses more on the interesting aspects
of how the results differ between cases in the gnss simulator.

5.1.1 Measurement

Section 4.1.1 and section 4.1.2 introduced various aspects of what can affect the
performance of gnss positioning. These aspects influence the results differently
and are not the only factor that matters but these are those this work has focused
more on. Factors that have not been examined but needs to be mentioned are
the impact of multipath and nlos. Hence these factors would have affected the
result unexpectedly and thus they are kept delimited from this work. Figure 4.1
shows the dop value for different satellites. Figure 4.1a with two satellites gives
the lowest dop value for both hdop and gdop, while the highest is found in fig-
ure 4.1c and for gdop. The reason gdop and hdop differ is that gdop included z
as well as δt variables for its dop value. In the process of generating dop values,

55
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a mask angle of 30°was implemented to the model presented in section 3.2. This
simplified model means that the dop value cannot fully represent a deep urban
canyon but instead gives an idea of how the value changes over time.

The satellite availability is shown as pdfs in figure 4.2 where different mask an-
gles are applied. A mask angle of 15° can be seen as open sky conditions and
as the mask angle increase the visible satellites decrease. Both for 50° and 60°
there are not enough available satellites for determining the position. This phe-
nomenon can found in really dense areas with highrise. gnss has addressed
this issue by using a multi-constellation of operating satellites such as gps and
galileo to the amount of orbiting satellites that can transmit measurements.
Even with this solution, the availability would have the same trend with multi-
constellations.

Another thing that can be concluded from this analysis is that the area where the
availability of 5g bs will be the highest, such as urban areas, is where gnss are
least available.

5.1.2 Positioning

As the mask angle increases the possibility of a good dop value decrease and
the importance of dop is shown in figure 4.3 where the positioning accuracy
is plotted with a good hdop of 1.15 and weak hdop of 14.01. In all cases with
weakdop, the accuracy decreases with approximately a factor of two. As mention
earlier the deployment of 5g nr will at first extended in urban areas where the
mask level is high this will implicate a weak dop and performance.

5.2 5G

In this section the results presented in section 4.2 will be discussed.

5.2.1 Measurement

Here will measurement parameters that have in some way affect the outcome be
mention and further analyzed.

Sector Edge Analysis

The upper left plot in figure 4.4 presents the angular error against the correct
angle for each ue. Studying the figure, it can be seen that the aodmeasurements
become noticeably worse when the ue is outside the sector field of view, which
is reasonable since the bs cannot construct beams outside this area. The bs will
therefore always estimate angles within the sector’s field of view, even if the ue is
located outside this area. The sector will here select the outmost beam during the
beam sweeping, leading to the linear behavior of certain measurements, shown
in the figure. To receive a good aod estimation there needs to be an interpola-
tion between two constructed beams. Some of the ues within the sector view still
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cannot receive a good estimation, which is a result that the outmost beam is se-
lected and interpolation is not possible. This means that we can only expect good
measurements within the interval [-55,55] degrees for each sector. However, this
interval depends on the number of used horizontal antennas and increases with
more antennas used, with a maximum value of [-60,60]. The interval of about
[-55,55] degrees is estimated with the use of 16 horizontal antennas. The upper
left figure also shows that as long as the ues are within the bs’s view interval, the
aod estimates seem to be about as accurate.

The lower left plot in figure 4.4 shows the angular error as a function of the length
to the ues. By studying the blue and red measurements separately, referring to
measurements within and outside the sectors field of view, it can be concluded
that the range towards the ues does not seem to affect the aod estimate signifi-
cantly. This analysis is made for ues that are within 500 meters of the bs. There
may be different behavior for longer distances since the signal strength decreases
with range to the object. A high signal strength generally leads to more accurate
measurements.

The upper right plot in figure 4.4 shows the rtt error against the correct angle for
each ue. Since the measurements inside and outside the sector’s field of view are
similarly distributed, it can be concluded that the rtt measurements are hardly
affected by whether the ue is inside or outside the sector’s field of view. Similar
trends can be seen in figure 3.4 as sectors that are opposite are still tending to
give fairly good measurements.

The lower right plot in figure 4.4 shows the rtt error against the length of each
ue. It is difficult here to distinguish the measurements inside and outside the
sector field of view from each other. In addition, no significant difference is seen
for short or long distances to the ues. The conclusion is therefore that the rtt
measurement accuracy is the same for ranges up to 500 m and directions up to
80 degrees from the sector center direction, horizontally.

For a case where a ue is within the sector area, we can therefore expect aod and
rtt measurements that are fairly independent of length and angle. This has the
consequence that the position accuracy from a bs should decrease linearly with
the length because an angular error gives a larger impact if the length of the
object increases.

Line of Sight

los is very crucial and important for receiving accurate measurements with 5g,
as shown in Figure 4.5. There can be many things that affect the los to varying
degrees. However, it is in the cir that the error of rtt and aod measurement
emergence. Note that the nlos measurements results in poor measurements for
both rtt and aod measurements. As a result, it can be concluded that nlos
should not be used for positioning and therefore discarded.

Both plots in figure 4.5 shows the measurement of aod and rtt when los/nlos
conditions are assumed to be known by the position estimator, but this is not al-
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ways the case. Therefore, there are methods for classifying los and nlos. These
can be used successfully in positioning with many bss where there is an excess of
measurements but nlosmay occur. [15]

Antenna Configuration

Figure 4.6 shows how the number of antennas in a bs affects the measurements.
Studying figure 4.6a, it can be seen that the number of antennas has no bear-
ing on the rtt measurement while as for aod that can be seen in figure 4.6b
the differences are significant. The difference depends on the accuracy of beam
sweeps which becomes higher with more antennas and thus the aod measure-
ment becomes more accurate. This demonstrates the impact of the hardware on
the positioning which can be a decisive factor for the result. To gain a broader
perspective of how hardware and settings influence the positioning performance
more parameters need to be analyzed.

5.2.2 Positioning

Figure 4.8 shows the position estimate using only rtt or aod measurements for
deployment 1-4. This result is of interest because its investigates the position
performance from the different types of measurements separately, which then
can be compared to a fused rtt and aod solution. Since for various reasons, for
example all bs can’t estimate aod, there is not always access to both types of
measurements which also makes the result interesting.

The use of only one type of measurement is shown in Figure 4.8. Here it clearly
shows that rttmeasurements from three bs (deployment 4) give a much better
position estimate compared to aod for the same case. It is also interesting to
note that the use of aod measurements in deployment 2 and deployment 3
give very similar results, even if a third measurement is used. The conclusion
is thus that deployment 3 (two bs) gives an equally good or better result than
deployment 4 (three bs) when using only angle measurements.

One of the reason why deployment 3 with two measurement values gives better
results than deployment 4 with three measurement values for the worst 20%
of the measurements is that the risk of outlier measurement being used increases,
which makes the position estimate much worse. There are methods for sorting
out outlier measurements, but these usually require access to a larger number of
measurements. Another reason can be when the opposite placed bss inflict the
positioning estimation negatively. Since all measurements are weighted the same
a badly placed ue can be difficult to estimate an accurate position, this can be
seen at the worst 20%.

Figure 4.9 shows the positioning accuracy when both rtt and aodmeasurements
are used with deployment 1-4. This shows similar tendencies as figure 4.8
where the measurements are used separately. deployment 3 and deployment
4 give similar results, which again confirms that two bss that are orthogonal to
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each other are enough to get a very good position estimate. The result from de-
ployment 1 (one bs) gives a position error of less than 1.5 m for 80% of the
measurements.

Fused Measurements Analysis

Figure 4.10 shows the individual impact of aod and rtt measurements on their
merged result, using deployment 4. The almost vertical contour lines show that
the merged result is mostly due to the rtt measurements and that the aod mea-
surements do not improve the result significantly. However, this conclusion can
only be drawn if the bss are placed according to deployment 4. A similar trend
can be seen if studying figure 4.8 and figure 4.9 where three rtt measurements
give similar results as for three rtt and aodmeasurements together.

The conclusion is that aod measurements do not have a significant impact on
positioning if three rtt measurements are available. However, this applies to
optimal conditions as all rtt measurements are available. Access to aod mea-
surements can provide a more robust model and can act as a complement if any
of the rtt measurements are not registered. If a different antenna constellation
with more horizontal antennas is used, the aod measurements could be signif-
icantly improved, as shown in Figure 4.6b. This would probably increase the
importance of aod measurements for improved positioning when there is three
or more rttmeasurements.

Another necessary factor to consider is that the rtt and aod measurements are
not necessarily independent from each other. Meaning that a weak positioning
using aod can imply the same behavior as for rtt because both measurements
are generated from the same cir.

5.3 Hybrid Solution

Figure 4.11 presents the hybrid positioning solution with rtt, aod, and gnss
measurements for deployment 1. This plot illustrates how the position esti-
mate varies for different accuracy of the pseudorange measurements. The num-
ber of satellites used is three based on the result from figure 4.2b which shows
the number of available satellites for a mask angle of 30%. Based on this plot,
three satellites are the most common number of available satellites, given the
gnss simulation parameters of table 4.1.

Figure 4.11 shows that for a case as deployment 1, where the ues are located
within 200 m, gnss measurements can have a large impact on the positioning
result by using three satellites with a dop value of 1.5. Better standard devia-
tion tends to lead to better positioning estimation, as expected. For a standard
deviation of 0.5 m, the top 50% of the measurements located the ue within 0.29
m. A standard deviation of less than 2 m does not seem to improve the result
significantly. At a longer distance between bs and ue, the requirement for good
measurements from gnss increases to get a noticeable improvement. It is worth
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noting that for satellite pseudorange measurement errors with std = 1 m, with
three available satellites and one bs, the result will be almost as good as for two
available bss orthogonal to each other (deployment 2) without satellites. With
access to good pseudorange measurements, one bs may therefore be sufficient if
the requirement is 1m in position error.

Figure 4.12 is intended to examine how the estimation is affected by access to dif-
ferent numbers of satellites with a fixed uncertainty in the measurements. Both
plots show signs that access to more satellites gives an improved result. Using
three satellites and an std = 1 m for the pseudorange measurements, the posi-
tion estimation is improved noticeably. Having access to two satellites does not
seem to have any impact according to the result. The conclusion is therefore
that when accessing a nearby los bss (deployment 1), at least three satellites
LOS measurements is needed with a accuracy to be less than 2 meter in standard
deviation to give an improvement.

Both figures also present the results for the use of rtt or aod together with gnss.
When positioning is done using one rttmeasurement and three satellite pseudo-
range measurements, then the accuracy is comparable to an aod and the rtt
measurement from one bs. This result is interesting because not all 5g access
points implements beamforming, (hence cannot estimate aod). With access to
good pseudorange measurements (std <2 m) and an rtt measurement, results
can be expected to be good.

In previous results, los and nlos measurements in 5g were compared, which
illustrates the limitation of nlos measurements. In figure 4.13, nlos for 5g has
been used together with gnss to see if a hybrid solution could improve the posi-
tion estimating even when using nlosmeasurements. The plot shows that using
two or fewer available satellites does not significantly improve the positioning
while more than two satellites will have a major impact. This depends partly
on how the measurements are weighted against each other. For nlos, a large
variation is obtained, which means that the measurements are weighted low and
thus it is primarily the satellite measurements that’s impacting the position esti-
mate.

Figure 4.13 also present the result of using both none and two satellites together
with nlos measurements from one bs. Adding two pseudorange measurements
seems to have an improved impact for most of the result, as were expected. For
the bottom 30% of the measurements, adding pseudorange measurements seems
to make the result worse. The reason for this is not clear and more tests are
needed.

Figure 4.14 shows how the hybrid position estimation would work against each
systems separately. The overall trend in figure 4.14a is that the hybridization pro-
vides a better estimate for the same ue compared to the two systems separately.
Since the 5g positioning measurements have lower variance than the satellite
pseudorange measurements, they are weighted higher and hence it can be seen
how the dark blue area extends along the x-axis which indicates a small position-
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ing error. It should also be noted that the figure may be misleading as measure-
ments are missing in specific regions, e.g. lower-right area in figure 4.14a. On
closer inspection, it is difficult to discern any clear trend and therefore it can be
concluded that the systems are independent of each other which is reasonable.
Additional interesting information is presented in figure 4.14b and figure 4.14c
that shows how each system would complement each other when using not reli-
able measurements. Figure 4.14b includes some areas that are affected more by
individual values. Hence by weighting the different positioning systems accord-
ing to how reliable the providing measurements are.

5.4 Overall Performance

By investigate the different positioning performance tables, presented in the re-
sult (Table 4.2 - 4.9). They have been summarized into table 5.1 whereas the best
positioning estimate is found for index a for 50 and 80%. However for 90%, it
is index b that produces the best estimate. This is because the latter positioning
method solves the problem of outlier added from 5g. Compared index b with
positioning using only gnss index c which shows the importance of 5gmeasure-
ments decreases along with the percentage increase.This may be due to the im-
pact of not reliable angle measurements when using one bs. Something that can
be seen by analyzing positioning methods using measurements. This illustrate
that rtt can provide a good positioning for the entire range index d. While aod
shows a steep negative trend and varies between deployments, see for example
index e.

Positioning performance [m]
Positioning method Index 50% 80% 90%

Table 4.10, deployment 3 - rtt and aod a 0.19 0.60 2.90

Table 4.7, deployment 1 - 3 sat, std = 0.5m b 0.29 0.60 0.80

Table 4.2, Std.0.5m c 0.45 0.29 0.83

Table 4.5, deployment 4 - Only rtt d 0.20 0.70 2.50

Table 4.5, deployment 4 - Only aod e 1.20 2.90 47

Table 5.1: Highlighted performance discussed in section 5.4

5.5 Applying Filters

The method and result of this report are based on a snapshot positioning algo-
rithm. There is therefore potential for improving the position estimate if the
measurements are collected over time. Since the aod and rttmeasurements are
centered around the true value during los conditions, similar to an applied Gaus-
sian noise, the use of a filter could improve the position estimation. The filters
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typically require a dynamic model where the boundaries are stated, e.g. physical
laws of motion, but for many applications, this can be determined well. As an
example, let’s say the problem is to track a car as precisely as possible over time.
If the car is equipped with similar sensors as a mobile phone, the method devel-
oped in this report can be used for estimation of the position. These estimations
will be noisy but will overall remain close to the true position of the car.

The system can be improved even further with the integration of other sensor
data from the ue. Having access to the car’s velocity and angle of the steering
wheel can help improve the estimation and also making the system more robust.
Similarly, if the task is to track a cellphone, having access to the internal IMU,
Accelerometer and Magnetometer can also improve the result. [11]

These types of filters can also help to filter out outlier measurements from the
5g and gnss systems effectively. There are models for outlier rejections already
in the snapshot estimation, but these typically require an overdetermined system
of equations. For the case with just one bs (deployment 1) with aod and rtt
measurements and no available gnss, there is not a robust system for this. Here
a filter will be of great use.

The aim of this report is not to track any ue by applying filters but rather to im-
prove the snapshot estimation. This delimitation has been done because filters
usually provide an improved positioning which does not need to be proven again.
As new methods in the nr network, such as aod estimations, are under develop-
ment, the possibilities for improved snapshot estimation have increased, which
is shown in this report.

5.6 Conclusions

The outcome that this work provides to research in close subjects and to answer
to the problem formulation that urge this master thesis are as stated.

• The possibilities for positioning with rtt and aod using one bs have shown
significant results, which would make many future applications achievable.

• The potential for accurate positioning with 5g nr is high but the result also
indicate shortcomings in the used measurements and other fundamental
factors. The report also shows that these shortcomings can be treated to
reduce the impact and the possibility of a future positioning solution using
5g emerges promising.

• A hybrid approach can overcome many of the drawbacks from the individ-
ual systems and increase the availability, feasibility, and accuracy of posi-
tioning.

• The use of aod measurements has shown great potential for accurate posi-
tioning. It is possible to further improve this measurement by changing the
antenna constellation.
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