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“Nothing in life is certain except death, taxes
and the second law of thermodynamics”

Seth Lloyd
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Abstract

The modeling of magnetic materials at finite temperatures is an ongoing
challenge in the field of theoretical physics. This field has strongly benefited
from the development of computational methods, which allow to predict
material’s properties and explain physical effects on the atomic scale, and are
now employed to direct the design of new materials. However, simulations
need to be as accurate as possible to give reliable insights into solid-state phe-
nomena, which means that, most desirably, all competing effects occurring in
a system at realistic conditions should be included. This task is particularly
difficult in the modeling of magnetic materials from first principles, due to
the quantum nature of magnetism and its interplay with other phenomena
related to the atomic degrees of freedom. The aim of this thesis is therefore to
develop methods that enable the inclusion of magnetic effects in finite tem-
perature simulations based on density functional theory (DFT), while con-
sidering on the same footing vibrational and structural degrees of freedom,
with a particular focus on the high-temperature paramagnetic phase. The
type of couplings investigated in this thesis can be separated in two big cate-
gories: interplay between magnetism and structure, and between magnetism
and vibrations.

Regarding the former category, I have tried to shine some light on the
effect of the paramagnetic state on atomic positions in a crystal in the pres-
ence of defects or for complicated systems, as opposed to the ordered mag-
netic state. To model the high-temperature paramagnetic phase of magnetic
materials, the disordered local moment (DLM) approach is employed in the
whole work. In this framework, I have developed a method to perform local
lattice relaxations in the disordered magnetic state, which consists of a step-
wise partial relaxation of the atomic positions, while changing the configu-
ration of the magnetic moments at each step of the procedure. This method
has been tested on point defects in paramagnetic bcc Fe, namely the sin-
gle vacancy and, separately, the C interstitial in octahedral position, and on
Fe1-xCrx alloys, finding non-negligible effects on formation energies. In ad-
dition, the feasibility of investigating extended defects like dislocations in
the paramagnetic state with this method has also been proven by studying
the screw dislocation in bcc Fe. The DLM-relaxation method has then been
used to investigate intrinsic and extrinsic defects in CrN, an antiferromag-
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netic semiconductor studied for thermoelectric applications, found in the
paramagnetic state at operating temperature, and a newly synthesized com-
pound, Fe3CO7, which features a complicated crystal structure and unusual
electronic properties, with possible important implications for the chemistry
of Earth’s mantle.

The other focus of this thesis is the coupling between magnetism and
lattice vibrations. As a pre-step to perform fully coupled atomistic spin
dynamics-ab initio molecular dynamics (ASD-AIMD) simulations, I have
first investigated the effect of vibrations on the so called longitudinal spin
fluctuations, a mechanism occurring at finite temperatures and important
for itinerant electron magnetic systems. I have developed a framework to
investigate the dependence of the local moment’s energy landscapes on the
instantaneous positions of the atoms, testing it on Fe at different tempera-
ture and pressure conditions. This study has laid the foundation to apply
machine learning techniques to the prediction of the energy landscapes dur-
ing an ASD-AIMD simulation. Finally, I have investigated the phase sta-
bility of Fe at ambient pressure from the theoretical Curie temperature up
to its melting point with ASD-AIMD. This task is carried out by applying a
pool of thermodynamic techniques to calculate free energy differences, and
therefore I have defined a strategy to discern the thermodynamic equilib-
rium structure in magnetic materials in the high temperature paramagnetic
phase based on first principles dynamical simulations.

The methodologies developed and applied in this work constitute an im-
provement towards the simulation of magnetic materials accounting for the
coupling of all effects, and the hope is to bridge a gap between theory and
experiments.
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Populärvetenskaplig
sammanfattning

“Om du håller i två magneter och för dem samman så kan du känna ett tryck
mellan dem. Vänd dem åt andra hållet och de smäller ihop. Vad är detta,
den känslan mellan de två magneterna?" Frågan ställdes till den berömda
fysikern Richard Feynman i en intervju1 i samband med ett populärveten-
skapligt TV-program som sändes 1983. Svaret som gavs när intervjun led
mot sitt slut var: “Men jag kan verkligen inte göra ett bra jobb, på något sätt,
om jag ska försöka förklara magnetisk kraft i termer av något annat som du
är mer bekant med [...]". Att Feynman vägrar att förklara effekten - vilket
han också noggrant redogör för under intervjun - beror på att förklaringen
av hur två magneter interagerar med varandra rör sig igenom flera nivåer
av komplexitet, där varje ny nivå leder till en ny “varför"-fråga. För att ge
ett svar utifrån den djupaste nivån i denna trappa av “varför"-frågor krävs
en förklaring av den (elektro)magnetiska kraftens ursprung. Denna kraft är
en av de grundläggande krafterna inom fysiken, och en förklaring av den
är omöjlig utan kunskap om mycket avancerade fysikaliska teorier. Olika
intressanta fenomen kan däremot förklaras utifrån vart och ett av stegen i
trappan. Därför krävs det lyckligtvis inte att vi går på djupet med fysikens
grundläggande krafter för att introducera denna avhandling som syftar till
att utveckla lämpliga metoder för att med datorsimuleringar beskriva mag-
netiska material på atomnivå.

Ett vanligt vetenskapligt tillvägagångssätt för att undersöka ett specifikt
fenomen är att utgå från ett visst steg i “varför"-trappan och ta allt under
denna nivå för givet. Från ett sådant antagande fortsätter en med olika ap-
proximationer som bortser från sådant som anses vara irrelevant för att förk-
lara den effekt som undersöks. För de beskrivningar av magnetiska mate-
rial som är relevanta för denna avhandling är det huvudsakliga antagandet
att elektroner beter sig som mikroskopiska magneter. Elektroner är en av
huvudingredienserna i de atomer som bygger upp fasta ämnen, och de är
också “limmet" som håller atomerna samman. I vissa specialfall samverkar
elektronerna på så sätt att det magnetfält de genererar sammantaget bildar
så kallade atommagnetiska moment, vilka i sin tur ger upphov till materi-

1https://www.youtube.com/watch?v=wMFPe-DwULM
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als magnetiska egenskaper. I detta skede kan vi därför anta att magnetiska
atomerna i fasta ämnen utgör den minsta magnetiska beståndsdelen, och
därmed för tillfället strunta i de individuella elektronerna. För att underlätta
illustrationen av ett sådant system kan de magnetiska momenten förestäl-
las som pilar. Pilarnas riktning indikerar riktningen hos det magnetfält som
genereras av motsvarande atom, och deras storlek indikerar fältets styrka.

För att förstå avhandlingens ämnesområde är det fördelaktigt att utföra
ett tankeexperiment och föreställa sig vad som händer med ett magnetiskt
material vid en temperaturförändring. Föreställ dig exempelvis en bit järn
- ett av de mest välkända fasta magnetiska ämnena - och föreställ dig vi-
dare att du kyler ner den till en mycket låg temperatur (mycket lägre än
0°C) under påverkan av ett magnetfält. Om det yttre magnetfältet i detta
läge stängs av så kommer järnbiten att vara magnetiserad, det vill säga den
genererar sitt eget magnetfält. Om temperaturen därefter sakta höjs förblir
magnetiseringen av järnprovet mer eller mindre konstant tills dess att vi når
en viss temperatur (cirka 770°C) när den plötsligt försvinner. Over denna
temperatur sägs systemet vara i det paramagnetiska tillståndet (eller fasen)
vilket innebär att det förlorar sin förmåga att spontant generera magnetfält.
Det som sker på mikroskopisk nivå i detta (tanke)experiment är att vid låga
temperaturer så pekar atomernas magnetiska moment (som vi föreställt oss
som pilar enligt ovan) i samma riktning vilket ger upphov till en övergri-
pande magnetisering. Ett system som järn - med en sådan konfiguration av
de magnetiska momenten vid låga temperaturer - sägs vara ferromagnetiskt.
Och den fas där systemet har förmågan att generera ett magnetfält kallas
motsvarande för den ferromagnetiska fasen. Med ökande temperatur börjar
momenten pendla i riktning. Till att börja med är dessa svängningar små och
har ingen stark påverkan på provets övergripande magnetisering. Ju högre
temperatur, desto starkare blir svängningarna, tills vi når den punkt där de
magnetiska momenten befinner sig i total oordning i förhållande till varan-
dra. På lokal atomnivå kan denna oordning beskrivas som en slät funktion
med avseende på temperaturen. Om vi istället betraktar en makroskopisk
nivå är effekten plötslig (vilket illustreras i tankeexperiement ovan).

Denna illustration av processen används ofta för att skildra den mag-
netiska övergången för ferromagnetiska system från ett tillstånd (ferro-
magnetiskt) till det andra (paramagnetiskt). Illustrationen fungerar förvå-
nansvärt bra med tanke på att den bygger på antaganden om dels att
atomerna är orörliga på fasta positioner, dels att pilarna som representerar
de magnetiska momenten alltid har samma storlek. Som tidigare nämnts
bygger vetenskapliga tillvägagångssätt ofta på antaganden och approxima-
tioner, och vetenskaplig utveckling består därmed ofta i att lyfta dessa ap-
proximationer. I ovanstående beskrivning är atomernas orörlighet den första
approximationen som kan lyftas. I verkligheten vibrerar atomerna, och vi-
brationerna blir dessutom starkare med ökande temperatur. Dessa atomvi-
brationer kan påverka hur de magnetiska momenten interagerar med varan-
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dra, och omvänt kan interaktionen mellan momenten påverka hur atomerna
vibrerar. För det andra kan de magnetiska momentens svängningar vari-
era både i riktning (som illustrerats i tankeexperimentet) och i storlek. Den
senare mekanismen - som inom fältet fasta tillståndets magnetism kallas lon-
gitudinella kvantfluktuationer - är mycket mer komplicerad än de tidigare
beskrivna effekterna på grund av dess nära relation till elektronernas kvant-
natur. Emellertid är de longitudinella kvantfluktuationerna, på samma sätt
som svängningar i riktning, relaterade till temperaturförändingar, och de
uppvisar även ett komplex samspel med atomvibrationerna. Slutligen har
verkliga material alltid defekter i sin mikroskopiska struktur, och dessa de-
fekters interaktion med de magnetiska momenten påverkar även materialets
egenskaper på makroskopisk nivå.

De tre ovan beskrivna effekterna och deras intrikata och ömsesidiga sam-
spel är huvudämnet i denna avhandling. Mitt fokus ligger på hur en kan
inkludera dem i, och undersöka dem med, de datorsimuleringar som be-
hövs för att lösa fysikaliska ekvationer vilka möjliggör förutsägelser av ma-
terialegenskaper. Metoderna som utvecklas i min forskning syftar till att
förbättra beskrivningen av fasta magnetiska ämnen under realistiska förhål-
landen. Ambitionen är att sådana metoder ska göra det möjligt att förklara
fenomen som förekommer under förhållanden som är svåra att undersöka i
experiment, och därmed bidra till upptäckter av nya material med tekniskt
användbara egenskaper. Min huvudsakliga motivation är dock att lägga en
bit till det stora pussel som är fasta tillståndets magnetism. Jag hoppas att
min forskning ska bidra till att förbättra svaret utifrån ett specifik steg i den
“varför"-trappa som utgår från frågan “Vad är detta, den känslan mellan de
två magneterna?"
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Popular science summary

“If you get hold of two magnets, and you push them, you can feel this push-
ing between them. Turn them around the other way, and they slam together.
Now, what is it, the feeling between those two magnets?" This question
was asked to the famous physicist Richard Feynman in an interview2 for
a popular-science TV show in 1983. The final answer, which comes only to-
wards the end of the interview, was: “But I really can’t do a good job, any job,
of explaining magnetic force in terms of something else you’re more familiar
with [...]". Feynman’s refusal of explaining this effect, as he thoroughly clari-
fies during the interview, is that the explanation of why two magnets interact
with each other goes through several levels of complexity, where each level
leads to a new “why" question. To give an answer at the deepest level of this
ladder of “why" questions, one would need to explain the origin of the (elec-
tro)magnetic force, which is one of the fundamental forces of physics, and
such an explanation is impossible to understand without knowledge of very
advanced physical theories. However, different interesting phenomena are
located at each step of the ladder. Fortunately, there is no need to go into the
depths of the fundamental forces of physics to introduce this thesis, which is
aimed at the development of methods to accurately describe magnetic mate-
rials on the atomic scale with computer simulations.

As is commonly done in science, in order to study a specific effect, one
needs to start at a certain rung of the “why" ladder, taking for granted ev-
erything beneath this level. From this assumption, one then proceeds with
approximations that neglect what is thought to be irrelevant to explain the ef-
fect under investigation. For the description of magnetic materials relevant
to this thesis, the main assumption is that electrons behave as microscopic
magnets. Electrons are one of the main ingredients of the atoms that com-
pose solids, and they are also the “glue" that keeps the atoms together. In
some special cases, the electrons interact with each other in a way so that the
magnetic field they generate sum up to form the so-called atomic magnetic
moments, giving rise to magnetic properties in materials. At this point, one
can think of the magnetic atoms in the solid as the smallest magnetic unit,
and momentarily forget about the electrons. To facilitate the illustration of
these systems, the magnetic moments can be imagined as arrows. The direc-

2https://www.youtube.com/watch?v=wMFPe-DwULM
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tion of the arrows indicates the direction of the magnetic field generated by
the corresponding atom, and the size indicates the strength of the field.

For understanding the subject of this thesis, it is useful to perform a
thought experiment by thinking about what happens to a magnetic mate-
rial as temperature changes. As an example, consider a piece of iron, one of
the most known magnetic solids, and imagine cooling it down to very low
temperature (much lower than 0°C) under the effect of a magnetic field. At
this point, if the external magnetic field is turned off, the iron sample is found
to be magnetized, i.e., it generates its own magnetic field. If the temperature
is now slowly increased, the magnetization of the sample remains more or
less constant up to a certain temperature, around 770°C, when it suddenly
disappears. Above this temperature, the system is said to be in the paramag-
netic state or phase, which means that it has lost its ability to spontaneously
generate magnetic fields. What is happening on the microscopic scale in this
experiment is that, at low temperatures, the magnetic moments of the atoms
(represented with the arrows described earlier) are all pointing in the same
direction, therefore giving rise to an overall magnetization. A system like
iron, having such an arrangement of the magnetic moments at low temper-
atures, is said to be ferromagnetic. The phase in which it has the ability to
generate magnetic fields is correspondingly called the ferromagnetic phase.
With increasing temperature, the moments start fluctuating in direction. Ini-
tially, these fluctuations are small, and there is no strong effect on the overall
magnetization of the sample. The higher the temperature is, the stronger
these fluctuations become, up to the point where the magnetic moments are
completely disordered with respect to each other. On a local atomic scale,
this disordering happens smoothly as a function of temperature, but on a
macroscopic scale the effect is sudden, as illustrated in the thought experi-
ment.

This illustration of the process is often used to the describe the mag-
netic transition of ferromagnetic systems from one state (ferromagnetic) to
the other (paramagnetic), and it works surprisingly well even considering
the assumption of the atoms as being still on fixed positions, and of the
arrows representing the magnetic moments always being of the same size.
However, as mentioned previously, science is based on assumptions and ap-
proximations, and the scientific progress often consists in lifting these ap-
proximations. In the previous description, a first approximation that can be
lifted is the stillness of the atoms. In reality, atoms vibrate, and the vibrations
become stronger with increasing temperature. These atomic vibrations can
affect how the magnetic moments interact with each other and, vice versa,
the interaction between moments can affect the way the atoms vibrate. Sec-
ond, the fluctuations of the magnetic moments can be both in direction, as
already described in the thought experiment, and in size. This latest mech-
anism is known in the field of solid-state magnetism as longitudinal spin
fluctuations, and is much more complicated than the previously described
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effects, due to their close relation to the quantum nature of the electrons.
Nonetheless, the longitudinal fluctuations, similarly to the fluctuations in di-
rection, are related to changes in temperature and they can display as well
a complicated interplay with vibrations. Finally, real materials always have
defects in their microscopic structure, and the way these imperfections inter-
act with the magnetic moments also affects the properties at the macroscopic
scale.

The three competitions of effects just described and their intricate mutual
influence is the main subject of this thesis. I focus on how to include them
and investigate them with computer simulations that are needed to solve
the physical equations that allow the prediction of materials properties. The
methods developed in this work are aimed at improving the description of
magnetic solids at realistic conditions. The ambition is that such methods
will enable to explain phenomena occurring in conditions not reproducible
by experiments, and help in the discovery of new materials with technologi-
cally useful properties. However, my main motivation is to add one piece to
the puzzle of solid-state magnetism. I hope with my work I will contribute to
the improvement of the answer to a specific rung in the “why" ladder start-
ing from the question “what is it, the feeling between those two magnets?"
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Preface

This doctoral thesis concludes my Ph.D studies carried out between 2017
and 2021 in the Theoretical Physics Division, Theory of Disordered Materi-
als Unit, at the Department of Physics, Chemistry and Biology, Linköping
University, Sweden. The introductory part of this thesis gives an overview
of the theories and methods employed to study magnetic materials in their
high-temperature paramagnetic phase with first principles techniques, fol-
lowed by the main results from my own work regarding the interplay be-
tween magnetism and other degrees of freedom, namely structural and vi-
brational degrees of freedom. Extensive parts of these chapters are taken
from my Licenciate Thesis (No. 1837, Linköping Studies in Science and Tech-
nology), published in 2019. During the course of research underlying this
thesis, I was enrolled in Agora Materiae, a multidiciplinary doctoral program
at Linköping University, Sweden.
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1 Introduction

Condensed-matter physics is one of the largest sub-fields of physics. Its
birth can be traced back to the creation of the solid-state physics division
in the American Physical Society in the mid 1940s [1], later on renamed
condensed-matter physics division to include closely related non-solid sys-
tems and quantum many-body phenomena. Many physicists were initially
skeptical about the definition of this field, since it was and still is very broad
and involves previously defined disciplines of physics such as electromag-
netism, optics and quantum physics, to name a few. The feeling at that time
about this new field can be summarized with the words of Gregory Wannier:
“Solid state physics sounds kind of funny” [1].

This thesis follows this tradition by investigating a broad range of sys-
tems and phenomena. Starting from the study of mass transport in techno-
logically important materials, it passes through the characterization of com-
pounds and elements present in the Earth’s interior, to end with phase stabil-
ity in Fe. Besides the fact that my contributions are based on computer sim-
ulations, the thread connecting all these investigations is the focus on “high”
temperature, intended in this context as “high compared to some other refer-
ence temperature”. Nonetheless, as the title of this thesis suggests, the main
focus is magnetism at high temperatures. In particular, my aim is to improve
the description of the paramagnetic phase in these conditions with computer
simulations, in order to achieve a unified treatment of material systems that
display disorder in magnetic as well as vibrational or structural degrees of
freedom.

1.1 Materials modelling with computer simulations

The work presented in this thesis consists of a theoretical perspective on ma-
terials aided by the use of computer simulations. Computational methods,
together with the formulation of fundamental theories, have greatly helped
condensed matter theory. These methods enable solving the quantum-
mechanical problem of electrons in a solid, at least approximately, and cal-
culating the properties of materials with great insights at the atomic scale
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and at very short timescales. Currently, computer simulations are starting to
drive the research and application of advanced functional materials [2], with
the aim of predicting properties of unknown compounds [3] rather than just
explaining phenomena in existing materials, as effectively achieved in the
past decades [4].

The task of computational methods is two-fold. On the one hand, they
enable numerically solving very complicated equations that we cannot solve
in any other way; on the other hand, they allow us to sample very large
spaces of possibilities, with these being simply the space of atomic positions
and velocities at finite temperatures, or the chemical space consisting of com-
pounds with exceptional properties.

The first task is related with the solution of the quantum problem for ions
and electrons, for which computer code implementations of several different
quantum-mechanical theories and methods at different levels of approxima-
tion are available1. In this context, density functional theory (DFT) [5, 6] has
been the main workhorse in materials research for the past 30 years. Its suc-
cess is based on the reformulation of the quantum-mechanical problem of
N electrons, into the comparatively easy problem of an electron density (see
Chapter 2), enabling the fast solution of Schrödinger’s equation.

The second task instead is related more closely to the behavior of the
atoms at finite temperatures, and it involves a collection of methods based on
statistical mechanics [7]. Within this framework, in order to calculate prop-
erties, one needs to explore the so-called phase space of the system, i.e., all
the possible configurations of atomic positions and velocities, and magnetic
moments when these are present. The main techniques that enable this ex-
ploration are Monte Carlo and molecular dynamics simulations, where the
first is based on a stochastic sampling, and the second provides a realistic
dynamics of the system. Which technique to use depends on the problem at
hand, however assuming infinite simulation time, the two techniques give
the same results for static properties.

The combination of quantum mechanical and statistical mechanics meth-
ods in computer simulations enables, in principle, the investigation of any
material’s property as a function of internal and external conditions. In par-
ticular, magnetism, defects and vibrations in crystalline and, on a smaller
scale, liquid systems are the topics investigated in this thesis.

1.2 Modelling of solid state magnetism

When we think of a magnetic material, the first thing that might come to
mind is a magnet such as the souvenirs that can be attached to the refriger-
ator. Magnets are fundamental in many applications, such as in generators,

1https://en.wikipedia.org/wiki/List_of_quantum_chemistry_and_
solid-state_physics_software
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audio equipment and hard drives, for their ability of generating a permanent
magnetic fields. However, magnetic materials are much more widespread
than one could think. This is because they sometimes show excellent proper-
ties not directly related to magnetism. Steels are probably the best example
of a material system belonging to this later category.

In general, all materials respond in some way to an applied magnetic
field. The historical classification of the magnetic character of materials is
based on their response to an applied magnetic field [8]: if they are slightly
repelled by the field, they are called diamagnetic; if they are slightly at-
tracted, they are called paramagnetic; if they are strongly attracted, they are
called ferromagnetic. This classification is highly reductive, in fact many
other types of magnetism occur in materials, and a more modern classifi-
cation is based on the magnetic ordering at the microscopic scale, if such
magnetic effect is present. As an example, magnetite (Fe3O4) is the oldest
known permanent magnet [9], but it is not ferromagnetic, it is ferrimagnetic
(see below).

To have an idea of the plethora of possible magnetic orderings at the mi-
croscopic scale, one can imagine that if an atom shows magnetic properties
in a solid, the magnetic field it generates can be represented with a vector
called magnetic moment. The magnetic moment is strongly related to the
quantum nature of the electrons, in particular to their spin. The magnetic
moments in a ferromagnetic material are all pointing in the same direction,
which can lead to the generation of an external macroscopic magnetic field.
In some other materials, the magnetic moments are coupled antiparallel to
each other, with neighboring moments pointing in opposite directions. This
type of ordering is called antiferromagnetic, and on a macroscopic scale such
a material would not respond strongly to an external magnetic field as the lo-
cal moments cancel each other out. The previously mentioned ferrimagnetic
ordering is similar to the antiferromagnetic ordering, with moments coupled
antiparallel to each other, however the moments in one direction are smaller
than the moments in the other direction. A net magnetization arises from
this imperfect compensation of magnetic moments, and therefore a strong
response to magnetic fields is obtained. As one can imagine, from this de-
scription of a few possible types of magnetic ordering, many other can be
constructed. As an example, the moments do not always need to be parallel
or antiparallel to each other, but they can form many different noncollinear
arrangements such as spirals, or waves, or they may even lack any ordering
[10].

The above description is only fully valid in the lowest energy state, the
ground state, which is in principle achievable at zero temperature, neglect-
ing zero-point effects. The ground state can be difficult to determine with
DFT, since for noncollinear orderings one needs a good initial guess about
the arrangement of the moments. Further on, difficulties with the behavior
of magnetism as a function of temperature are encountered. In general, one
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can assume that, with increasing temperature, the magnetic moments start
fluctuating in direction and, possibly, in size, and above a certain critical tem-
perature the long-range order is completely destroyed. This latest phase is
known as paramagnetic, since it follows the behavior of paramagnetic sys-
tems of the old classification when subject to an external magnetic field. This
is a difficult phase to model with DFT, due to the ground state nature of this
method. However, one can implement knowledge from other theories, such
as statistical mechanics, to include proper treatment of temperature effects
on the magnetic fluctuations.

1.3 The importance of defects

Defects are all around. They can be both beneficial and disruptive. They
come in different shapes and dimensionality. Their concentration can some-
times be controlled, and some other times not. Understanding the role of
defects in affecting mechanical, electronic, magnetic and optical properties is
central in technological applications.

One of the best examples of the use of defects in everyday life is in elec-
tronics. Silicon technology could not have been developed without a proper
understanding and control of doping, i.e., the controlled introduction of im-
purities in a crystalline structure. In this case, the impurities affect the semi-
conducting electronic properties of the silicon crystal, changing its ability to
conduct currents; this effect is at the basis of the operation of any electronic
circuit. Importantly, in order to produce this beneficial effect, defects need
to be introduce in just the right amount, since, e.g., a too high concentration
would lead to uncontrolled metallic-like conductivity and the breakdown of
the electronic device.

Although the employment of defects in electronics might be the most
well-known example, the effect defects have on mechanical properties such
as hardness, toughness and brittleness can be found in many applications.
As an example, steels in their most basic form are made of iron with some
carbon impurities: after processing of the material, these impurities make
steels much harder than pure iron. In addition, the one-dimensional defects
known as dislocations control how materials behave in conditions of stress,
allowing plastic deformations to take place and avoid fractures. However,
other defects can lead to the opposite result: induce desired hardening or
detrimental embrittlement of the material. An example of the latter is the
effect of hydrogen impurities in many metals [11].

Defects are among the candidates for driving a new revolution in the field
of quantum technology. As doping enabled the development of classical
computing with silicon as a host, other types of defects in different host mate-
rials are currently investigated for the development of quantum devices that
actively control quantum states of matter, one possible application of which

4



1.4. What is this thesis about

is quantum computing [12]. These defects affect the optical properties of the
system, similarly to what happens in colored diamonds. An example of a
current research field related to this effect involves defects in silicon carbide
[13], which are investigated as, for example, emitters of single photons.

The most important type of defect in this thesis is the vacancy, which
consists of a missing atom in the regular structure of a crystalline solid. This
type of defect is important because it occurs naturally, as a result of increas-
ing temperature, and it may affect the mechanical properties of a material. In
this context, vacancies are the main protagonist of diffusion in certain types
of solids, a phenomenon that controls the internal state of a material. There-
fore, knowledge of the influence of vacancies on mass transport is crucial
due to, e.g., the involvement in most types of phase transitions [8].

1.4 What is this thesis about

The aim of this thesis is to explore the interplay between magnetism in solids,
especially in the high-temperature paramagnetic phase, alongside other ef-
fects that occur in real applications and experiments. Historically, these in-
terplays have been neglected, assuming that magnetism in solids could be
treated as decoupled from the structure or vibrations.

As hinted by the previous sections, one of the main topics is the interplay
between magnetism and crystal defects; together with this, the interplay be-
tween magnetism and the crystal structure itself is also a relevant topic. An-
other focus in this thesis is the coupling between magnetism and atomic vi-
brations at finite temperatures. Atomic vibrations are ubiquitous, and are
particularly important at high temperatures, where magnetic systems are
often in the paramagnetic state. The achievement of a proper treatment of
these two effects in a unified framework is still ongoing research, and with
my work I try to improve the simultaneous description of these effects in the
same computer simulation. My research employs many different theories
and methods with the aim of lifting approximations that treat magnetic and
structural or vibrational disorder as decoupled phenomena.

This thesis starts with two chapters on basic theories that are widely em-
ployed in my simulations, the previously mentioned DFT (Chapter 2), and
statistical mechanics and thermodynamics (Chapter 3). Methods and tools
from these two chapters are extensively employed and referred to in the fol-
lowing chapters. In Chapter 4, the microscopic description of magnetism is
presented, starting from the ground state and going to finite temperatures.
Particularly important is here the modelling of the high-temperature para-
magnetic phase of magnetic materials. Chapter 5 is concerned with defects
in crystalline structures and random alloys. This chapter starts with a brief
overview of the main defects investigated in this thesis and continues with a
description of different mechanisms for diffusion in bulk systems. Chapter 6
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combines concepts from all the previous chapters, and is mainly concerned
with the coupling of magnetism with crystal structure, defects and vibra-
tions. Finally, in Chapter 7, the conclusions of my work are drawn, and some
possible future outlooks are indicated.
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2 The electronic structure
problem

The main laws of quantum mechanics needed to calculate the properties of
atoms, molecules and materials have been established in the end of the 1920s
[14]. Almost one hundred years later, we employ these laws every day to un-
ravel new physical mechanisms and explain old ones, calculate properties of
known and unknown compounds, and design new materials with outstand-
ing features to be used in various technological applications. A leading role
for this great advancement was played by the huge growth of computing
power; however, the employment of computers in research is not solely re-
sponsible for our development of the understanding of matter. In fact, even
with present supercomputers, solving the Schrödinger equation exactly for
more than a few atoms [15] is practically impossible. Theories that allow to
simplify these equations or devise new ways to solve them are needed, and
the most used method in materials science is density functional theory (DFT)
[2, 4]. DFT is in principle an exact method to solve the quantum mechanical
problem of electrons in a solid; however, in practice, it involves the use of ap-
proximations which enables handling the many-body complications intrinsic
to the Schrödinger equation.

In this chapter I will outline how the problem of electrons and nuclei in
a solid is solved, starting from common underlying approximations to the
Schrödinger equation and then moving to DFT. The discussion of DFT is
initially carried out without accounting for the electron spin to make the no-
tation easier, and in Sec. 2.3 I will explain how the theory is complemented
with spin-polarization, which is fundamental in the investigation of mag-
netic materials. In addition, for the sake of clarity, I will discuss only the
Schrödinger equation, although the Dirac equation should be used when-
ever electrons are involved.

7



2. THE ELECTRONIC STRUCTURE PROBLEM

2.1 The Schrödinger equation

The time-dependent Schrödinger equation for a collection of nuclei and elec-
trons in a system is:

ih̄
B

Bt
Ψ(tRIu, triu, t) = ĤΨ(tRIu, triut), (2.1)

where Ψ is the many-body wavefunction at time t for the whole system con-
taining nuclei and electrons at positions RI and ri, respectively, and Ĥ is the
Hamiltonian for the system. In principle, knowledge of the full many-body
wavefunction gives access to any property of the system. The Hamiltonian
can be written in general (in atomic units) as:

Ĥ = ´
1
2

n
ÿ

i=1

∇2
i ´

1
2

N
ÿ

I=1

1
MI

∇2
I ´

ÿ

i,I

ZI
|ri ´RI |

+
1
2

ÿ

i‰j

1
|ri ´ rj|

+

+
1
2

ÿ

I‰J

ZI ZJ

|RI ´RJ |
+ V̂(r, t).

(2.2)

The terms here are, in order from left to right, the kinetic energy of the elec-
trons (lowercase labels) and of the nuclei (capital labels), the attractive in-
teraction between electrons and nuclei, the electron-electron and nucleus-
nucleus repulsion, and a possible external potential, which can in general
depend on space and time. MI and ZI are mass and charge of nucleus I,
respectively.

If the Hamiltonian does not depend explicitly on time, the equation can
be separated to obtain the time-independent Schrödinger equation:

ĤΨ(tRIu, triu) = EΨ(tRIu, triu), (2.3)

where E is the energy of the system and the time dependence has already
been taken out. This equation can be solved analytically only for few sys-
tems1, numerically for small molecules (see, e.g., Ref. [16] and references
[26-62] therein), and it can in no way be solved exactly for a real solid. In
order to calculate anything from this equation, one needs to employ approx-
imations to simplify the problem.

The first approximation that is commonly employed is the so-called Born-
Oppenheimer approximation: since the mass of the electrons me is much
smaller than the mass of the nuclei MI , then as soon as the nuclei move, the
relaxation of the electrons to their ground state is approximated to happen
instantaneously . This consideration allows to partially separate the problem

1A list of systems that can be solved analytically can be found on Wikipedia at this
link: https://en.wikipedia.org/wiki/List_of_quantum-mechanical_systems_
with_analytical_solutions
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in two parts, one for the electrons and one for the nuclei, with the wavefunc-
tion becoming:

Ψ(tRIu, triu) = Φ(tRIu)ψ(triu; tRIu), (2.4)

where the first wavefunction on the right hand side describes the nuclei and
the second describes the electrons, with the latter depending parametrically
on the nuclear positions tRIu. The Schrödinger equation can therefore be
separated in two equations:

Ĥelψ(triu;tRIu) =


´1

2

n
ÿ

i=1

∇2
i ´

ÿ

i,I

ZI
|ri ´RI |

+
1
2

ÿ

i‰j

1
|ri ´ rj|

+
1
2

ÿ

I‰J

ZI ZJ

|RI ´RJ |


ψ(triu; tRIu) = Eelψ(triu; tRIu);

(2.5)

ĤnucΦ(tRIu) =

[
´

1
2

n
ÿ

I=1

1
MI

∇2
I + Eel

]
Φ(tRIu). (2.6)

These equations clarify the parametrical dependence of the electronic wave-
function (Eq. 2.5) and the dependence of the nuclear wavefunction on the
electronic energy Eel, which enters in Eq. 2.6 as a potential energy term.
Terms depending on the derivative with respect to nuclear positions of the
electronic wavefunctions, which are small whenever there are no excited
states close to the ground state, are neglected within this approximations.
As it can be imagined, this last condition breaks down in the case of metals;
nonetheless, the Born-Oppenheimer approximation is widely used also in
these systems with good results. The repulsion between nuclei is included in
the electronic energy because otherwise this expression becomes ill-defined
due to divergences appearing (see Ref. [4] for a comprehensive explanation
of this issue).

In the spirit of the Born-Oppenheimer approximation, it is also customary
to calculate electronic properties with fixed atomic positions; although atoms
are always moving, effects on properties related strictly to electrons are often
well reproduced with this approximation.

If instead the thermal behavior of the atoms is under consideration one
simplification to Eqs. 2.4 and 2.6 can be to consider the nuclei (or ions) as
classical particles, so that the quantum problem has to be solved “only" for
the electronic system. This approximation is widely employed in ab initio
molecular dynamics (see next chapter), and it is motivated whenever the
atoms in the system are “heavy"; in case of light atoms like H, or strong bonds
like the C-C bond in graphene, nuclear quantum effects can be important,
and more advanced and expensive methods such as path integral molecular
dynamics [17, 18] are needed.
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For what concerns the solution of the electronic problem for a crystalline
solid, it is customary to consider the lattice as an infinite repetition of unit
cells. Of course, real systems are not infinite, but they contain so many atoms
that from the point of view of quantum mechanics, they can be considered as
infinite; application of periodic boundary conditions in this context greatly
simplifies the problem. Moreover, defects are always present in real mate-
rials (as mentioned in Sec. 1.3), therefore the lattice is not perfect; however,
for the calculation of certain properties, there is no need to include defects
in the model. Whenever this approximation is employed, Bloch’s theorem
comes at help to solve the problem of an electron in an infinite periodic solid
taking into account only the primitive cell of the lattice. This theorem states
that, for an electron i in a periodic potential (in this case due to the nuclei),
its wavefunction ψ can be expressed as:

ψ(ri) = eik¨ri ulk(r), (2.7)

where k is a reciprocal lattice vector, ri is the position of the electron, l is the
quantum number (band index) of the wavefunction, and ulk(r) is a function
with the periodicity of the potential. In common cases, we do not deal only
with one electron, therefore one needs to know how to put together many of
these single-particle wavefunctions for a system of interacting electrons.

Nonetheless, all these approximations do not yet enable to solve the
Schrödinger equation for a solid.

2.2 Density Functional Theory

Thomas [19] and Fermi [20] in 1927 separately proposed a scheme to solve
approximately the Schrödinger equation bypassing the problem of the many-
body electronic wavefunction. Their main idea was to change the focus from
the electrons as individual particles to the electronic density n(r) at each
point r in the solid . In this model, the electron density is assumed to be
locally constant and the kinetic energy is taken as the kinetic energy of a ho-
mogeneous electron gas. This model fails quite badly to predict properties
of molecules and materials, but it was a first step towards the birth of DFT,
introducing the fundamental concept of electron density as the important
physical quantity to calculate.

2.2.1 Hohenberg-Kohn theorems

The foundations of modern DFT were laid by Hohenberg and Kohn with
their seminal paper [5] in which they proved that, for an electronic system
under the action of an external potential Vext, there is a one-to-one relation
between the potential and the electron density n. In addition, the energy of
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the system is a universal functional of the electron density, E[n], which can
be found variationally.

Unfortunately, the Hohenberg-Kohn theorems do not provide any
scheme to find the universal functional of the density. At this point, the only
thing that can be said is that the energy functional E[n] can be written as:

E[n] = T[n] + Eint[n] +
ż

dr Vext(r)n(r) + EI I , (2.8)

where T is the kinetic energy of the electrons, Eint is the electron-electron
interaction, the integral expression (extended over all space) is the interaction
of the electrons with the external potential Vext due to the nuclei, and EI I is
the repulsion between nuclei. This functional is not known in general, so that
Eq. 2.8 is in fact useless as it is.

2.2.2 Kohn-Sham ansatz

Kohn and Sham suggested a practical scheme [6] to derive the functional
in Eq. 2.8, based on the ansatz that we can calculate the properties of the
real electronic system by taking into account an auxiliary system of nonin-
teracting “electrons”. The auxiliary system is subject to an effective potential
Veff, and it can be constructed such that the density of the independent elec-
trons is the same as the density of the real electronic system. In this way, the
many-body wavefunction for all the electrons can be written in terms of in-
dependent single-particle wavefunctions ψi, and one needs to solve a system
of coupled equations [6]:

(
´

1
2
∇2

i + Veff

)
ψi = εiψi, (2.9)

where the single-particle wavefunctions ψi are related to the electron density
by:

n(r) =
ÿ

i

|ψi(r)|2. (2.10)

Using this electronic density, one can derive an expression of the energy func-
tional for the whole system:

E[n] = TS[n] +
ż

dr Vext(r)n(r) + EHartree[n] + EI I + Exc[n], (2.11)

with

TS[n] =
1
2

ÿ

i

|∇iψi|
2, (2.12)
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EHartree[n] =
1
2

ż ż

dr dr1
n(r)n(r1)
|r´ r1|

. (2.13)

From these equations the effective potential acting on the independent parti-
cles can now be recognized to be:

Veff = Vext +
δEHartree

δn(r)
+

δExc

δn(r)
. (2.14)

The functional in Eq. 2.11 now contains the kinetic energy of the indepen-
dent electrons TS, the classical Coulomb interaction of the electron density
with itself (EHartree), the interaction of the density with the external poten-
tial, the interaction between nuclei, and a last term which is called exchange
and correlation functional. All effects that are not included in the indepen-
dent particles approximation are collected in this term. In general, the first
four terms can be calculated exactly; the last one, on the contrary, is unknown
and one needs to find a good approximation to the exchange and correlation
energy in order to predict properties.

2.2.3 Exchange and correlation term

The origin of the exchange and correlation term can be more clearly grasped
by introducing the expression of the energy functional from Eq. 2.8 into Eq.
2.11, giving:

Exc[n] = (T[n]´ TS[n]) + (Eint[n]´ EHartree[n]) . (2.15)

As it can be seen from this expression, the terms missing in the energy func-
tional due to the independent particle approximation come both from the
kinetic energy and from the electronic repulsion. The physical interpreta-
tion of the exchange and correlation term can be explained by comparison
of the properties of the real electrons and the independent particles: on the
one hand, Exc takes into account the Pauli exclusion principle, not included
in the Hartree term since it considers only the electrostatic repulsion, and
therefore partly neglects the interaction between electrons with same spin
(the so called exchange); on the other hand, Exc includes the Coulomb re-
pulsion between electrons of opposite spin, which is partly included in the
kinetic energy and partly in the electron-electron repulsion (correlation). Ap-
proximations to the exchange and correlation term will be treated in the Sec.
2.4.

As previously mentioned, this procedure to calculate the functional of
the density is an ansatz: this means that there is no rigorous proof that a
correspondence between the real interacting electron system and the aux-
iliary non-interacting system exist. However, the Kohn-Sham method has
been widely used with success, and its better performances as compared to
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Thomas-Fermi theory is in the fact that the kinetic energy of the electrons is
not approximated as the homogeneous electron gas at every point in space,
rather it is the actual kinetic energy of independent electrons, on top of which
one adds exchange and correlation. In addition, this last term in the func-
tional in Eq. 2.11 is usually small, therefore an approximated expression can
give accurate results. It is known that some quantities cannot be reproduced
by the Kohn-Sham method[4]; however, when inaccuracies are present, it is
most often due to the employed approximation to the exchange and correla-
tion functional.

2.2.4 Some practical details

Methods to practically solve the Kohn-Sham equations rely on expansion
of the wavefunctions ψi in some basis set. In my work I have used plane-
waves as basis, since they are highly compatible with the periodic nature of
crystalline solids and Bloch’s theorem.

In addition, the projector augmented wave (PAW) method [21] has been
used to represent the single-particle wavefunctions. In this method, space
is separated in two regions: an augmentation region around nuclei, and an
interstitial region in between the atoms. In general, the wavefunction of va-
lence electrons is fairly smooth in the interstitial region, but oscillates rapidly
near the nuclei, due to orthogonality with the wavefunctions of core elec-
trons. Therefore, an all-electron wavefunction must respect this rapid oscil-
lations as well as the smooth part in the interstitial region. Smooth wave-
functions need less plane-waves to be well represented, and therefore they
are preferred in order to speed up calculations. To achieve this compromise
between efficiency and accuracy, the PAW method prescribes a transforma-
tion from the original wavefunctions to auxiliary ones, exemplified by the the
following equation (Dirac notation is here used for simplicity in representing
projections) [21]:

|ψy = T |ψ̃y = |ψ̃y+
ÿ

m

 

|ψmy ´ |ψ̃my
(

xpm|ψ̃y, (2.16)

where the projectors xpm| project the pseudo-wavefunction ψ̃ onto the
original wavefunction ψ. Calculations are performed with the pseudo-
wavefunctions, which coincide with the original ones in the interstitial re-
gion, and finally the results for the original wavefunctions are recovered by
the inverse transformation T ´1.

2.3 Spin-polarized DFT

In principle, all that is needed in DFT is the electron density. However, in cal-
culations of magnetic systems, consideration of the electrons’ spin is useful in
order to obtain the magnetic solution of the problem at hand. Practically, the
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electron density is separated in a spin-up and a spin-down electron density,
namely:

n(r) = nÒ(r) + nÓ(r) (2.17)

and all the equations are solved for the two spin-polarized densities sepa-
rately; however, the full electron density n is still determining the properties
of the ground state.

If noncollinear magnetic moments are to be employed in the calculations,
the electron density can be represented in terms of a spin vector at every
point in space, with elements defined by:

nαβ(r) =
[
nTr(r)δαβ + ~m(r) ¨~σαβ

]
/2, (2.18)

where α and β are spin indices, nTr is the total electron density and is obtained
as the trace of this 2x2 matrix, ~m(r) is the magnetization density at every
point in space, and~σαβ represents a vector with components from the Pauli
matrices. Employing this definition of electron density, the single-particle
Hamiltonian becomes a 2x2 matrix:

Hαβ
KS = ´

1
2
∇2 + Vαβ

eff , (2.19)

where the only nondiagonal term in the effective potential is the exchange
and correlation term. In calculations, this procedure is carried out by find-
ing the local axis of spin quantization and then using the spin-polarized ex-
change and correlation energy for that axis. In this framework, the magnetic
moment associated to a particular atom is in general calculated by integra-
tion of the magnetization density within a sphere defined a priori.

Importance of noncollinearity in real systems is often attributed only to
noncollinear ground state, arising from geometric frustration or competing
interactions between magnetic moments, as well as more complex interac-
tions such as Dzyaloshinskii–Moriya interactions [10]. However, at finite
temperatures, models with noncollinear arrangement of the magnetic mo-
ments can give a good representation of, for example, experimental tran-
sition temperatures, therefore the role of noncollinear moments should be
much more stressed within DFT calculations.

2.3.1 Constrained DFT: magnetic moments direction

It can be difficult to obtain a specific noncollinear arrangements of the mo-
ments as solutions of DFT calculations, therefore constraints are often needed
to stabilize these configurations. In this work, a constrained formulation of
DFT has been used in order to select the direction of the atomic magnetic
moments. Constrained DFT consists in adding a Lagrange multiplier to the
energy of the system, so that the obtained solution will minimize the energy
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subject to the constraint. The method used in this work to constrain the direc-
tion of the moments has been developed by Ma and Dudarev [22], in which
a penalty energy Ep

I at site I is added to the DFT energy:

Ep
I =

ÿ

I

λI |MF
I | ´ eI ¨MF

I , (2.20)

where λI is a Lagrange multiplier, eI is a unit vector in the direction along
which the moment has to be constrained, and MF

I is the magnetic moment
defined as:

MF
I =

ż

ΩI

dr m(r)FI(|r´ rI |). (2.21)

Here, m(r) is the magnetization density at point r, ΩI is the atomic sphere,
and FI(|r´ rI |) is a function that decreases monotonically to zero towards
the boundary. With this method, the direction of the moments can be con-
strained at will, and it can be improved by increasing further and further
the value of the Lagrange multiplier λI . In addition, within this formula-
tion, it is less favorable for the magnetic moment to change sign maintaining
the same direction, in contrast with other methods that do not penalize spin
flips. It can also be shown that the obtained penalty energy tends to zero for
increasing λS.

2.4 Approximations to the exchange and correlation
functional

As mentioned in Sec. 2.2, the exchange and correlation functional is the ap-
proximated term in DFT which determines a limit to the accuracy of calcula-
tions.

Historically, the first approximation developed for the exchange and cor-
relation energy is the local density approximation (LDA). Within this approx-
imation, the electron density at each point is assumed to have exchange and
correlation energy equal to that of a homogeneous electron gas. This is ex-
pressed as:

ELDA
xc =

ż

dr n(r)εhom
xc (n(r))

=

ż

dr n(r)
[
εhom

x (n(r)) + εhom
c (n(r))

]
.

(2.22)

The exchange energy for a homogeneous electron gas is here calculated an-
alytically, whereas the correlation energy has to be calculated numerically
with higher-level theory methods. The first quantitatively accurate calcula-
tion of εhom

c was performed by Ceperley and Alder [23] with quantum Monte
Carlo calculations.
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2. THE ELECTRONIC STRUCTURE PROBLEM

Despite the crude approximation, the LDA functional is often capable of
capturing the correct main features of solid systems, and it is still used at
times. What makes LDA capable of capturing at least trends in properties
is the fact that it is based on a real electronic Hamiltonian: for this reason, it
satisfies constraints regarding the properties of the exchange and correlation
hole [4]. In addition, only the spherical average of the exchange and corre-
lation hole enters the energy, so that detailed knowledge of its shape is not
needed.

The obvious way to improve the exchange and correlation functional is
to include the gradient of the electron density; however this has been histor-
ically more difficult than expected. The problem is that gradients of the den-
sity can be very large in real materials [4], so that a simple power expansion
breaks down; therefore, a generalized gradient approximation (GGA) has
to be used, imposing the expected behavior at large gradients. GGA func-
tionals, in particular the formulation by Perdew, Burke, and Ernzerhof (PBE)
[24], have lead to great improvements compared to LDA, especially in the
calculation of equilibrium volumes and atomization energies of molecules
[24]. GGAs are semi-local functionals, because they require the density in
an infinitesimal neighborhood of r in order to get derivatives, in contrast to
LDA which requires the density only at r, therefore is local.

Since then, the quest to develop improved exchange and correlation func-
tionals has continued: the final functional should reach chemical accuracy (1
kcal/mol=0.044 eV/formula unit) [25] as compared to experimental results.
A way to improve the functionals is by designing them such that they sat-
isfy as many exact constraints [26] as possible. Following this approach, the
improvement to GGAs is represented by meta-GGA functionals, which in-
clude also the electron kinetic energy density. This term is related to the
second derivative of the electron density, and meta-GGAs are designed to
satisfy limits of this quantity. Further improvements include exact exchange
and compatible or exact partial correlation in the approximated term, but
they are often too computationally expensive for extensive investigations,
although recent advances are making feasible the employment of these meth-
ods for more complicated calculations [27]. For what concerns meta-GGAs,
they are comparable in terms of cost with semilocal functionals, but they of-
ten provide a better description of electron correlation because of the direct
inclusion of the kinetic energy density in the functional.

2.4.1 Strong correlations: the DFT+U approach

LDA and GGAs are known to describe badly some 3d and 4f elements in
strongly correlated compounds because they are not able to reproduce the
localization of these orbitals. A simple method [28–30] that has been devised
to make this problem less serious is the so called “DFT+U” approach, where

16



2.4. Approximations to the exchange and correlation functional

an Hubbard-like Ueff term is added in the energy functional for localized
orbitals:

EDFT+U = EDFT +
Ueff

2

ÿ

I,σ

[(
ÿ

m1

nI,σ
m1,m1

)
´

(
ÿ

m1,m2

n̂I,σ
m1,m2

n̂I,σ
m2,m1

)]
, (2.23)

where n̂I,σ
m1,m2 is the occupancy operator at site I with spin σ and orbital char-

acters m1 and m2, with these latest indices depending on the orbital quantum
number l for which the correction is added; in this term, a double-counting
correction is also included. In practice, the Ueff term tends to localize elec-
trons by adding an energy cost for an electron in an individually occupied
state to jump onto another state which is already singly occupied, there-
fore keeping the electrons apart. The main effect of the U term is to split
the energy levels of these orbitals, and often it is used to open an electronic
bandgap in semiconductors or insulators that are predicted to be metals with
conventional DFT. First principles methods to calculate Ueff for a specific sys-
tem are available [31], however it is very common to employ a value of Ueff

that gives a good fit to a certain property such as the bandgap, while repro-
ducing well also other properties (like the equilibrium lattice parameter). In
my work, I have employed this method for the 3d states of Cr in CrN, and
for the 3d states of Fe in Fe3CO7.

2.4.2 The strongly constrained and appropriately normed (SCAN)
functional

One of the most recent meta-GGAs that has been discussed quite widely is
the strongly constrained and appropriately normed (SCAN) [32] functional,
which is the only meta-GGA at this time that satisfies all the known con-
straints for this category of functionals. Tests [33] on materials based on
main group compounds have shown that this functional improves greatly
the description of phase stability and ground state properties, and also for
transition metal compounds an improvement as compared to the GGA-PBE
functional was observed. However, some issues with this last class of com-
pounds was observed already short after the SCAN functional became avail-
able (Paper III, Ref. [33–35]).

In Paper III we showed the shortcomings of the SCAN functional in the
description of ground state properties of the elemental ferromagnetic metals,
i.e., bcc Fe, fcc Ni, and hcp Co, and we compared with results from LDA and
PBE calculations. In particular, for Fe, SCAN finds the right ground state
as FM bcc Fe and improves slightly the equilibrium volume as compared to
PBE; however, it predicts Fe to be a strong ferromagnet, with the majority-
spin band fully occupied (see Fig. 2.1). The moments are best predicted by
LDA at the experimental volume, although it severely underestimates the
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2. THE ELECTRONIC STRUCTURE PROBLEM

Figure 2.1: Electronic density of states (DOS) for FM bcc Fe as calculated
with LDA, PBE, and SCAN functional at the experimental lattice parameter.
The DOS for spin-up electrons, which are the majority spin carriers, is rep-
resented in the top part of the plot, spin-down in the bottom. Figure from
Paper III.

equilibrium volume. For fcc Ni and hcp Co, SCAN does not give any kind of
improvements as compared to PBE: it tends to underestimate the equilibrium
volume and overestimate the magnetic moments. Also in these cases, SCAN
shifts the majority-spin bands towards lower energies in the density of states
(DOS).

Even though SCAN does not improve predictions as compared to PBE
for elemental itinerant ferromagnets, it still provides an acceptable descrip-
tion of these systems. In Ref. [35], it has been shown that SCAN predicts
Pd, which is a metal on the verge of ferromagnetism, to be a ferromagnet,
whereas its ground state is nonmagnetic. This is a severe problem, and there-
fore magnetism should be a property to take more into account in the devel-
opment of new exchange and correlation functionals.
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3 Statistical mechanics and
thermodynamics

Prediction of stable structures with exceptional properties at experimental
conditions by means of ab initio calculations is one of the main goals of the
electronic structure theory community. The machinery described in the pre-
vious chapter enables the calculation of ground state properties, which are
in principle relevant only at zero temperature (neglecting zero-point effects).
The ground state character of DFT seems to pose great limitations to the rel-
evance of its results for everyday-life conditions; nonetheless, electronic ex-
cited states are often not important at equilibrium conditions, since thermal
energies at temperatures of practical relevance are too small to cause dra-
matic changes in occupations or, more generally, to the electronic structure.
Therefore, DFT is still able to provide reliable predictions if one is able to
include in the calculations appropriate atomic thermal displacements, and
evaluating the stability of different phases of a material becomes a reachable
goal.

In some materials, however, excited electronic states are accessible just by
thermal energy: as an example, in metallic systems or doped semiconduc-
tors, excited electronic states are at reach just by thermal excitations. Simple
electronic finite temperature behavior can be included with the Mermin’s
functional [36] by including the proper smearing of the wavefunctions, al-
lowing DFT to account for this degree of freedom. The other example of
excited states related to electrons and relevant for this thesis involves mag-
netic degrees of freedom (DOFs), and inclusion of these phenomena in DFT
calculations is the topic of Chapter 4.

In this chapter, instead, I will discuss how the thermal motion of atoms
can be included in calculations, and how these results can be put together
in the framework of thermodynamics and statistical mechanics to evaluate
phase stability. The discussion starts from a brief description of the central
quantities in thermodynamics, going then to the theoretical and computa-
tional methods that enable their calculation. All thermodynamics in this the-
sis is considered on a classical or semiclassical level.
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3. STATISTICAL MECHANICS AND THERMODYNAMICS

3.1 Partition function and thermodynamic potentials

In thermodynamics, a system is usually considered under the effect of some
constraint. These constraints define the thermodynamic ensemble that de-
scribes the system at equilibrium, consequently defining the natural vari-
ables for the specific situation. The ensembles relevant for this thesis are:

• Canonical ensemble (NVT): the system cannot exchange particles with
the outside, and its temperature and volume are fixed. This ensemble
is the most commonly simulated for technical reasons.

• Isothermal-isobaric ensemble (NPT): the system cannot exchange par-
ticles with the outside, and its temperature and pressure are fixed. This
ensemble is often considered as representing experimental conditions
for a bulk material.

Other ensembles can be defined, like the microcanonical ensemble (NVE)
where number of particles, energy and volume are conserved, or the grand
canonical ensemble (µVT) where the chemical potential, the volume and the
temperature are conserved. In principle, the microcanonical ensemble would
be the easiest ensemble to simulate, however there are some difficulties in
maintaining fixed the energy, therefore it is often preferred to simulate the
canonical ensemble, for which effective solutions to keep fixed the tempera-
ture are available. In the following, the main equations that allow to calculate
properties in this ensemble are introduced.

In the canonical ensemble, all properties of the system can be in principle
derived from the partition function Z which, for a discrete system, is defined
as:

Z =
ÿ

i

exp
(
´

Ei
kBT

)
, (3.1)

and for a continuous system of N particles is :

Z =
1

N!h3N

ż

exp
(
´

E(txiu, tpiu)

kBT

)
dtxiudtpiu. (3.2)

In these expressions, the energy E is defined by a label i in the case of a
discrete particular microstate, or by the position and momentum of every
particle in the system, txiu and tpiu respectively. kB is Boltzmann’s constant,
T the temperature, and h is Planck’s constant.

The analytical calculation of this quantity is possible only in very simple
cases; most often, one needs instead to efficiently explore a representative
section of the phase space of the system, i.e., the space of all the possible
combinations of particles positions and momenta. In the exploration of this
space, one realizes that some configurations of txiu and tpiu have a very high
energy compared to the thermal energy; therefore, their Boltzmann factor
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exp
(
´

E(txiu,tpiu)
kBT

)
, related to the probability of finding the system in these

configurations, is going to be very low. A low Boltzmann factor also means
that in equilibrium these configurations are not relevant for the properties of
the system. Since the temperature is at the denominator in the exponential, it
can be understood that at high temperatures many more microstates become
accessible than at low temperatures. Methods to explore efficiently these
relevant configurations are available and they will be described in the next
section.

The thermodynamic potential that defines equilibrium in the canonical
ensemble is the Helmholtz free energy F, in this thesis often referred to sim-
ply as free energy, which is given by:

F = E´ TS = ´kBT log(Z), (3.3)

where E is the total energy of the system, S is the entropy, kB is the Boltz-
mann’s constant, and Z is the partition function. The equilibrium phase of
the system is the one with the lowest free energy, which means that, at a
given temperature T, the most favored state is the one with a balance be-
tween lowest total energy and highest entropy at the same time. All thermo-
dynamic quantities can be derived from knowledge of the partition function
of a system, and therefore from knowledge of F.

In the calculation of free energies, it is common to take advantage of the
fact that different DOFs evolve at different time scales. As an example, for a
magnetic material, it is often assumed that electronic DOFs are much faster
than magnetic ones, which in turn are faster than vibrational ones, so that
the free energy can be separated in different contributions:

F(V, T) = E0K(V) + Fel(V, T) + Fmag(V, T) + Fvib(V, T) + Fad. coup.(V, T).
(3.4)

If these DOFs are adiabatically decoupled in the system at hand, the dif-
ferent contributions can be calculated separately from different models and
then put together. It is also possible to include an adiabatic coupling term
(Fad. coup.), which can only be inferred from simulations that include all ef-
fects at the same time.

As earlier mentioned, here I focus on the canonical ensemble because it
is the easiest to simulate. In an experiment, though, the volume is not a
fixed quantity, rather the pressure p is fixed. Therefore, the thermodynamic
quantity of relevance in experiments is the Gibbs free energy G:

G = E´ TS + pV = H ´ TS = F + pV, (3.5)

where H = E + pV is the enthalpy. The equilibrium state of a system at a
certain temperature and pressure is the one with minimum Gibbs free en-
ergy. To calculate the Gibbs free energy, one can perform calculations in the
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NpT ensemble, for which barostats and thermostats have been developed.
However, if the conditions that need to be simulated involve ambient pres-
sure, which can be approximated to be zero, then the Gibbs and Helmholtz
free energy coincide and one needs just to make sure that in the simulations
the pressure is zero. A last method to calculate the the Gibbs free energy
involves calculations in the canonical ensemble on a grid of volumes. If the
Helmholtz free energy can be calculated, then the Gibbs free energy can be
retrieved by inclusion of the pressure with the relation:

p = ´

(
BF
BV

)

T,N
. (3.6)

3.2 Sampling the phase space

Efficient exploration of the relevant configurations in the phase space of a
system is fundamental in the calculation of free energies and phase stabil-
ities. The computational methods employed in this work to sample the
phase space are Monte Carlo (MC) and molecular dynamics (MD) simula-
tions. Both techniques have their pros and cons: the former enables the sam-
pling of the phase space efficiently, but is limited to the calculation of static
properties; on the contrary, the latter can simulate also dynamics, however it
is more difficult to sample energetically unfavourable configurations which
are still relevant at the simulated temperature or relevant local minima hid-
den behind barriers.

An important detail to take into account in both techniques is how the en-
ergy of the system is calculated. For long simulations, a model interatomic
potential for the system under investigation can be prepared and energies
can be calculated from this. These potentials allow to perform simulations
with a huge number of atoms, however they lack in accuracy and transfer-
ability. Another way is to calculate the energy (and forces in MD) with DFT,
making the method ab initio. Recently, machine learning (ML) interatomic
potentials have been developed to bridge this gap, since they are trained on
ab initio calculations and they can retain their accuracy, at a cost comparable
to model potentials. As always, choice of one or the other method is based
on a balance between accuracy and cost, together with the complexity of the
method itself: depending on the problem at hand, one method can be more
suited than the other.

3.2.1 Ab initio molecular dynamics

Molecular dynamics is a technique that enables to sample phase space of
a system by simulating the trajectory of its atoms. It can be in general
performed in different ensembles (microcanonical, canonical, and constant-
pressure), and potential energy and forces can be calculated either with
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model potentials (classical MD), or with DFT (ab initio MD, AIMD). In both
cases, the nuclei are usually considered as classical particles, following New-
ton’s equations of motion:

RI(t + dt) = RI(t) + vI(t)dt +
fI(t)
2MI

dt2, (3.7)

where RI(t) and vI(t) are the position and velocity of atom I with mass MI ,
and fI(t) is the force acting on it at time t. This equation is not actually
used in MD simulations because it is not stable, so that other algorithms
are employed (such as the Verlet or the velocity-Verlet algorithm, see e.g.
[7] for a collection of methods). A central quantity in this equation is the
timestep dt, which has to be chosen carefully in order to obtain meaningful
configurations, with a typical value of 1 fs employed in AIMD.

Forces in AIMD are calculated according to the Hellmann-Feynman the-
orem:

fI = ´

B

BĤ
BRI

F

, (3.8)

where Ĥ is the Hamiltonian of the system, and x y indicates the expectation
value. AIMD gives a very accurate description of the dynamics of the sys-
tem, however it is very computationally intensive so that only small systems
can be simulated (commonly „ 100 ´ 200 atoms, at most „ 1000) and for
short timescales („ 1 ns). If larger sizes are needed, one can go to classical
potentials that can be based on analytical models or fitted to ab initio results
in order to perform larger scale simulations, or even ML potentials [37].

For calculations in the canonical ensemble, the system needs to be cou-
pled with a thermostat which maintains the temperature of the system
roughly constant (the amplitude of thermal fluctuations depend on the size
of the system). Several types of thermostat are available, among which the
simplest consists in a rescaling of the velocity of the atoms in order to meet
the required temperature. Other methods consist in coupling the system
with a thermostat that randomly pushes the atoms (Andersen and Langevin
thermostats), resulting in a very good sampling of the phase space but with
possible destruction of the system physical dynamics. The Nosé-Hoover
thermostat, instead, introduces a fictitious system through an extended La-
grangian formulation which keeps the real system at the desired temper-
ature; this is the preferred thermostat when dynamical properties are tar-
geted. The Langevin thermostat was developed for dynamics simulations of
liquids, but it has been then realized that it can be employed for simulations
of solids. In this method, also known as Langevin dynamics, the equations
of motions are modified such that:

ṗI = fI ´ γIpI + f̄I . (3.9)
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Here, pI is the momentum of atom I, ṗI its time derivative, fI is the inter-
atomic force acting on atom I, γI is a friction coefficient (in units of inverse
time), and f̄I is a random force related to γI . Sampling of the canonical en-
semble with Langevin dynamics is ensured by the fluctuation-dissipation
theorem. The parameter γI determines how often the system is "kicked" by
the random force, so that for large values of this parameter one can employ
large timesteps, obtaining a very good and fast sampling of the phase space,
although at the expense of unrealistic dynamics. Nonetheless, it is still pos-
sible to recover the proper dynamics by decreasing the value of γI .

3.2.1.1 Nonequilibrium molecular dynamics - Color Diffusion algorithm

Direct MD simulations can be employed in the study of mass transport or
other physical phenomena that involve dynamics to obtain rate and mecha-
nism of the property under investigation; unfortunately, for rare events, MD
might not give a good statistic of the process because of the long sampling
times needed, especially in the case of AIMD. Many methods have been de-
veloped in the past years in order to overcome this obstacle[38], of which
one example is the color diffusion (CD) algorithm [39]. The CD algorithm is
part of the broader class of nonequilibrium MD (NEMD) methods, which in
general consists in applying a force or perturbation on the system in order to
accelerate the physical process of interest. In particular, a revisited version
[40] of the original algorithm enables the simulation of vacancy-mediated
diffusion with very large migration energies. The main difference between
the original and the revisited versions is that in the former the force fields
employed are small in order to remain in the linear regime, whereas in the
latter an extension to higher force fields has been made.

The CD algorithm in the revisited version establishes a relation between
the equilibrium jump rate ΓE(T) and the nonequilibrium jump rates Γ(F, T)
for different force field intensities F. It can be indeed shown that [40]:

Γ(F, T) = ΓE(T) exp
[

xTS0(T)
kBT

F´ α(T)F2
]

, (3.10)

where xTS0(T) is the distance of the position of the transition state from the
equilibrium lattice position of the atom at temperature T and zero force field,
α is a system-dependent parameter and kB Boltzmann’s constant.

The nonequilibrium jump rate Γ(F, T) for a specific F and T is obtained
fitting the vacancy jump times of a set of NEMD simulations at these con-
ditions. In each single NEMD simulation, a force is applied on one of the
vacancy’s neighbors (the colored atom) so that it will jump faster than in
equilibrium conditions (see Fig. 3.1a), and these jump times are fitted with
an exponential or a Gamma distribution to obtain the rate (more details on
the fitting procedure can be found in Paper I). Once the nonequilibrium rates
are calculated for some force field intensities F, the equilibrium jump rate
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(a) (b)

Figure 3.1: a) Principle of the color diffusion algorithm: the colored atom
(green) is pushed towards the vacancy (white) with a force F. An opposite
force of intensity F/(N ´ 1), with N ´ 1 the number of atoms in the simula-
tion box without counting the colored atom, is applied to all the other atoms
in order to maintain the system in mechanical equilibrium. Figure from Pa-
per I. b) Logarithm of the nonequilibrium jump rate as a function of the force
field intensity for Ti vacancy diffusion in TiN at different temperatures. The
lines indicate the quadratic interpolation with the logarithm of Eq. 3.10. Fig-
ure from Paper I.

ΓE(T) at temperature T can be obtained by quadratic interpolation of the
logarithm of the rates log Γ(F, T) as a function of force field intensity, where
the quadratic behavior becomes obvious when taking the logarithm of Eq.
3.10, and which can be seen from Fig. 3.1b.

3.2.2 Monte Carlo simulations

Monte Carlo (MC) simulations are another method that allows to explore the
phase space of a system at finite temperatures. This method relies on the
fact that, in the canonical ensemble, we might not be able to calculate the
full partition function of the system, however we can calculate the relative
probability P of two states x1 and x2 knowing their energies E1 and E2, which
is given by the ratio of the respective Boltzmann’s factors:

P(x1)

P(x2)
=

exp
(
´

E1
kBT

)

Z
exp

(
´

E2
kBT

)

Z

= exp
(
´

E1 ´ E2

kBT

)
. (3.11)

In MC, one explores the phase space with random jumps from one state to
another, commonly called MC moves, in order to reconstruct the probability
distribution of these states thanks to Eq. 3.11.
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The Metropolis algorithm, the most famous MC method, consists in per-
forming sequential random jumps to a new state. Focusing on a jump from
a configuration xo with energy Eo to a new configuration xn with energy En,
then the jump is accepted if:

• En ´ Eo ď 0;

• En ´ Eo ą 0 and exp

(
´

En ´ Eo

kBT

)
ě r, with r being a random number

taken in the interval [0,1].

In this way, the algorithm accepts always jumps that lead to lower energies,
and it sometimes allows to explore states with higher energies; how often
these states will be visited depends both on the energy difference and on the
temperature of the system. Performing a large number of such steps, one can
reconstruct the probability distribution of the system at temperature T and
therefore calculate thermodynamic averages of static properties, since:

xAy =
ÿ

i

P(xi)Ai, (3.12)

with Ai being the value of property A calculated on configuration xi. This
also means that by calculating the arithmetic average of the Ai at each MC
step, one readily obtains the thermodynamic average of the property A, since
the configurations display already the correct distribution.

MC simulations are of course much more complicated than this, since dif-
ferent details concerning detailed balance, random number generation, and
MC moves, to name a few, are important to ensure correct results. Nonethe-
less, it is quite straight-forward to write a code which performs the simple
algorithm just described.

A common use of MC simulations is to determine transition tempera-
tures from order to disorder for alloys or magnetic systems, where often one
can use an Ising or a Heisenberg Hamiltonian to describe the energy of the
system. The simplest way to determine the transition temperature consists
in performing MC simulations for the system at different temperatures and
calculate the specific heat capacity cv as:

cv =
xE2 ´ xEy2y

kBT2 . (3.13)

For these Hamiltonians, cv will show a pronounced peak at the transition,
which is readily seen from MC simulations. More sophisticated methods
based on, e.g., the properties of the fourth-order cumulant[41] have been
developed when accuracy is of primary importance, nonetheless the specific
heat can already give a good estimate of the transition temperature.
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3.3 Free energy calculation

Calculation of the free energy of a system is not a trivial task. This can be
done analytically for simple models but, for more realistic systems, advanced
techniques need to be employed. The free energy contributions that need to
be calculated for a material are the vibrational and electronic contributions,
together with the magnetic one if the system is magnetic. Electronic entropy
can be readily included in ab initio simulations, therefore this term does not
raise any problem. For what concerns the vibrational part, the phonon free
energy is known analytically, which means that knowing the phonon disper-
sion relations of a system is enough to calculate the free energy. The analyti-
cal expression for the vibrational free energy does not include anharmonicity
arising at high temperatures, therefore methods to include thermal expan-
sion and intrinsic anharmonicity are needed, many having been developed
in recent years to tackle these problems [42, 43]. However, if magnetism is
present in the system, its contribution to the free energy is much more diffi-
cult to be included.

Methods to calculate the free energy that do not rely only on models and
explicit analytical expressions for the entropic contributions are therefore
needed. Fortunately, thermodynamic relations which relate derivatives of
the free energy to ensemble averages of other quantities, which can be more
easily calculated with the help of computer simulations, can be derived from
statistical mechanics, enabling the direct calculation of free energies of real-
istic systems.

For the scope of this thesis, two types of such methods are of interest:
thermodynamic integration (TI) and thermodynamic (or free energy) pertur-
bation theory (TPT).

3.3.1 Thermodynamic integration (TI)

TI relies on the fact that some derivatives of the free energy are related to
computationally-accessible ensemble averages of other properties. If we con-
sider two systems characterized by the Hamiltonians H0 and H1, then one
can define a parametric Hamiltonian as:

H(λ) = λH1 + (1´ λ)H0, (3.14)

so that, for λ = 0, we recover the Hamiltonian H0 and, for λ = 1, the Hamil-
tonian H1 is obtained. In this context, system is not necessarily meant as
different material system, it can be also the same material but described with
two different Hamiltonians. Eq. 3.14 is just the simplest coupling between
the two Hamiltonians, but more sophisticated couplings can be useful for
efficiency reasons. It can be shown that the free energy difference between
system 1 and system 0, ∆F1´0, is:
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∆F1´0(V, T) =
ż 1

0

B

BH(λ)

Bλ

F

V,T,λ
dλ =

ż 1

0
xH1 ´ H0yV,T,λ dλ, (3.15)

where xyV,T,λ indicates an ensemble average carried out with the Hamilto-
nian H(λ) for the specific value of λ at temperature T and volume V, and for
the last equality the parametric Hamiltonian of Eq. 3.14 has been assumed.
The calculation of the free energy difference between the two systems there-
fore proceeds by performing simulations (MD or MC, depending on the sys-
tems under investigation) with different values of λ, and in each of these
simulations one calculates the energy with the two Hamiltonians H1 and H0
on the atomic configurations generated with H(λ). Integrating then this av-
erages for λ going from 0 to 1 gives the free energy difference between the
two Hamiltonians.

This procedure is very useful especially if the free energy of one of the
two Hamiltonians can be calculated analytically [44–47]

As an example, one can take H0 to be the Hamiltonian of an Einstein
crystal, for which the free energy is known, and H1 a more realistic Hamilto-
nian of a particular system, being this based on some interatomic potential or
even a DFT Hamiltonian, obtaining therefore the free energy of the realistic
system.

3.3.1.1 TI over temperature

If the free energy of a system is known at a certain temperature, one can then
exploit the thermodynamic relation:

B(F(V, T)/kBT)
B(1/kBT)

= xHy, (3.16)

with H being the Hamiltonian, which integrated leads to:

F(V, T1)

kBT1
´

F(V, T0)

kBT0
= ´

ż T1

T0

xHyV,T

kBT2 dT. (3.17)

In this type of thermodynamic integration, one starts from a temperature T0,
for which the free energy F(V, T0) needs to be known, and then simulations
at different temperatures are carried out, collecting average total energies;
the free energy as a function of temperature (at constant volume) is then
obtained by simple integration of this values with Eq. 3.17. If one is not
interested in absolute free energies, but only free energy differences ∆FB´A

between two structures A and B of the same compound, then equation 3.17
becomes:

∆FB´A(T1) = ∆FB´A(T0)
T1

T0
´ T1

ż T1

T0

xHByVB ,T ´ xHAyVA ,T

T2 dT, (3.18)
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for which the free energy difference at a reference temperature T0 is known
by some other means.

3.3.1.2 Stress-strain TI

Eq. 3.6 relates pressure, volume, and free energy so that, if the dependence
of pressure on volume is known, one can calculate the free energy differ-
ence at constant temperature. This relation can be generalized to anisotropic
deformations of a rotationally-invariant crystal, i.e., which do not involve a
simple volume expansion or contraction. This generalization allows to cal-
culate the free energy difference between two structures by deforming one
into the other through TI, called from now on stress-strain thermodynamic
integration (SSTI) [48, 49].

The differential of the free energy for a rotationally invariant crystal at
constant temperature can be written as:

dF(X, η) = V(X)τ : dη, (3.19)

where X is a configuration of the crystal, V(X) its volume, τ is the second
Piola-Kirchoff stress tensor, η the Lagrangian strain tensor, and : indicates a
contraction over both indices (A : B =

ř

i,j AijBij) [48]. For configuration of
the crystal here it is meant, e.g., a structure with a particular symmetry. If
one wants to calculate the free energy difference between two structures, say
structure 0 and structure 1, we start by defining any intermediate structure
i with a matrix hi made of its supercell lattice vectors ai, bi and ci, arranged
as:

hi =




ai
x bi

x ci
x

ai
y bi

y ci
y

ai
z bi

z ci
z


 . (3.20)

If the two structures can be transformed one into the other through an ho-
mogeneous transformation, say:

h(λ) = h0 + λ(h1
´ h0), (3.21)

then it can be shown that the free energy difference between structures 1 and
0 is:

∆F1´0 =

ż 1

0
V(λ)

[
σ(λ)h´T(λ)

]
:
Bh(λ)
Bλ

dλ, (3.22)

where V(λ) is the volume of the intermediate configuration with matrix
h(λ), σ(λ) is the stress tensor for the same configuration, and ´T indicates
the inverse and transposed matrix. These last two tensors are multiplied by
each other before performing the contraction. For an h(λ) linear in lambda
as in Eq. 3.21, the derivative inside the integral becomes simply h1

´ h0.
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(a) (b)

Figure 3.2: a) Isotropic stresses along the deformation path from bcc to fcc Fe
at T=0 K with equilibrium volume at 1000 K calculated from ASD-AIMD. The
interpolation of stresses is done with a piece-wise cubic Hermite interpolat-
ing polynomial. Error bars indicate two standard deviations of the stresses.
b) Resulting (free) energy difference as a function of λ from SSTI with Eq.
3.22. The energy difference from SSTI is -42.9 meV/atom, the same as ob-
tained from direct difference of the fcc and bcc energies.

Simpler expressions for the integrand can be derived depending on the sym-
metries of the crystal and on the explicit form of the h(λ) tensor.

Details regarding the number of intermediate structures along the defor-
mation path employed, the method of interpolation of the stresses, as well
as the numerical integration method can affect the accuracy of the resulting
free energy difference.

A quick benchmark of the accuracy of this method can be performed at
T=0 K, for which the free energy difference between the initial and the fi-
nal configuration is just the energy difference between them, and therefore
the result of SSTI can be directly compared to the explicit energy difference.
To show this correspondence, I calculate the energy difference between fcc
and bcc Fe in the paramagnetic state modeled with the magnetic sampling
method (MSM, see Sec. 4.4), both with SSTI and direct energy difference.
The bcc and fcc structures can be transformed one into the other if one takes
tetragonal unit cells, which are:

hbcc =




abcc 0 abcc/2
0 abcc abcc/2
0 0 abcc/2


 ; hfcc =




afcc 0 afcc/2
0 afcc afcc/2
0 0 afcc/

?
2


 , (3.23)

and using the coupling matrix of Eq. 3.21 with bcc= structure 0 and fcc=
structure 1. With such a deformation path, the resulting diagonal compo-
nents of the stress tensor and integrated ∆Ffcc-bcc as a function of λ are shown
in Fig. 3.2. The total energy difference calculated directly and calculated
with SSTI agree to the sub-meV/atom level (∆Ffcc-bcc=-42.9 meV/atom). In
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3.3. Free energy calculation

Fig. 3.2a, one can notice that the initial and final stresses are not zero; this is
because calculations are performed with the equilibrium volume at T=1000
K calculated with ASD-AIMD. More details can be found in Sec. 6.2.2 and in
Paper XI.

3.3.2 Thermodynamic perturbation theory (TPT)

TPT is a very powerful tool that is based on the same assumptions of TI, but
enables calculation of free energy differences between two different model
Hamiltonians without incurring in problems with integration error. Starting
with a coupled Hamiltonian as in Eq. 3.14, one can show that the free energy
difference between models H0 and H1 at temperature T and volume V can
be calculated as:

∆F1´0(V, T) = ´kBT
〈

exp
(
´

H1 ´ H0

kBT

)〉

V,T,λ=0
, (3.24)

where x yV,T,λ=0 indicates a thermodynamic average at volume V, temper-
ature T, and on the phase-space of Hamiltonian H0 (equivalent to λ = 0.
This method therefore needs only to perform a simulation (MC or MD) with
Hamiltonian H0, and then calculate the energy on several snapshots of the
simulation with both Hamiltonians H1 and H0. To be accurate and efficient,
the method requires that the phase-spaces spanned by H1 and H0 are similar
enough, which can be estimated from the magnitude of the standard devia-
tion of E1 ´ E0.
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4 Microscopic description of
magnetism

Magnetism in solids is a collective electronic phenomenon. The exact way to
describe this effect would be to take into account the many-body wavefunc-
tion of the electrons; this is of course highly unpractical, therefore methods
to solve this problem in an easier way have been devised. As mentioned
in Chapter 2, DFT enables (sometimes) the calculation of the ground state
of magnetic materials, but in general it has to be complemented with other
models to describe finite-temperature excitations.

A method that has the theoretical framework to describe appropriately
correlation effects and electronic excitations in magnetic materials is dynam-
ical mean field theory (DMFT) [50, 51]. This theory is based on the Hub-
bard model, where the lattice problem is mapped onto an impurity model
of an atom embedded in an electron bath. Even though very successful in
the description of strongly correlated systems and excitation spectra, it still
is a mean-field theory, therefore inheriting all the common problems of this
type of theories; together with this, it is often used in a single site fashion,
although there are examples of DMFT studies involving clusters of sites [52].
In addition, being based on a model Hamiltonian, its parameters have to be
derived, incurring at times in a loss of ab initio character [53]. Moreover,
the computational cost of this method, based on a Quantum Monte Carlo
solver, is often extremely high, enforces the accurate modeling of only d and
f electrons, neglecting possible interatomic interactions with p electrons[54].
Recently, examples of calculation of forces in DMFT have come out [55–58],
showing the feasibility of calculation on phonon dispersion relations with
this method, although these are still rare and very expensive. To summarize,
the extreme computational cost of DMFT simulations underlines the need of
developing DFT-based methods that enable an approximate description of
all the degrees of freedom of the system (structural, magnetic, vibrational),
allowing also to describe critical regions, which can then, if needed, be used
as a basis for more sophisticated DFT+DMFT calculations. An example of
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4. MICROSCOPIC DESCRIPTION OF MAGNETISM

such a DFT+DMFT investigation will be described in Chapter 6 and can be
found in Paper IX.

The aim of this chapter is to introduce the semiclassical theory of spin
fluctuations, focusing in particular on the Heisenberg Hamiltonian and its
extensions, and describing methods to simulate the high temperature para-
magnetic state of a magnetic material with DFT. At last, the approach used
in my work to combine vibrations and spin dynamics is reviewed.

4.1 Magnetism in the ground state

The ground state of a magnetic material depends on the details of its elec-
tronic structure, which defines what is the mechanism with which the mo-
ments on different sites interact with each other. In Sec. 1.2, some examples
of magnetic order have been introduced.

The simplest ordering possible is the ferromagnetic order, which means
that at 0 K the moments on the magnetic atoms are directed in the same
direction, parallel to each other. An example of such ordering are the ele-
mental band ferromagnets Fe, Co and Ni, which are all metals, where the
interaction between magnetic moments is mediated by the electron sea that
keeps together these materials. The presence of moments is made possible
by the partial localization of the d-electrons, which means that they are not
completely free to go from one atom to the other as the s- and p-electrons,
although they are still involved in conduction. Another way to see to this
mechanism involves consideration of the Hamiltonian for a system of nuclei
and electrons, Eq. 2.2, that enters the time-independent Schrödinger equa-
tion, Eq. 2.3. Because of the Pauli exclusion principle, electrons with the
same direction of the spin tend to stay further apart as compared to elec-
trons with the opposite direction of the spin: in other words, electrons with
parallel spins have a lower repulsion energy than electrons with antiparallel
spins. This effect is counterbalanced by an increased kinetic energy for elec-
trons further apart, and the presence or the absence of magnetic moments in
a particular system finally comes from the net balance of these two energy
terms. The formation of a magnetic moment on an atom polarizes the elec-
tron density on neighboring atoms and results in a splitting of the electronic
bands, which leads to a reduction of the energy of the system. A simplified
DOS of a band ferromagnet is shown in Fig. 4.1.

On the opposite, an ordering that is more common in insulators and semi-
conductors is the antiferromagnetic ordering, examples of which are the tran-
sition metal oxides like NiO and CrN, to name two examples related to this
thesis. In these systems, the localized moments on the transition metals do
not interact with each other directly, but through the nonmetallic element
in question. The textbook explanation of magnetism in NiO is based on the
concept of superexchange, which involves the occupation of the orbitals of
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Figure 4.1: Schematic electronic DOS of a ferromagnetic (FM) material dis-
playing band ferromagnetism. Red and blue lines indicate spin-up and spin-
down channels, respectively. The left figure shows a schematic DOS in the
FM state, with more electrons in the spin-up state than in spin-down. The
right figure indicates the DOS of a nonmagnetic (NM) material, which is
equivalent to the paramagnetic (PM) state in the Stoner picture.

the metallic element and how the orbitals of the nonmagnetic element are
directed. In NiO the orbitals involved in the binding are the 2p-orbitals of O
atoms and the 3d-orbitals of Ni atoms. Due to the highly directional charac-
ter of these orbitals and the way they hybridize, an antiparallel ordering of
the Ni moments occurs. More complicated arrangements can be present in
systems where, as an example, there are competing exchange interactions or
just due to geometrical frustration, with the extreme example of spin-glasses
where the direction of the moments on different sites in the ground state is
random.

4.2 Magnetism at finite temperature

All the ground state arrangements mentioned in the previous section have
something in common: the perfect, static arrangement is lost when temper-
ature is increased, and models to simulate and predict the behavior at finite
temperatures is crucial for proper modeling. Historically, two models have
been employed to describe magnetism at finite temperatures: the Stoner and
the Heisenberg model. In the Stoner model, the effect of temperature is sim-
ply to redistribute the electrons from the spin-up channel to the spin-down
channel (see Fig. 4.1) and, at the transition temperature, the number of spin-
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up and spin-down electrons is equal in the system, leading to a nonmagnetic
(NM) system. This model explains the existence of metallic/itinerant mag-
netic materials, and it is very good to predict which elements are magnetic in
their solid form; however, it completely fails in the prediction of the behav-
ior at finite temperatures. On the contrary, the Heisenberg model predicts the
existence of spin waves and it can be used to predict the Curie temperature,
often with a good accuracy, but it fails to explain the change of the size of
magnetic moments with temperature, for example. These models also reflect
the nature of different magnetic materials: Stoner theory can be used only for
metallic systems, since the magnetism in this model arises from a disequilib-
rium between spin-up and spin-down electrons at the Fermi level; Heisen-
berg theory can in principle be used only on systems with very well localized
moments. A spin fluctuation theory (SFT) that interpolates between the two
limits was developed by Moriya, being the basis of many new theories devel-
oped in the years that try to model the behavior of realistic magnetic systems
with temperature. As exemplified in Fig. 4.2, SFT models both the transverse
spin fluctuations (TSF) inherent of the Heisenberg model, as well as the lon-
gitudinal spin fluctuations (LSF) that are at the base of the Stoner model. The
ideas of SFT can be implemented in an extended framework of Heisenberg
theory to try to model the intermediate magnetic behavior typical of real
magnets.

4.3 The generalized Heisenberg Hamiltonian

.
The semiclassical Heisenberg Hamiltonian describes a static lattice of

spins or magnetic moments with a constant magnitude and well defined con-
stant interaction Jij, expressed as:

H = ´
ÿ

i‰j

Jijei ¨ ej. (4.1)

In this equation, the sum is over every pair of moments i, j, and ei indicates
the direction of moment i, ei = mi/mi. Usually, one defines exchange in-
teractions up to a given coordination shell and sets the other ones to zero. It
can be shown that the classical Hamiltonian can be derived from its quantum
version (with the moments replaced by the spin operators Ŝ) in the limit of
h̄ Ñ 0, s Ñ 8, where s is the spin quantum number, Ŝ2|sy = h̄2s(s + 1)|sy.
Requiring that s Ñ8 corresponds to requiring that the spin can point in any
direction in space, going therefore from quantized to continuum regime. An
error introduced by neglecting the quantum nature of the spins is that the
size of the spins in the semiclassical case is s, whereas in the quantum case
is
a

s(s + 1). The other error introduced by neglecting the quantum nature
of the spins is related to the occupation of states at finite temperature: spin
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4.3. The generalized Heisenberg Hamiltonian

Figure 4.2: Schematic representation of the behavior with temperature of the
different types of magnetic system/models of magnetism. At 0 K, all models
of a simple ferromagnet provide the same picture. As temperature increases,
the Stoner model, which describes a fully itinerant system, predicts that the
order of the moments remains the same, while the size decreases, up to the
transition temperature where the moments become zero and the system is
nonmagnetic. On the opposite side, the Heisenberg model describes fully
localized moments which start fluctuating in direction with temperature but
keeping the size constant, and above the critical temperature they are com-
pletely disordered with respect to each other. The spin fluctuation theory
(SFT) describes more realistic systems which are in between the two limits
and tries to model fluctuations both in size and in direction with increasing
temperature.

excitations are bosonic in nature, therefore the proper statistics to employ is
the Bose-Einstein statistics rather than the Boltzmann statistics. Employment
of the classical statistics is apparent in the specific heat at low temperatures,
as will be shown in Sec. 4.3.1; examples of implementation of the quantum
statistics in MC simulations are available in the literature [59].

The exchange interactions Jij define the type of magnetic order of the sys-
tem: if Jij ą 0, parallel spins lower the energy of the system and are therefore
favored, whereas if Jij ă 0 antiparallel spins are favored. The exchange inter-
actions are related to the exchange integral that appears in the Schrödinger
equation, and in a 2-electrons model they are given by the energy difference
between the triplet and the singlet states (where exchange interaction and
exchange integral coincide). For solids, the relation is more complex, but
several methods for the calculation of these quantities within DFT have been
developed in the years [60–62].
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Although the basic Heisenberg Hamiltonian of Eq. 4.1 has been proven
successful for the prediction of TC in many metallic systems, one needs to
remember that examples of fully localized systems are quite rare, and often
the Hamiltonian has to be made more flexible to be able to model accurately
a real material. A first example of an approximation that can be lifted in the
basic Heisenberg model is related to the magnitude of the moments, which
are considered fixed and constant over the whole lattice in the original for-
mulation. However, this might not hold for a realistic system, since the size
of the moments depends on the underlying electronic structure and there-
fore is sensitive to the local environment; one way to improve Eq. 4.1 is then
to make the exchange interactions Jij independent of the magnetic moments
size:

H = ´
ÿ

i‰j

J̃ijmi ¨mj, (4.2)

with Jij = |mi||mj| J̃ij. It is important to notice here that J̃ij does not depend
on the size of the moments i and j, whereas Jij does.

Another assumption of the Heisenberg model is that the exchange inter-
action between two moments does not depend on the environment, so that
independently if the system is in, e.g., a ferromagnetic or paramagnetic state,
the exchange interaction between atom i and j is always the same. However,
this is typically not true, especially if one tries to study ferromagnetic met-
als with this model. As an example, it has been shown in Ref. [61] that for
bcc Fe (which is often considered a Heisenberg system) the exchange interac-
tions considerably change if calculated with a FM or a PM background, with
Tc calculated with the FM exchange interactions being 740 K, as compared
to 1090 K calculated with the latter Js (Texp

c = 1043K). The success of the
PM Js is due to the fact that, near TC, the magnetic system resembles more a
PM phase rather than a FM one, therefore the relevant exchange interactions
are the ones calculated with a PM background. For magnetic thermal exci-
tations at low temperatures, instead, the relevant Jijs are the ones calculated
with FM background since the system is in this state. One can then imagine
that the effect of the environment is even more pronounced when one tries
to apply the Heisenberg model to more itinerant systems.

An additional important detail is that the Heisenberg model is based on a
static lattice. In reality, of course, atoms vibrate, therefore the Jijs are going to
depend on the details of the atomic positions in the local environment. One
simple way to include this effect is to parametrize the exchange interactions
as a function of the distance between pairs of moments. This parametrization
can be a smooth function as observed in CrN [62], but it can also be very
complicated, as seen in bcc Fe [63, 64], for which taking into account only the
distance between the pair might not be enough.
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Further extensions of the Heisenberg Hamiltonian can be applied in order
to include anisotropy or spin-orbit effects [65], as well as higher-order inter-
actions between two moments or even clusters of moments. These terms are
not employed in the thesis, therefore they will not be discussed.

As a final remark, I would like to stress that the Heisenberg Hamiltonian
deals only with the transversal magnetic degrees of freedom (DOFs). How-
ever, in systems with a certain degree of itineracy, one needs to find a way to
include fluctuations of the longitudinal DOF as well.

4.3.1 Calculation of transition temperature with the Heisenberg
model

The framework of statistical mechanics presented in Chapter 3 can be em-
ployed with the Heisenberg Hamiltonian to calculate the transition tempera-
ture of a magnetic material from ordered to disordered state. It is common to
employ MC simulations to calculate these quantities since evaluation of the
energy with Eq. 4.1 is computationally cheap, once the exchange interactions
have been evaluated using a DFT-based method. The transition temperature
Tc can be evaluated tracking the specific heat cv as a function of temperature
which shows a peak at the Tc, as briefly mentioned in Sec. 3.2.2.

It is interesting to see how transition temperatures are affected by the
strength of the exchange interactions, as well as the model employed. As
an example of this latter case, one can compare the results from the Heisen-
berg and the Ising models, where the only difference between the two is that
in the Heisenberg model the moments/spins are three-dimensional vectors,
whereas in the Ising model they are one-dimensional, i.e., they can only point
up or down. The specific heat for an fcc lattice with interactions up to second
nearest neighbors, with |J1| ăă |J2| and J2 ă 0, is shown for both models
in Fig. 4.3 as a function of rescaled temperature T/|J2|, together with the
short range order parameter (SRO) for second nearest neighbors, generally
defined as:

SRONNS = xxei(t) ¨ ej(t)yti,juPSyt, (4.3)

where the scalar product between the unit vectors ei, ej is averaged over all
the pairs i, j in the coordination shell S, and over all configurations t in the
simulation. The first thing to notice is the discrepancy in position of the max-
imum of the cv, with the Ising Tc being approximately three times larger than
the Heisenberg Tc. This plot also shows the previously mentioned shortcom-
ing of the classical Heisenberg Hamiltonian: the specific heat does not go to
zero at 0 K, but it converges to a constant value of approximately kB. This
is a well known problem of the classical Heisenberg Hamiltonian, since at
low temperatures the appropriate quantum occupation is needed to ensure
the correct limit of cv Ñ 0 for T Ñ 0 K. This problem is not seen in the Ising
system, since the only states available are just with up and down spins, and
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the flipping of one single spin at low temperatures is a very unlikely move
because of the energy required for this process. From this point of view, the
Ising system is “quantized”. The absence of spin flips in the Ising system
can be clearly seen from the SRO for second nearest neighbors at low tem-
peratures in the plot on the right. Finally, it is interesting to notice that at
high temperatures, approximately twice as large as the Ising transition tem-
perature, the specific heat of the two models is very similar, indicating that
here the disorder is so much that the dimensionality of the moments does
not matter anymore for this quantity. However, a small difference persists
even to higher temperatures in the SRO parameter (note the different scale
in the x-axis in the two plots).

A final remark concerns the dependence of the transition temperature on
the absolute value of the exchange interactions, which also raises an issue in
comparing the results of MC simulations with the literature. In Fig. 4.4, the
Néel temperature of NiO from MC simulations is plotted against the value
of J2, which is the strongest exchange interaction in this system. In the left
plot, the transition temperature from my own simulations (blue diamond)
is compared with the transition temperatures from the literature [66–68] as
published. One can see immediately that the results from Archer et al. and
from Gopal et al. follow a clear trend, except for two points in the top-left
part of the plot which were derived with a much larger value of J1 compared
to all other points; the results from my own calculations and from Fischer et
al., instead, are not following the trend. However, from a closer inspection
of the articles, one realizes that in the former two articles, the Heisenberg
Hamiltonian is defined as:

H = ´
1
2

ÿ

i‰j

J̄ijei ¨ ej, (4.4)

where, compared to Eq. 4.1, J̄ij = 2Jij. Fischer et al., instead, used the same
definition of Heisenberg Hamiltonian and exchange interactions as in Eq.
4.1, but they apply a correction term of two to the transition temperature to
take into account the quantum nature of the spins, as mentioned previously
(the spin quantum number in NiO is s = 1). Rescaling exchange interactions
and transition temperatures accordingly, the resulting plot is shown on the
right of Fig. 4.4, with all the values following the same trend.
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Figure 4.3: Comparison of the specific heat cv (left) and the SRO for sec-
ond nearest neighbors SRONN2 (right) as a function of rescaled temperature
T/|J2| from simulations with the Ising (blue triangles) and Heisenberg (red
diamonds) Hamiltonians. Notice the different scale of the x-axis in the two
plots.

Figure 4.4: Néel temperature TN of NiO as a function of the exchange interac-
tions between second nearest neighbors J2 from MC calculations from the my
own calculations and from literature. In the left figure, the values of TN and
J2 are plotted as published. On the right, the values are rescaled according to
Eq. 4.1 and removing quantum corrections of the size of the spins.
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4.3.2 Longitudinal spin fluctuations

LSF are related to electronic excitations in a more intimate way than magnetic
transverse DOFs, and they are typically faster than these last ones; nonethe-
less, semi-classical models that allow for the approximate inclusion of this
effect in the framework of the Heisenberg Hamiltonian have been developed
[69, 70]. A common way [70–74] to include this effect in the framework of
the generalized Heisenberg Hamiltonian is to add an on-site term which de-
pends on the surrounding only in a mean-field manner:

HLSF = ´
ÿ

i‰j

J̃ijmi ¨mj +
ÿ

i

E(mi). (4.5)

The term E(mi) in the Hamiltonian describes the dependence of the energy
of moment i on its own magnitude mi, which in general depends on the
environment; from Landau theory, this term can be expanded in even powers
of the moment size:

E(mi) =
8
ÿ

n=0

a2nm2n
i . (4.6)

The expansion truncated to 4th order already describes, at least qualitatively,
the dependence of the on-site energy on the moment size. The Heisenberg-
Landau Hamiltonian of Eq. 4.5 has been used in the past to explain proper-
ties of the ferromagnetic elemental solids (bcc Fe, Ni and Co)[70, 72–74] and
Heusler alloys [71], to name a few.

Due to the semiclassical nature of this model, the Landau term can be
applied in principles only at high temperatures, where electronic spin-flips
occur often and they can affect the size of the moments. In the quantum
regime, these spin flips need to follow the appropriate quantum statistics,
and Eq. 4.5 does not describe well this process. This method has therefore
been employed mainly in the PM state, where the spin-spin correlation func-
tions (which are the same as the SRO previously defined) are approximately
zero.

How the LSF energy affects the behavior of the system as a function of
temperature depends strongly on the nature of the system: in fact, itinerant
and localized moments systems in a PM environment show a very different
functional dependence of E(mi), as shown in Fig. 4.5. In the PM regime,
itinerant systems (blue dotted line in Fig. 4.5) show a minimum energy for
null moment, whereas localized moment systems (red solid line) has mini-
mum energy at some finite value. This means that, at high temperatures, the
moments of an itinerant system can be non-zero only because of an entropic
advantage of having magnetic moments in the system.

To understand why at high temperatures an itinerant system maintains
magnetic moments, we need to employ Eq. 4.5 in the framework of statis-
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Figure 4.5: Typical on-site LSF energy as a function of the moment size for an
itinerant (blue dotted line) and a localized moment (red solid line) systems in
a paramagnetic background. The itinerant system has minimum energy for
m = 0, whereas the localized moment system has it for m ą 0. Distributions
of moments at finite temperature calculated with numerical integration of
the partition function from Eq. 4.8 for the itinerant case, and the partition
function from Eq. 4.9 for the localized case are also shown, to exemplify the
effect of temperature in the two cases. The zero of these distributions is set
at the minimum of the corresponding landscape.

tical mechanics. If we consider the system to be in an ideal PM state, for
which all spin-spin correlation functions are identically equal to zero, then
the Hamiltonian is composed only of the onsite terms E(mi), Eq. 4.6. Since
the Hamiltonian does not depend on terms involving the product of two
spins, we can decouple the partition function in the product of the partition
functions for each single moment, namely:

Zi =

ż

dmi exp
(

´ E(mi)

kBT

)
, (4.7)

where the integral is extended to all possible directions and sizes of the mo-
ment mi. Expressing now mi in spherical coordinates and integrating out the
angular variables, one obtains the expression:

Zi = 4π

ż

dmi m2
i exp

(
´ E(mi)

kBT

)
. (4.8)
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The m2
i term deriving from the spherical coordinates is called phase space

measure (PSM) and contributes in the integral to give more weight to mo-
ments with large sizes. Within this model, therefore, moments with larger
sizes are more favoured, inducing moments even in an itinerant system. This
explanation is based on the assumption of dealing with an itinerant system.
In this case, the quasi-parabolic landscape in Fig. 4.5 suggests that moments
can appear and disappear in any direction if the temperature is high enough,
sampling the phase space very quickly. In the case of a localized moment
system, instead, the moments cannot change direction as in the itinerant sys-
tem, but they involve a rigid rotation of the moment. The problem of LSF
can be therefore thought as a one-dimensional problem in this case, where
the size of the moments fluctuates in the one-dimensional landscape defined
by E(mi) at each angle, resulting in a decoupling between TSF and LSF and
leading to a partition function of the type:

Zi = 4π

ż

dmi exp
(
´

E(mi)

kBT

)
, (4.9)

where the 4π factor deriving from angular integration is still there, but no m2
i

is present. In this case, therefore, PSM=1, removing the entropic advantage
to large moments. Unfortunately, as mentioned before, realistic systems are
never completely itinerant or completely localized: it follows that it is not
trivial to choose which PSM to use [75, 76], and also intermediate PSMs have
been proposed [74].

A key quantity to calculate in this context is the magnetic entropy. An ex-
pression often used is a mean field approximation derived from basic quan-
tum mechanical considerations and translated to the classical moments by
taking the proper limits h̄ Ñ 0, s Ñ 8. In the quantum system, the entropy
can be derived counting all the possible states that the spin can assume in the
PM state; taking the limits, the entropy becomes [10, 74]:

Smag = kB log(m + 1). (4.10)

Another form of the entropy can be analytically derived assuming an Hamil-
tonian as in Eq. 4.5 with a quadratic on-site term, which is consistent with an
itinerant ferromagnet. In this approximation, and employing PSM=m2 the
entropy reads [72]:

Smag = 3kB log m, (4.11)

and employing PSM=1 the entropy becomes:

Smag = kB log m. (4.12)

The second expression can be, in principle, employed for a more localized
ferromagnet as bcc Fe if the minimum of the energy landscape is deep and
can be approximated with a parabolic term, in a harmonic-approximation
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fashion. In general, the size of the moment m at a certain temperature T can
then be calculated minimizing the free energy including either of these en-
tropic terms, with the underlying assumption that LSFs are adiabatically fast
compared to TSFs and vibrations. This entropic contribution can be applied
directly within DFT to the single-particles wavefunctions, for which the free
energy to minimize includes, together with the Mermin functional for the
electronic entropy, the magnetic entropy [72].

4.4 Disordered local moment approach

The semi-classical models described so far rely on model Hamiltonians, for
which one needs to calculate the parameters. With the help of constraints (see
Sec. 2.3.1), one can employ the magnetic configurations derived with these
models within DFT, but this is very computationally intensive. In the past, a
computationally cheaper method to model the PM phase in DFT calculations
was developed: the disordered local moment (DLM) approach.

The DLM approach is a semi-classical model based on the work of Hub-
bard and Hasegawa [77–81] and firstly implemented in the coherent poten-
tial approximation (CPA) framework by Gyorffy et al. [82]; later on, it has
been developed also in supercell approaches [83]. Its applicability is moti-
vated by the fact that, most often, the magnetization density can be viewed
in the localized moment picture previously described.

In this approach, the PM phase is modeled by distributing up and down
magnetic moments on the atoms. In the CPA framework, which was de-
vised to model random alloys, a system in the PM state is thought as a ran-
dom A0.5B0.5 alloy, with A being up and B down moments. In the super-
cell approach, two methods have been developed: the first one is based on
a magnetic special quasirandom structure (SQS), in analogy with the alloy,
where up and down moments are distributed in a single supercell in order to
mimic a completely disordered magnetic system, with spin-spin correlations
approximately zero; the second one, known as magnetic sampling method
(MSM), is based on the use of different configurations in which the moments
are randomly distributed, and physical properties are then obtained as av-
erages over all the configurations. In this latter case, the SRO for the rele-
vant shells might not be zero for a single configuration, however, if enough
of these random configurations are employed, on average the correlation is
zero. It has been shown [83] that in the MSM method correlation functions
and self-averaging properties converge to SQS and CPA results. The MSM
method was used in my work also with noncollinear configurations of the
magnetic moments, in order to have a better representation of the magnetic
disorder. This method inherits all the advantages of supercell methods re-
lated to, e.g., lattice relaxations, at the cost of a higher computational effort.

45



4. MICROSCOPIC DESCRIPTION OF MAGNETISM

In general, the DLM approach models an ideal PM phase, which is for-
mally true only at temperatures T Ñ 8, or at least J/T Ñ 0, with J being
the strongest exchange interaction. It is however possible to introduce differ-
ent degrees of magnetic short range order in this approach, especially in the
MSM implementation. The DLM method in its different implementations
has been able to reproduce many interesting features due to the change in
magnetic properties at high temperature [83–86], without the need to resort
to expensive higher-level theories.

It has also been implemented together with MD simulations [87–90]
(DLM-MD), where the configuration of the moments is changed every few
timesteps. However, in this method, the magnetic and vibrational DOFs are
not fully coupled, since the magnetic state is changed randomly, and there-
fore there is an effect of infinite-temperature magnetism on vibrations. The
main assumption of DLM-MD is that the magnetic DOFs are adiabatically
fast as compared to vibrational DOFs, which could be a good approximation
at very high temperatures, but is definitely not true at temperatures close to
the magnetic transition. In order to include the interplay between lattice vi-
brations and magnetism, one needs to go beyond the decoupling of magnetic
and vibrational degrees of freedom.

4.5 Spin dynamics and coupling with lattice vibrations

It is clear from the previous section that the modeling of finite-temperature
magnetism with DFT is not easy. The DLM method allows to model an ideal
PM state, corresponding to infinite magnetic temperature, whereas in experi-
ments this is never the case. The MC method described in Sec. 3.2.2 and 4.3.1
allows to access finite-temperature properties, although dynamic properties
are not available from this method, and often relies on model Hamiltonians
with parameters from 0 K DFT calculations. Simulations of the dynamics of
the magnetic DOFs is possible, similarly to MD (Sec. 3.2.1), with atomistic
spin dynamics (ASD) simulations. The dynamics of magnetic moments at
the semi-classical level is based on the Landau-Lifshitz-Gilbert (LLG) equa-
tions, a set of equations modeling the precession of magnetic moments under
the effect of an effective field Heff:

Bei
Bt

= ´
γ

1 + α2 ei ˆ [Heff + fi]´ γ
α

1 + α2 ei ˆ tei ˆ [Heff + fi]u, (4.13)

where ei is the unit vector along the direction of moment mi, γ and α are
the electron gyromagnetic ratio and the phenomenological damping factor,
respectively, whereas fi is the random force employed in Langevin dynamics
(see Sec. 3.2.1). Heff is the effective magnetic field experienced by moment
mi, due to all the other moments in the solid, and it is expressed as:
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4.5. Spin dynamics and coupling with lattice vibrations

Figure 4.6: Magnetic SRO parameter in NiO for second nearest neighbors
from MC and ASD simulations with cell sizes of 2x2x2 and 10x10x10 repeti-
tions of the conventional fcc cell, for a total of 32 and 4000 moments, respec-
tively.

Figure 4.7: Schematic representation of ASD-AIMD simulations [91]. An ini-
tial pre-equilibrated magnetic tmiu and atomic tRiu configuration is used
to perform an AIMD step keeping fixed the magnetic moment directions.
From the new atomic positions, the distance-dependent Jijs between each
pair of moments are updated and an ASD simulation of the same length as
the AIMD step is carried out. The new direction of the moments is fed back
into the AIMD step, and the procedure is therefore reiterated for the whole
duration of the simulation.
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Heff = ´
1

mi

BH
Be i

. (4.14)

The size of the moments mi enters implicitly in the LLG equations through
the Heff term and through the Heisenberg Hamiltonian H.

Employment of these equations in ASD simulations gives access to both
thermodynamic and dynamic properties [65], commonly carried out on a
static lattice. Concerning the thermodynamic properties, ASD gives the same
results as MC in the limit of long simulations and large system size. How-
ever, finite-size effects are more pronounced in this type of simulation than
in MC. As an example of this issue, I show in Fig. 4.6 the magnetic SRO
for second nearest neighbor shell in NiO calculated with MC and ASD for
two system sizes, 2x2x2 and 10x10x10 repetitions of the conventional fcc cell
(only Ni atoms are magnetic, therefore in these simulations the O atoms are
neglected) for a total of 32 and 4000 moments, respectively. The error bars in
this plot indicate twice the standard deviation of the SRO in the simulation.
The results of the two different methods for the large system agree perfectly,
and in both cases the standard deviation of the SRO is smaller than the size
of the symbols in the plot. Both MC and ASD overestimate the magnitude
of the SRO when the small supercell is used, however, interestingly, the two
methods do not agree with each other in this case. The reason for this must
be in the fact that ASD, following actual dynamics of the moments, does not
manage to sample configurations with smaller (in modulus) SRO since these
configurations have high energy, therefore remaining in a lower energy state
for most of the simulation. In MC this effect occurs on a smaller scale, since
even configurations with small SRO have a chance to be sampled thanks to
the randomness of the MC moves. Nonetheless, it can be seen that the error
bars of the results from the small cells are very large and they contain the
value of the large simulations, showing that still some configurations with
the correct SRO are sampled.

The LLG equations can be used also in conjunction with Newton’s equa-
tions of motion in what is known as spin-lattice dynamics. In this method,
the Hamiltonian is composed of a lattice part, described often in terms of
classical interatomic potentials, and a magnetic part, described with the
usual Heisenberg Hamiltonian or its extensions. These simulations include
both vibrational and magnetic DOFs; however, they inherit the problems of
classical force fields with accuracy and reliability. To tackle the problem of
transferability of potentials and accuracy, a coupled atomistic spin dynamics-
ab initio molecular dynamics (ASD-AIMD) method was developed in Ref.
[91].

In ASD-AIMD simulations, the spin and the lattice systems are devel-
oped in parallel and intercommunicate with each other. The evolution from
ASD comes into the AIMD part with the direction of the moments used in
the noncollinear DFT calculation that derives energy and forces. The effect
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of AIMD, more subtly, enters the ASD part via the distance-dependent ex-
change interactions, which must be parametrized beforehand. A schematic
representation of the algorithm for this method is shown in Fig. 4.7.

A regular simulation starts with a pre-equilibrated configuration of the
atoms by means of, e.g., DLM-MD. Then, the distance-dependent exchange
interactions are assigned for each pair of atoms according to their distance
and fed into a Heisenberg Monte Carlo simulation in order to get an equili-
brated starting configuration of the magnetic moments. With this magnetic
configuration, an AIMD step is performed, and from the new positions the
exchange interactions are fed into the ASD code in order to perform a spin-
dynamics simulation of the same duration of the timestep used in AIMD.
Then the new magnetic configuration is used for the next AIMD step, and
this procedure is reiterated for the whole duration of the simulation. The
magnetic configurations from ASD are enforced in the AIMD with the use
of the constraint explained in Sec. 2.3.1. One detail that has to be checked
is the typical revolution time of the magnetic moments: the faster is the spin
dynamics, the smaller will have to be the AIMD timestep in order to have
reasonable magnetic component of the forces acting on atoms at each step of
the simulation. Nonetheless, in general, a much smaller timestep has to be
used in the spin dynamics part of the simulation (e.g., in bcc Fe I use 10´2

fs for ASD, compared to 1 fs in the AIMD run) because it leads to better nu-
merical convergence of spin trajectories; this is not a computational problem
since ASD simulations are much cheaper than AIMD ones.
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5 Structural disorder

The exponential increase of computational power of the last 30 years has
enabled DFT calculations of systems with always growing number of atomic
sites. This is very important for the proper description of magnetic and vibra-
tional disorder, as well as defects and substitutional disordered alloys from
first principles, since for these type of problems the unit cell of a material
cannot be used and one needs to resort to supercells of considerable size, un-
less mean-field methods such as the coherent potential approximation (CPA)
are used.

In this chapter, I will introduce the classification of defects and the meth-
ods used to investigate them in the context of DFT and thermodynamic mod-
els. In particular I will focus on point defects and dislocations, the defects in-
vestigated in this thesis. In addition, the role of vacancies in mass transport
and another, more complex diffusion mechanism is described. The chapter
ends with a small section on the definition and modeling of random alloys,
which are not one of the main topic of this thesis, but are still very important
also for the notions that are extended to the magnetic problem of paramag-
netism.

5.1 Defects in crystalline materials

Every real material has regions in it that depart from the ideal crystalline
arrangement of their symmetric lattice. These regions are known as defects,
and they can manifest in many different forms. A common classification of
defects is based on the dimensionality of the defective region at the atomic
scale, with the three resulting categories:

1. Point defects: zero-dimensional defects where the defective region is of
the size of one or a few atoms. They can be extrinsic or intrinsic, where
the former involves the presence of foreign species to the crystal and
the latter involves only atoms already present.

2. Line defects: the defective region in this type of defects has a one-
dimensional character, with dislocations being the most prominent de-
fects in this category. They enable plastic deformation in real materials.
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3. Planar defects: two-dimensional imperfections in the crystalline lattice,
different varieties are possible: grain boundaries, stacking faults, twin
boundaries, to name a few. These defects are not investigated in this
thesis, therefore they will not be discussed anymore.

Sometimes a fourth category of three-dimensional defects is included, how-
ever from the atomistic point of view these defects are not different from bulk
materials or nanoparticles, therefore are excluded from the present list.

The technological importance of defects has already been stressed in Sec.
1.3. In the following, the discussion will focus on the description of these
phenomena in the framework of Chapter 2 and 3.

5.1.1 Point defects

The first and foremost point defect that must be introduced is the vacancy:
this consist of the absence of an atom on a lattice site, and is therefore an in-
trinsic point defect. Vacancies are thermodynamic defects, i.e., they appear
in the system just because of the rules of thermodynamics. These defects in-
deed increase the entropy of the system and therefore, with increasing tem-
perature, they make the crystal more stable. The equilibrium concentration
of vacancies cvac at temperature T can be estimated from simple thermody-
namic arguments to be:

cvac = exp

(
´

G f
vac

kBT

)
, (5.1)

where G f
vac is the Gibbs free energy of formation of a vacancy, which ex-

presses the energy cost of forming such a defect in the crystal. This term
is often approximated with the bare formation energy assuming that the
other contributions in the Gibbs free energy of formation are negligible, al-
though at temperatures approaching melting this approximation might not
hold [46]. The equilibrium vacancy concentration in a material is usually
very small: for a vacancy formation energy of 1 eV, the concentration of va-
cancies at 1000 K is of the order of 10´5, and for a formation energy of 2 eV
this value reduces to 10´10 at the same temperature. Often real materials
will have a larger concentration of such defects due to the particular synthe-
sis method or other external conditions.

The other types of intrinsic point defects are self-interstitial atoms and an-
tisite defects. The former consists of an atom that has left its lattice position to
go to some position in between other lattice sites, but this type of defect has
usually very high formation energy compared to vacancies and therefore is
not as important, except for extreme conditions as in nuclear reactors where
they do become important due to radiation damage [92, 93]. They can also
be part of more complex defects known as crowdion [94] that involve a few
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Figure 5.1: Schematic 2D projection of a CsCl structure with typical intrinsic
defects: vacancy (white ball), interstitial and antisite defects. In this projec-
tion, the golden atoms are at position (0,0,1) and symmetrically equivalent,
and the blue atoms are at position (1/2,1/2,1/2) and symmetrically equiv-
alent. The interstitial defect is at position (3/4,3/4,3/4). The dashed lines
indicate the conventional CsCl cells. No lattice relaxations around the de-
fects are displayed in this figure.

atoms, or form at high temperatures promoting collective diffusion events,
as is seen in Paper IV. The latter is possible only in compounds: if we think
of an AB compound in which element A and element B belong to two dis-
tinct sublattices, then an antisite defect would be an A atom sitting in the B
sublattice.

In addition to these defects, another important category of point defects
is represented by extrinsic defects, where a foreign element is included in the
crystal structure of the compound. Examples of these defects are the previ-
ously mentioned H impurities in Fe, which induce embrittlement, as well as
doping of semiconductors with other elements to tailor conduction proper-
ties. These defects typically occupy the energetically least unfavourable posi-
tions available in the lattice, either substituting one atom from the compound
on a lattice site (substitutional defect) or sitting in one of the interstitial po-
sitions mentioned earlier: which position the foreign atom takes depends on
its size and the structure of the host material. As an example, in FM bcc Fe,
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the lowest energy position for an H interstitial is a tetrahedral site [95], for
a B atom it is in a substitutional site, whereas for a C, N, or O atom it is an
octahedral site [96].

For what concerns first principles calculations of defect properties, ac-
curate modeling requires particular care for certain details to avoid spuri-
ous contributions deriving from the technical details of the computational
method employed. As mentioned in Sec. 2.1, Bloch’s theorem and periodic
boundary conditions (PBC) enable the calculation of properties of a perfect
infinite crystal by taking into account only the unit cell. Often point defects
are present in the crystal at very low concentrations, the dilute limit, and
without displaying an ordered arrangement; Bloch’s theorem and PBC seems
therefore incompatible with the modeling of defects. However, calculation
of the properties of a defect in the dilute limit can be achieved by taking a
supercell made of several repetitions of unit cells in all directions and intro-
duce one defect in this simulation box. The validity of this method is en-
sured by the principle of "nearsightedness" [97], which states that a change
in the potential at a point far away has a small effect on the region of inter-
est. This seems to contradict quantum mechanics, for which eigenstates of
a particle depend on the potential at any other point and on boundary con-
ditions; however, for a many-body system, destructive interference between
the wavefunctions of many particles reduces this nonlocal effect. An impor-
tant thing to test therefore in calculations of defect properties is the size of
the supercell: this means that the quantity of interest, say the formation en-
ergy of the defect, should be checked for convergence against the supercell
size. Once convergence against system size is reached, one can assume that
the point defect is not interacting anymore with its periodic images and the
formation energy can be taken as the formation energy in the dilute limit.

It is important to consider as well the nature of the host material. For
defects in metals, it is clear that only neutrally charged defects can be cre-
ated, since any charge deriving from the defect would be delocalized in the
material. However, this is not the case for a semiconductor or an insulator,
therefore one should take into account also the possibility of charged defects
in order to predict if the most stable defect is charged or neutral. In case
of charged defects, even more careful convergence with supercell size is re-
quired since electrostatic interactions are long-ranged, and interaction with
periodic images has to be avoided or explicitly compensated. Long-range in-
teractions between defects might be present in metals as well: as an example,
if magnetic impurities are placed in a nonmagnetic metal, these can indirectly
interact with each other through spin-polarization of the conduction elec-
trons of the host. This coupling is known as Ruderman-Kittel-Kasuya-Yosida
(RKKY) interaction [10], and in supercells calculations it must be taken into
account.
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The formation energy of a defect E f
d is defined with respect to the relevant

chemical potentials µi, and it takes the general form (including the possibility
of charged defects) [98, 99]:

E f
d = Ed ´ Ebulk ´

ÿ

i

niµi + qEF + Ecorrection, (5.2)

where Ed is the energy of a supercell with the defect, Ebulk is the energy of
a corresponding defect free supercell, and ni is the number of atoms of type
i removed or added in the defective supercell. For a defect of charge q, the
chemical potential for electrons, i.e. the Fermi energy EF, has to be included
as well. A final correction term can be added, e.g., to remove strain energies
[100] or electrostatic interactions [101, 102] due to periodic boundary condi-
tions. It is good to stress at this point that the chemical potential of species i
is the energy that an atom gains when it is added or removed from the reser-
voir that the system is in contact with. As an example, for a vacancy in an
elemental solid such as bcc Fe, the chemical potential is of course the energy
of bulk bcc Fe. If the system is, instead, a binary compound, the chemical
potential can be trickier to calculate; in order to compare with experimental
results one needs to know what is the reservoir in the experiment itself. The
formation energy defined in this way can then be used to estimate the equi-
librium concentration of a defect in the system at temperature T in the dilute
limit with an Arrhenius equation as in Eq. 5.1.

Another important detail to take into account in the study of defects is
structural relaxation. As it can be imagined, a defect in the lattice will lead to
a local rearrangement of the surrounding atoms, and this is fundamental in
the estimation of formation energies. Relaxations can be quite long ranged,
therefore the size of the supercell plays an important role also on this effect.
As an example, for C interstitials in FM bcc Fe, it is well known that a strong
strain field is induced in the lattice [103], therefore large supercells and cor-
rection schemes [100] are needed in order to obtain accurate solubilities.

5.1.2 Dislocations

In this thesis, dislocations are yet another defect investigated in PM bcc Fe,
trying to highlight the coupling between structural and magnetic disorder.
A detailed presentation of this type of defects would require a lengthy de-
scription that is not particularly relevant for the scope of this work, therefore
just a brief introduction to this topic is going to be given in this section. For
a more accurate treatment, the reader is referred to, for example, Ref. [8, 104,
105].

As mentioned in the beginning of this chapter, dislocations are line de-
fects known to govern plastic deformations in metals [104]. Their existence
was speculated to solve a discrepancy between the theoretical and experi-
mental shear stress needed to plastically deform a metal. Dislocations are

55



5. STRUCTURAL DISORDER

characterized by their Burger’s vector b, a vector indicating the displacement
of the atoms in the defective structure from the ideal crystalline positions,
which can assume different orientations with respect to the dislocation line:
b can be perpendicular to the dislocation line, in which case the dislocation is
called an edge dislocation, or parallel to the dislocation line, which is known
as a screw dislocation; dislocations with orientations of b with respect to the
dislocation line in between these two limits are called mixed dislocations.

Different crystal systems present predominance of different types of dis-
locations, since the symmetry of the system defines which are the close-
packed planes and therefore the planes that can more easily slip with respect
to each other. These planes are known as slip planes. In bcc metals, the
close packed directions are the x111y directions, with shortest Burger’s vec-
tor 1

2x111y. The slip planes in this system can be multiple, all containing the
x111y direction.

Particularly important is the dislocation core, i.e., the region in proxim-
ity of the dislocation line, since it governs the mobility of the dislocation
in which elasticity theory fails. The description of dislocation cores requires
atomistic simulations [105]; classical interatomic potentials have been shown
to give very different answers regarding the stability of different configura-
tions of the dislocation cores [104, 105], it is therefore desirable to employ
first principles methods to establish the relative stability of the different con-
figurations.

Ab initio methods are currently used to investigate core regions, although
some precautions are required regarding the geometries and the PBC em-
ployed. Although it is customary to employ PBC in all directions to simulate
a bulk system even with point defects, one single dislocation cannot be in-
troduced under these conditions because the interaction with the periodic
images would be too strong. For screw dislocations, two dislocations with
opposite Burger’s vectors are needed in the simulation box: this arrangement
is known as a dislocation dipole. A particular choice of the simulation box
vectors and of the dipole enables, under the application of PBC, the simu-
lation of a quadrupolar arrangement that minimizes the interaction energy
between periodic images [105]. This arrangement makes so that each disloca-
tion is surrounded by dislocations with opposite Burger’s vector in symmet-
rically equivalent positions, decreasing the long range elastic forces induced
by the single dislocation. The importance of reducing as much as possible
the elastic energy induced by the dislocation lies in both the need to avoid
interaction with the periodic images and the availability of accurate methods
based on elasticity theory to model this energy, whereas the intrinsic energy
of the dislocation core can be calculated only with atomistic methods.
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5.2 Diffusion in bulk systems

As often stressed in this thesis, atoms do not stand still in reality. One par-
ticularly important phenomenon concerning defects is their diffusion. This
effect is particularly important for the strength of materials, as diffusion reg-
ulates the formation of clusters of defects (segregations) in the host material
that could affect the properties of a device. In bulk close-packed systems,
self-diffusion is known to happen through a vacancy: the exchange of two
atoms in a close packed system is a very energetically expensive mechanism,
whereas the jump of an atom onto a neighboring vacant site is a much more
favourable process. Nonetheless, such a jump onto a vacant site requires
overcoming an energy barrier. This barrier is generally large enough to make
this process happen with a very low frequency as compared to the typical
atomic vibrational frequencies, falling in the category of rare events; from
the point of view of thermodynamics, in rare events the energy barrier is
much larger than the thermal energy in the system.

The calculation of energy barriers by first principles is very often carried
out with the nudged elastic band (NEB) method [106], which enables to find
the minimum energy path to go from the initial to the final state. In this
method, several images of the system are created, each with the diffusing
atom in different positions going from the initial to the final state. The dif-
fusing atom in one image is connected with fictitious springs to its replica
in the neighboring image, in order to avoid the collapse of one image onto
the other; all atoms in the supercell in each replica are allowed to relax. In
addition, the component of the fictitious spring force perpendicular to the
path is projected out, so that it does not influence the relaxation of the the
diffusing atom in the direction perpendicular to the path. Several imple-
mentations [106, 107] of this method have been developed, as well as other
methods that enable the calculation of minimum energy path or minimum
free energy paths [108, 109]. Once the energy barrier is calculated, the dif-
fusion rate D of a defect can be calculated employing transition state theory
[110] using an Arrhenius equation:

D = A exp
(
´

∆Ga
d

kBT

)
, (5.3)

where ∆Ga
d is the defect activation Gibbs free energy, and A a prefactor that

takes into account the availability of sites for jumps, the jump attempt fre-
quency and the jump distance. The activation free energy differs between
extrinsic defects and thermodynamic defects: in the former case, this is just
the migration free energy for diffusion, correspondent to the free energy of
the transition state relative to the equilibrium state, whereas in the latter case
is the sum of the migration free energy and the formation free energy. The
entropic contribution to the activation free energy is often separated in Eq.
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5.3 to arrive to the following expression:

D = A exp
(

∆Sa
d

kB

)
exp

(
´

∆Ea
d

kBT

)
= D0 exp

(
´

∆Ea
d

kBT

)
. (5.4)

∆Ea
d is the quantity that can be readily obtained with NEB calculations, and

possibly including also the formation energy in case of intrinsic defects.
Equation 5.4 enables the calculation of diffusion coefficients with ab intio
NEB calculations combined with harmonic or quasi-harmonic phonon cal-
culations through Vineyard transition state theory [111].

5.2.1 Diffusion close to the melting point: Ti vacancy diffusion in
TiN investigated with the color diffusion (CD) algorithm

A problem that one can incur into when using Vineyard transition state the-
ory is that at high temperatures, close to melting, anharmonicity becomes
important. This effect cannot be included directly in transition state theory,
but the issue can be in principle fixed with direct molecular dynamics sim-
ulations, although the problem of statistics arises when ab initio accuracy is
wanted for rare events diffusivities. To fix the issue of statistics at high tem-
peratures, I used in Paper I the CD algorithm described in Sec. 3.2.1.1 to
calculate the jump rate of Ti vacancies in TiN. Ti vacancies in TiN are a good
test case for this algorithm since the estimated energy barrier at 0 K is 4.26 eV,
which is a very large barrier in this context. From the calculation of the jump
rate for different temperatures (2200-3000 K) with the CD algorithm, and af-
ter fitting with Eq. 5.4, the resulting energy barrier is 3.78˘ 0.56 eV, which is
slightly higher than the energy barriers obtained with NEB calculations with
the 2200 and 3000 K lattice parameter, 3.67 and 3.50 eV respectively. The val-
ues calculated without explicit thermal vibrations are within the statistical
uncertainty of the value from the CD simulations, and it seems to indicate
that for Ti vacancies in TiN the main factor that changes the energy barriers
at finite temperatures is thermal expansion, which can be easily included in
calculations within the quasi-harmonic approximation.

5.2.2 Concerted migration in bcc Ti

The vacancy mechanism studied for TiN is not the only mechanism that can
contribute to mass transport. In Paper IV, it was shown that a complex mech-
anism for self-diffusion occurs in bcc Ti at high temperatures. In this sys-
tem, in fact, it was found that atoms collectively migrate through the crystal
in lines or chains, or even by simple atom exchange (see Fig. 5.2 for a vi-
sual example of such migrations). This is of course not the only mechanism
with which mass transport occurs, but it is present together with the usual
vacancy-mediated jump and, at temperatures close to melting, it becomes the
predominant mechanism of diffusion. This mechanism was first observed in
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Figure 5.2: Examples of collective diffusion mechanisms in bcc Ti projected
on the (001) plane from AIMD. The collective diffusion labelled "1" involves
several atoms and atomic sites and the jumps are both on nearest and next-
nearest neighbors sites, whereas the mechanism "2" is a simple exchange be-
tween two atoms. The color scale indicates when the diffusion occurred, over
a total of 9 ps. Figure from Paper IV.

simulations of bcc Fe at pressures and temperatures believed to take place
in the inner core of Earth [112], and later on it was observed in other bcc
systems [113] and in simple cubic systems as well [114], suggesting that this
mechanism is much more common than previously thought.

5.3 Random alloys

The theoretical modeling with first principles calculations of a random sub-
stitutional alloy requires great care due to lack of long range order, stochas-
tic occupation of lattice sites, and presence of many different local environ-
ments. The first way that could come to mind to model such a system is
to use several supercells with unbiased random number generated distribu-
tions of the different chemical species in the material, and then average the
results over the different samples. This approach is in practice found to often
require very large statistics, and much cheaper methods are available. Here
we need to distinguish between two types of approaches: supercell methods
and Green’s function methods based on scattering theory. The latter include
the CPA method previously mentioned, which consists in replacing the dis-
ordered lattice with an effective medium that reproduces the average scatter-
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ing properties of the real atoms as embedded in the medium. This technique
is much more elaborated than this easy explanation, but it has not been used
in this work, therefore I redirect the interested reader to more detailed de-
scriptions [115].

For what concerns supercell methods, the most efficient approach to
represent chemical disorder is the so-called special quasi-random structure
(SQS) [116]. In this method, the atoms of the substitutional disordered alloy
are placed in the lattice so that the correlation function between each type
of atom mimics the average correlation function in an infinite lattice, at least
for the first few coordination shells. To be more clear, consider the simple
example example of a random binary alloy A0.5B0.5. In such an alloy, one
can expect that the nearest neighbors to an A atom will be on average half A
atoms and half B atoms, and the same consideration can be done for every
coordination shell included in the calculation. Therefore, one way to mimic
this behavior is to populate the supercell under consideration so that the cor-
relation functions are as close as possible to the result expected for an infinite
lattice. Of course, this method is affected by the size of the supercell, since
all the important interactions between shells need to be included [117]; how-
ever, it turns out to be much more efficient then the random distribution of
atoms in a supercell of the same size. With a generalization of this method,
one can as well reproduce different degrees of short range order.

One advantage of the SQS method over the CPA approach is that in the
former structural relaxations can be easily performed. In a real crystal, the
chemical disorder will induce local lattice relaxations, and this will affect
the energetics of the system, similarly to what happens in calculations with
defects (Sec. 5.1.1). If one then thinks to investigate the effect of a defect, say
a vacancy, in a random alloy, then several SQS supercells with the vacancy
positioned in different local environments need to be employed in order to
have a proper modeling of the defect. A statistical average of the results
from the several configurations can be then performed in order to improve
the description.

Another method that has been developed in the past to study configura-
tional disorder is the cluster-expansion method [118]. In this formalism, an
alloy is described in terms of a collection of clusters, which can be univocally
defined taking an orthonormal basis founded on discrete spin variables σi,
defining the occupancy of a particular site i in the cluster. With this method,
any property of an alloy can be decomposed in components along the or-
thonormal cluster basis functions, and once the relevant cluster interactions
are obtained, thermodynamical properties can be obtained with the use of a
generalized Ising Hamiltonian. For a more detailed presentation of the clus-
ter expansion method, the reader is referred to, e.g., Ref. [117].
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6 Magnetic disorder coupled
with structural and
vibrational degrees of
freedom

The decoupling of different DOFs has been historically an important tool to
pinpoint the origin of different effects. The most prominent example of such
a decoupling is the Born-Oppenheimer approximation described in Sec. 2,
with which the separation between electronic and nuclear DOFs has become
a rule in the investigation of materials. However, this is still an approxi-
mation that was introduced to be able to solve the Schrödinger equation,
and later on methods to lift this approximation in first-principles calcula-
tions were introduced [119]. Similarly, magnetism has been decoupled from
the vibrational DOFs, and sometimes even from the electronic DOFs. The
decoupling has been based on the fact that electronic DOFs are faster than
magnetic (transversal) DOFs, which are faster than vibrational DOFs. This
hierarchy of timescales suggests how to adiabatically separate the different
effects. Nonetheless, the interplay between the different DOFs need to be in-
vestigated to resolve the question of whether or not the full coupling should
be considered or not. This is the main aim of this thesis, and in this chapter
I present the methods I developed and the main results from my own work.
The chapter is divided in two parts, to stress the two types of coupling that
I have investigated: the coupling of magnetic disorder with lattice structure,
and with lattice vibrations.

The first part starts with the presentation of the DLM relaxation method,
developed in Paper II, which enables the relaxation of the internal coordi-
nates of a structure in the PM phase, modeled here with the DLM-MSM
method [83]. The initial tests of the method are introduced, namely the sin-
gle vacancy and the single C interstitial atom in octahedral and tetrahedral
position in PM bcc Fe, as well as PM bcc Fe1-xCrx random alloys. After these
benchmark tests, application of the DLM relaxation method to different sys-
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tems in the PM state is presented. The first application is to a 1/2x111y screw
dislocation in bcc Fe in the PM state, in order to assess the effect of the change
of magnetic state on this type of extended defect (Paper VI). The application
of the DLM relaxation in the investigation of intrinsic and extrinsic point
defects in CrN is then presented, with the aim of calculating electronic prop-
erties of this system of relevance for thermoelectric applications (Paper VII
and VIII). Finally, the investigation of the compound Fe3CO7, newly synthe-
sized at high pressures and believed to be important for Earth’s mantle, is
introduced (Paper IX).

The second part is concerned with the investigation of the coupling be-
tween magnetic disorder and lattice vibrations at high temperature. Initially
I discuss the effect of lattice vibrations on LSF energy landscapes and mo-
ment sizes, studied in Paper V, in bcc Fe around TC, liquid Fe just above
melting, and liquid and solid bcc at Earth’s outer and inner core conditions,
respectively; starting from this work, a method to predict the LSF energy
landscapes with a machine learning algorithm was developed in Paper X
and it will be briefly discussed here. Finally, the calculation of free energy
differences between bcc and fcc Fe with ASD-AIMD and thermodynamic in-
tegration is discussed, showing the delicate importance of finite temperature
magnetism, vibrations, and their coupling, in the calculation of such quan-
tity; these results are taken from Paper XI.

6.1 Local lattice relaxations in the paramagnetic phase

6.1.1 DLM relaxation

The magnetic state of a material can affect considerably its structure by
changing the interatomic forces. A proof of this effect was shown in Ref. [85]
for bcc Fe, where the interatomic force constants soften when going from the
FM to the PM phase. This effect suggests that the magnetic state could affect
local lattice relaxations around defects, in addition to vibrational properties.

Several approximations to the investigation of defects in the PM state in
Fe and other systems have been employed in the years. One possible approx-
imation is to carry out MSM calculations on FM-relaxed atomic positions
[120], neglecting possible relaxations deriving from the PM state. Another
method involved partial relaxation of the atomic positions employing differ-
ent MSM configurations and averaging then the results obtained from these
different coupled magnetic-atomic configurations [121]. The relaxations are
allowed only partially in this case, to reflect the different timescales of mag-
netic and structural DOFs. Another approximation consisted in performing
DLM-MD simulations on defective supercells, so that in this way also the
effect of vibrations is taken into account [86, 89]. Finally, spin-wave calcu-
lations have also been developed [122, 123] for the representation of the PM
phase; structural relaxations are here completely allowed for each spin-wave
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considered, but the description of this method is beyond the scope of this
thesis. From a computational perspective, it would be good to have one sin-
gle configuration of the atoms relaxed with the relevant magnetic state, on
which one can then perform static calculations in line with what is routinely
done for nonmagnetic systems.

For this reason, in Paper II we have developed a method to perform struc-
tural relaxations in the PM phase based on the DLM model (DLM relaxation).
In particular, we use the MSM approach to represent the PM phase. In Fig.
6.1 a schematic representation of the relaxation algorithm is shown. In this
method, the structural relaxation is started taking into account some initial
positions of the atoms in a supercell containing the defect and drawing a
random MSM configuration, either collinear or noncollinear (see top right
part of Fig. 6.1). The initial positions could be the ideal lattice positions with
the defect or positions pre-relaxed in the FM state, which can be often a good
starting point. Forces are calculated with the present MSM configuration and
symmetrized according to the symmetry of the underlying lattice in a spin-
space average (SSA) fashion [85], and the atoms are moved according to these
symmetrized forces. A new random MSM configuration is then taken, and
the procedure is repeated, changing at every step the MSM configuration,
until the atoms reach a regime in which they fluctuate around some mean
value. This regime is shown in the bottom right part of Fig. 6.1, where the
projection on the x-y plane of the position of one of the nearest neighbors to
the vacancy in PM bcc Fe during the DLM relaxation is shown. In this fig-
ure, both a relaxation with full account of symmetry (solid lines and points)
and and without account of symmetry (semitransparent lines and points) are
shown. The green diamond indicates the position of this atom after FM re-
laxation, whereas the blue and the light blue diamonds mark the position af-
ter DLM relaxation with and without imposition of symmetry, respectively.
These latest two positions are obtained from averaging the positions indi-
cated with red circles, which correspond to the steady-displacement regime.
It is striking how close the relaxed positions with and without symmetry are:
this is due to the fact that the MSM configuration is changed at every step,
acting on average according to the underlying symmetry also when forces
are not symmetrized. More details can be found in Paper II.

More recently, Hegde et al. [124] developed a method similar to the
present DLM relaxation, but based on the use of magnetic SQS supercells and
the SSA averaging of the forces. In this SSA relaxation method, several relax-
ations of a magnetic SQS supercell with the vacancy placed in different posi-
tions are run in parallel, and at each step the forces from each calculation are
averaged together and symmetrized according to the SSA method. The pos-
itive aspect of Hegde’s method is that the final positions are obtained when
the average forces are close to zero, which does never happen if one uses a
single MSM configuration as done in the present DLM relaxation method.
Nonetheless, the results on the vacancy formation energy in PM bcc Fe are
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Figure 6.1: Schematic representation of the DLM relaxation algorithm. An
initial atomic geometry is taken into account, and on these positions a cal-
culation with a single MSM configuration (shown in the top right) is carried
out. The forces are calculated and symmetrized, if needed, and the positions
are updated (see bottom right part of the figure). This procedure is repeated
with new MSM configurations at each step, and it is stopped when the dis-
placements in the cell reach a steady state, fluctuating around a mean value
(red empty circles in the bottom right figure). The final position (blue and
light blue diamonds for symmetrized and non-symmetrized forces, respec-
tively) is obtained as an average over this steady state regime. As a compar-
ison, also the FM relaxed position is shown (green diamond). Bottom right
figure adapted from Paper II.

virtually identical between the two methods, confirming the results obtained
in Paper II.

6.1.2 Application to defects in bcc Fe and to Fe1-xCrx

The DLM relaxation method was initially tested on the vacancy in PM bcc Fe.
The local lattice relaxations around the vacancy are consistent, and there is
a non-negligible difference between FM relaxed and DLM relaxed positions,
as can be seen for the first nearest neighbor positions in the bottom right part
of Fig. 6.1. For what concerns the formation energy, the strongest effect is
still due to the change of magnetic state: the formation energy calculated on
FM-relaxed positions with FM and PM state differs of approximately 0.5 eV,
going from 2.2 to 1.7 eV. Employment of the DLM relaxation method induces
a further decrease in the formation energy, going down to « 1.6 eV. This
result agrees with an average of experimental results, which should anyway
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Table 6.1: Vacancy and C interstitial formation energy for FM and PM bcc Fe.
PM bcc Fe is modeled in the present work with the DLM-MSM approach,
and the formation energy is calculated on FM- and DLM-relaxed positions.
The other theoretical values from literature are from DFT+DMFT calculations
[56], collinear DLM calculations on FM-relaxed positions [120], and with the
spin-wave (SW) method [123]. The experimental values here reported are an
average of several experimental results [125–129]. For C interstitial, we are
not aware of any other calculation in the PM phase. All values are in eV.

FM (eV) PM (eV)
FM-relaxed FM-relaxed DLM-relaxed

Vacancy
This work 2.20 1.70 ˘ 0.06 1.61 ˘ 0.06

DFT+DMFT [56] 2.45 1.66 ˘ 0.15 1.56 ˘ 0.13
DLM [120] 2.15 1.54 ˘ 0.16
SW [123] 2.13 1.98
SSA [124] 2.15 1.71 1.62

Exp. [125–129] 1.8 1.6
C interstitial

Octahedral site 0.68 0.59 ˘ 0.07 0.41 ˘ 0.06
Tetrahedral site 1.55 1.04 ˘ 0.07 0.62 ˘ 0.06

be taken cautiously as show in Ref. [46], but more interestingly agrees with
the vacancy formation energy from DFT+DMFT calculations with some local
lattice relaxations allowed [56] and, as previously mentioned, with the SSA
relaxation method of Hegde et al. [124]. These results and the results from
literature are summarized in Table 6.1.

In Table 6.1 the results of the formation energy of a C interstitial in oc-
tahedral and tetrahedral positions are also shown. In the cases, a stronger
effect of the DLM relaxation is observed: it can be seen that the formation
energy in octahedral position decreases more due to the DLM-relaxed posi-
tions than from the change of magnetic state. The formation energy of the
C interstitial in tetrahedral position shows an even larger decrease than the
octahedral position, and the final formation energy is only 0.2 eV larger than
for this latter site. This similarity in formation energies could have implica-
tions on the high-temperature phase of steels, but no further implications are
discussed here.

An interesting effect on thermodynamic properties arises in bcc Fe1-xCrx
random alloys at the magnetic transition. It is known that in this system the
change of magnetic state induces a qualitative change in the mixing enthalpy
as a function of x [84, 130], with the alloy in FM state displaying a small re-
gion with negative mixing enthalpy, while it is positive for all concentrations
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Figure 6.2: Mixing enthalpy of bcc Fe1-xCrx random alloys from Olsson et
al. [130] (purple dashed line) and from Paper II (solid lines and symbols).
Purple lines and squares mark results in the FM state, whereas green and
blue symbols and lines for the DLM state. The dashed line corresponds to
EMTO-CPA calculations on unrelaxed positions. Solid lines and symbols
are results from Paper II, where chemical disorder was modeled with SQS
supercells. In particular, green circles are from DLM calculations on FM-
relaxed positions, and blue triangles to DLM calculations on DLM-relaxed
positions. The DLM-MSM method was employed to model the magnetic
disorder.

in the PM state. This effect makes the bcc Fe1-xCrx system a perfect candidate
to test the DLM relaxation method. Nonetheless, the inclusion of relaxation
in the DLM state does not change qualitatively this picture but only quanti-
tatively, with a small reduction of the mixing enthalpy compared to the DLM
results on FM-relaxed positions, as shown in Fig. 6.2. In this figure, the re-
sult for FM alloys from Ref. [130] (dashed line) were calculated modeling the
chemical disorder with the CPA approach, whereas in my calculations (solid
lines and symbols) I used the SQS method described in Sec. 5.3. In the for-
mer method, lattice relaxations are not taken into account, partly motivating
the discrepancy with the results from my work. Another possible source of
discrepancy is due to the different methods employed in the calculations, the
exact muffin-tin orbitals (EMTO) in Olsson et al. [130] as opposed to the PAW
method in my calculations.
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After testing this method on simple cases, one can turn the attention to
more complex defects like dislocations. Since the DLM state has an impact
on the local lattice relaxations in the case of point defects, it is required to
test if a similar effect occurs in the case of dislocations, which was investi-
gated in Paper VI. In bcc Fe and, more in general, in bcc metals, the 1/2x111y
screw dislocation is known to be the main type of dislocation, although there
is no general agreement in the literature on the structure of the core [105].
We investigated therefore the easy and the hard core configurations of this
dislocation in the FM and the PM states, the latter modeled with the DLM-
MSM method and relaxed consistently with the DLM relaxation method. In
the FM state, it is known that the stable configuration is the easy core con-
figuration, whereas the hard core results unstable. In our calculations, the
hard core configuration becomes stable in the DLM state, although still at
higher energy compared to the easy core configuration. The energy differ-
ence between the two configurations slightly reduces as compared to the FM
state, from 40 meV/b to 26˘ 20 meV/b, although the FM result is within a
95% confidence interval of the DLM result. In addition to the considerable
effect of the change of magnetic state on the structure and energetics of the
dislocation core, there is an interesting change of trend in terms of magnetic
moment sizes around the core. In the FM state, the atoms closest to the dislo-
cation line are the ones with the largest moments, as expected due to a larger
Voronoi volume of these atoms deriving from the defective structure. In the
PM state, on the contrary, the atoms near the dislocation line are the ones
with the smallest moments. This difference could have important effects in
the case of magnetic impurities segregated at the dislocation.

6.1.3 Intrinsic and extrinsic defects in CrN for thermoelectric
applications

The thermoelectric effect consists in the generation of an electric potential
difference under the effect of a temperature gradient (and viceversa) [8].
Thermoelectric devices, which harvest thermal energy into electricity, are
nowadays employed in several applications when requirements on the effi-
ciency of the device are not fundamental but small sizes are needed, or where
there is a consistent heat waste that can be turned into electrical power [131].
Thermoelectric coolers are also widely employed in many applications. The
efficiency of a thermoelectric material at temperature T is defined with its
dimensionless figure of merit ZT:

ZT =
S2σ

κe + κl
T, (6.1)

where S is the Seebeck coefficient, σ is the electrical conductivity, κe and κl are
the electronic and lattice thermal conductivities, respectively. The numerator
S2σ is often referred to as power factor. The Seebeck coefficient is defined as
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the voltage difference per unit temperature gradient, S = ∆V/∆T; on the mi-
croscopic level, this coefficient can be connected with the slope of the DOS at
the Fermi level [132]. Improvement of the figure of merit requires maximiza-
tion of the numerator and simultaneous minimization of the denominator,
although the different quantities are interconnected and often improvement
in one factor leads to a deterioration of another factor. As an example, it is
easy to imagine that an increase in electrical conductivity due to a higher
concentration of carriers can lead to an increased electronic thermal conduc-
tivity, leaving the figure of merit unchanged. In addition, a too large increase
of the electrical conductivity reduces the Seebeck coefficient, cancelling out
any improvement in the power factor.

Nitrides have been in the last years investigated for their thermoelectric
properties [131]. In particular, CrN has received considerable attention due
to its promising properties like its intrinsically high power factor [131] and
low thermal conductivity, where the latter is originating both from its crys-
tal structure [133] and from enhanced scattering of phonons due to magnetic
disorder [91]. CrN is an antiferromagnetic semiconductor, with a low tem-
perature orthorombic structure. Around 280 K [134], the system transitions
to a PM phase and rock-salt structure, with the two transitions correlated
with each other [134]. N vacancies are the most common defect in this ma-
terial, and they are known to induce a n-type behavior [89] (see left figure
in Fig. 6.3), which could partially explain the tendency of CrN to display
negative Seebeck coefficient.

The introduction of point defects in structures to enhance the thermo-
electric properties of a material is a well-known procedure [135] that gener-
ally aims at increasing the charge carrier concentration and reduce the lattice
thermal conductivity due to phonon scattering by defects. One method to
improve the thermoelectric properties is by alloying with other elements: for
this reason, in Paper VII, we investigated the effect of V alloying in CrN thin
films. Since CrN is in its PM phase at operating temperatures, we investi-
gated the effect of V substitutional defects on the metal sublattice with the
DLM relaxation method and MSM calculations. In addition, we took into
account also the possibility of having a N vacancy in the vicinity of the V
atoms. In the presence of a V impurity, we observe the appearance of a small
peak in the partial DOS around the Fermi level, due to the V 3d-states. This
peak shifts to lower energies when also a N vacancy is present in the system
(Fig. 6.3, right figure), however it is found in its vicinity, and we argue that
it could have a role in the experimentally observed large Seebeck coefficient
for (Cr,V)N alloys.

On the other hand, in Paper VIII we investigated with the same theoret-
ical means the effect of intrinsic defects on the electronic properties of CrN
thin films. Experimentally, it was found that CrN overstoichiometric in N
displays a p-type behavior, which is uncommon for this semiconductor since
it is often synthesized understoichiometric and with n-type character. To try
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(a) (b)

Figure 6.3: Partial DOS of CrN with a N vacancy (top) and with a V substi-
tutional atom on the metal sublattice and simultaneously a N vacancy. The
red lines are the partial DOS of Cr 3d-orbitals, the yellow line of N 2s- and
2p-orbitals, and the blue line of V 3d-orbitals. Figures from Paper VII.

(a) (b)

Figure 6.4: (Left) Total electronic DOS of defect free CrN (black), CrN with
a Cr vacancy (Cr1´xN, red), CrN with a N2 dumbbell (CrN1+y, blue), and
CrN with both defects (Cr1´xN1+y, green). The configuration of the com-
bined defect is shown in the right part of the figure, where the Cr vacancy
is positioned at the (0,0,0) position and the N2 dumbbell is positioned at the
neighboring lattice site (1/2,0,0). Blue balls are Cr atoms, grey and red balls
are N atoms. Figures from Paper VIII

to explain these experimental findings, we investigated with DLM relaxation
and MSM calculations the relative stability of defects that can induce the N
overstoichiometry, namely the Cr vacancy, the N interstitial in the form of a
N2 dumbbell (referred simply as N2 dumbbell, see e.g. Fig. 6.4b), and some
combinations of these two defects. We have found that the Cr vacancy is
energetically the most stable among the considered defects, and in addition
this defect pushes the Fermi level into the valence band, making the system
p-type (left plot in Fig. 6.4a, red line). However, experimentally, the lattice
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parameter and the Seebeck coefficient increase with increasing N content,
whereas the Cr vacancy induces a reduction of the lattice parameter. Since
the experimental synthesis is performed at conditions far from equilibrium,
we cannot rule out the presence of N2 dumbbells in the system, which could
explain the lattice parameter increasing with N content. However, the N2
dumbbells provoke a slight n-type behavior in this system, as seen from the
blue curve in Fig. 6.4a. To try to explain the experimental findings, we tested
the possibility of having both a Cr vacancy and a N2 dumbbell nearby in the
lattice. First of all, we found that this combination of defects in a particular
disposition, shown in Fig 6.4b, has a particularly strong interaction energy,
suggesting that the two defects want to be near each other. In addition, the
effect of the combined defect on the DOS (green line in Fig. 6.4a) is simi-
lar to the single Cr vacancy, shifting the valence band to higher energies as
compared to the defect free system (black line). In this investigation only
four combinations of the Cr vacancy and the N2 dumbbell were considered,
however more complicated combinations could be present in this system;
nonetheless, our results suggest that the Cr vacancy and the N2 dumbbell
are the main protagonist in this effect, in particular together.

6.1.4 Fe3CO7

High pressure physics is a branch of physics which allows to unravel funda-
mental principles of solid state matter and enables the investigation of sys-
tems that are otherwise not directly accessible. Examples of this latter scope
of high pressure physics involve the study of compounds that are believed
to be found inside the Earth, in its core or in its mantle, for example. Under
the Earth’s crust, high pressures and high temperatures are found, with in-
creasing intensity the deeper inside one looks. The Earth’s inner core, made
mainly of Fe, is believed to be at temperatures of 6000 K and pressures of
about 300 GPa [136], inconceivable values compared to everyday life condi-
tions.

This type of temperatures and pressures can be accessed in laboratory
only with laser-heated diamond anvil cells [137], although the samples
that can be employed in these experiments are usually of micrometer size.
Nonetheless, this experimental technique has been able to shine light on in-
teresting phenomena happening at high pressures.

DFT calculations are very valuable in this context. Because of the com-
plicated experimental setup, only certain quantities can be measured, and
therefore theoretical calculations are needed to interpret the results of these
experiments [138]. As an example of such an investigation, in Paper IX we
reported the synthesis of several polymorphs in the Fe-C-O system and the
theoretical study of one of these structures, the previously unknown com-
pound Fe3CO7. This compound was synthesized at 47 GPa and 2000 K, and
it was detected after quenching to low temperatures. In situ X-ray diffrac-
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tion revealed that the structure is monoclinic and the stoichiometry suggests
uncommon valencies of the elements. Further spectroscopic measurements
hinted at Fe3CO7 being in the PM state.

To show that the experimentally determined atomic positions are of rel-
evance, a DLM relaxation of the structure was performed with a modified
version of the DLM relaxation algorithm. In this case, a method more simi-
lar to the one by Hegde et al. [124] was employed, using at each step of the
relaxation ten different MSM configurations randomly drawn and averag-
ing the forces from these calculations at each atomic site without account of
symmetry. The final structure displays local relaxations that are virtually un-
detectable by experimental techniques, although the atomic forces strongly
decrease during the relaxation, supporting the experimental conclusions on
the structure of this compound.

The Fe atoms in this compound occupy two inequivalent positions in the
structure and show distinct properties. From DFT+U calculations, one type
of Fe shows a very large magnetic moment of« 4µB and it is compatible with
a high-spin, insulating state, whereas the other type has a lower moment of«
2µB, indication of a intermediate/low spin state and of metallic character. In
addition, DFT+DMFT calculations showed that some O atoms do not posses
the usual valency of 2-, rather they are more compatible with a formal charge
of 1.5-: this result motivates the unusual stoichiometry, with oxidation states
of the atoms different from usual chemical reasoning. The DFT+U results
are in very good agreement with DFT+DMFT calculations carried out on the
experimentally-determined positions. The electronic DOS calculated with
DFT+U and DFT+DMFT are in fairly good agreement, considering the strong
differences in the methodology.

6.2 Coupling of magnetic disorder and vibrations

The second main topic of this thesis concerns the coupling of magnetic dis-
order with vibrations. Magnetism is in principle a manifestation of the un-
derlying electronic structure, as seen in Chapter 4, but in practice it can be
treated as a separate DOF. However, simultaneous treatment of magnetic and
electronic DOFs as a function of temperature is not trivial with DFT calcula-
tions. Vibrations add on top of this a further level of complexity by induc-
ing different atomic local environments as compared to ideal lattice position:
the change in local environment induces therefore a change to the local elec-
tronic and magnetic properties of the material. A hierarchy of timescales
can be established to simplify the treatment of the different DOFs: electronic
DOFs are faster than magnetic DOFs, which in turn are faster than vibra-
tional DOFs. This separation of timescales allows to consider an adiabatic
coupling between the different DOFs. Discussion of inclusion of the cou-
pling of all the mentioned DOFs is the main goal of this section, where I will
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describe how vibrations affect the LSF energy landscapes and therefore the
finite-temperature size of the magnetic moments, and how the calculation
of free energy differences in Fe can be carried out with the full coupling of
magnetic and vibrational DOFs.

6.2.1 LSF on a vibrating lattice and prediction of LSF landscapes
with a machine learning algorithm

The theory of LSF was introduced in Sec. 4.3.2 for a static lattice. In Paper V,
we investigated the effect of vibrations on the energy landscapes of Eq. 4.6 in
Fe at very different conditions: we investigated bcc Fe just above the Curie
temperature and liquid Fe just above the melting point at ambient pressure,
as well as liquid Fe at conditions expected in Earth’s outer core (P « 200
GPa, T « 6000 K), and solid bcc Fe at conditions of the Earth’s inner core
(P « 300 GPa, T « 6000 K). Motivated by the high temperatures at play, the
study is conducted in the PM state so that the part of the Hamiltonian with
the exchange interactions, Eq. 4.5, can be neglected in the thermodynamic
treatment of the moment’s size, although this is an approximation since SRO
effects are to be expected in some of the cases under consideration.

Taking bcc Fe around the Curie temperature as the test case, we investi-
gated the effect of vibrations on the landscape by taking a snapshot from an
ASD-AIMD simulation at T « TC = 1043 K and we calculated the depen-
dence of the on-site energy Ei(mi) on the moment size mi, corresponding to
the energy landscapes shown in Fig. 4.5, for each moment in the supercell (54
atoms). The calculation of the landscapes was performed by focusing on one
moment at a time and carrying out constrained calculations where the size
of all the moments in the cell was kept constant to the initial value obtained
from ASD-AIMD, together with their direction, and varying the size of the
moment under investigation. The energy-moment size data were then inter-
polated with a quartic polynomial with only even powers, and the resulting
energy landscapes for this system are shown in the top left part of Fig. 6.5.
Inspection of this plot reveals a close connection between the local Voronoi
volume of the atom and the shape of the landscape: more itinerant-like mo-
ments are associated with smaller Voronoi volumes, more localized moments
occur for larger volumes. A striking feature is related to the appearance of
two itinerant landscapes, with minimum energy for mi = 0µB, showing that
lattice vibrations can have such a strong effect on local properties that they
can change the landscape of a Fe moment from localized, as it usually is in
bcc Fe, to itinerant.

Once the landscapes are calculated for each moment, one can apply the
thermodynamic model explained in Sec. 4.3.2 to calculate the size of the mag-
netic moments at the simulated temperature according to the instantaneous
landscape. Since we employ a thermodynamic model, there is no real dy-
namics in the longitudinal DOF, therefore the best choice for the output size
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Figure 6.5: (Top left) Energy landscapes for each moment in a snapshot from
ASD-AIMD of bcc Fe at T « TC. The color scale indicates the local Voronoi
volume of the moment, and the black line is the average landscape. (Right)
Moments’ sizes at finite temperature from the LSF thermodynamic model
through the the whole optimization procedure for both PSM. Selfconsistency
is reached when the moment sizes change for less than 0.01µB from one iter-
ation to the other. (Bottom left) Average landscapes from the first iteration of
the top-right figure (MSM, ASD-AIMD, blue dashed-dotted line), from MSM
calculations on atomic positions from FM-AIMD (red dotted line), from MSM
calculations on ideal lattice positions (black dashed line), and from FM cal-
culations on ideal lattice positions (green solid line). The average landscape
becomes shallower and shallower with increasing degree of disorder. Fig-
ures from Paper V.

of the moment is to employ the average moment for the given landscape,
calculated as:

xmi(T)y =
1
Zi

ż 8

0
dmi PSM mie

´ Ei(mi)
kBT , (6.2)

where all the quantities were introduced in Sec. 4.3.2. Employing the av-
erage moment, in this case, is an approximation based on the assumption
that the longitudinal DOFs are adiabatically coupled to the landscape: on
the timescales of a typical MD timestep, the moment is able to experience the
whole landscape, and therefore employment of the average moment as an
expectation value is justified. It should be stressed here that each single mo-
ment has a different landscape, therefore the average moment is different for
each atom due to its unique environment. Nonetheless, this is an assump-
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tion, and the dynamics of the longitudinal DOF should be investigated with
higher-level theories, such as time-dependent DFT or quantum Monte Carlo
methods, to have a direct confirmation of the validity of this assumption.

At this point, all the moments in the cell have a slightly different size as
compared to the initial configuration. We therefore reiterated the procedure
until every moment does not change of more than 0.01µB as compared to
the previous iteration. In order to obtain the average moment, one needs to
choose a PSM: for a localized moment, this should be the one-dimensional
PSM= 1, but for an itinerant moment it should be the three-dimensional
PSM= m2. Since in the present case we found both itinerant and local-
ized landscapes, we tested both PSM. The three-dimensional PSM leads to
slightly larger moments compared to the initial ASD-AIMD result (top right
of Fig. 6.5), whereas with PSM=1 this tendency is inverted (bottom right of
Fig. 6.5). Nonetheless, also in this second case, particularly small moments
are enhanced. On average, we observe that an increasing degree of disorder
in the system leads to shallower and shallower landscapes. In the bottom left
part of Fig. 6.5, the average landscapes from calculations with different de-
grees of disorder on the magnetic and lattice degrees of freedom are shown:
the deepest landscape is found for FM moments on ideal lattice positions,
followed by MSM landscapes on ideal lattice positions. The shallowest land-
scape is found for MSM calculations on ASD-AIMD positions, and slightly
below this we find the landscape for MSM calculations on positions obtained
from a FM-AIMD simulation.

Application of this scheme to the other systems leads to a general increase
in the magnetic moments size compared to straightforward DFT calculations,
even in the case of solid and liquid Fe at Earth’s core conditions, for which
straightforward DFT calculations predict absence of any magnetic effect.

The previous results show the need of knowing the LSF landscapes at
every step of a dynamic simulation. Nonetheless, such a tedious calcula-
tion of energy landscapes cannot be performed at every step, since tens of
thousands of such steps are often needed. For this reason, we developed a
machine learning (ML) algorithm that aims at predicting the energy land-
scapes for each moment in the system taking as input the atomic and mag-
netic structure at a given timestep. The ML scheme can be included in ASD-
AIMD simulations where each moment is constrained at every step to the
instantaneous average moment of Eq. 6.2 for its own landscape, as predicted
by ML. A schematic representation of such ASD-AIMD-MLLSF simulation is
presented in Fig. 6.6.

The choice of the descriptor entering as input in the ML algorithm is
of particular importance. The descriptor should have all the information
about the local environment of a particular atom, both in terms of lattice
and magnetic DOFs. We tested several types of descriptors, and the best per-
formances were obtained for a descriptor that included the Voronoi volume
of the atom under consideration (the central atom), the position of its first
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Figure 6.6: Schematic representation of a ASD-AIMD simulation with mo-
ment sizes predicted with the ML algorithm. Figure from Paper X.

nearest neighbors, and the sum of the scalar products between the magnetic
moment of the central atom and the moments on the neighboring atoms. The
other descriptors tested included more information than this, like the full di-
rection of the neighboring moments or all the scalar products rather than just
the sum; nonetheless this descriptor worked better. The reason for its better
performance is probably due to the fact that some symmetry properties are
taken into account when employing just the sum of the scalar products of the
moments, whereas more detailed descriptors can recognize environments re-
lated by symmetry transformations as very different environments. In addi-
tion, the size of the training data set could also affect the performances of the
different descriptors. In addition, the sum of the scalar products has a direct
connection with the effective field experienced by the central atom, which
can be obtained from the Heisenberg Hamiltonian (Eq. 4.2 and Eq. 4.14:

Heff(mi) =
ÿ

j

J̃ijmj (6.3)

The ML algorithm to predict the LSF landscapes was then used in com-
bination with ASD-AIMD simulations (ASD-AIMD-MLLSF) to carry out a
finite temperature simulation for bcc Fe around TC and for bcc Fe at Earth’s
inner core conditions. In the former case, we see a strong effect of the ASD-
AIMD-MLLSF scheme on the mean square displacement of the atoms as
compared to FM-AIMD; in the latter, a comparison of the pressure from NM-
AIMD and ASD-AIMD-MLLSF reveals a discrepancy of approximately 40
GPa between the two different simulations, with possible implications re-
garding the understanding of the density of Earth’s inner core.
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6.2.2 Phase stability in Fe

The calculation of Gibbs free energy differences with first principles meth-
ods is a particularly challenging task to carry out, even more with magnetic
materials, since in this case a further DOF has to be taken into account. Fe is
the archetype of magnetic materials, and therefore methods are often tested
on this system in order to show their accuracy. In addition, in Fe a double
transition α Ñ γ Ñ δ occurs at ambient pressure as a function of tempera-
ture, making it the ideal candidate to benchmark methods for the calculation
of free energy differences.

The Gibbs free energy difference at ambient pressure (P « 0 GPa) can be
expressed as:

∆Gfcc-bcc(P = 0, T) = ∆Ffcc-bcc[Veq(T0), T] + ∆Ffcc[Veq(T), Veq(T0)]

´ ∆Fbcc[Veq(T), Veq(T0)],
(6.4)

where ∆Ffcc-bcc[Veq(T0), T] is the free energy difference at the constant
volume Veq, which is the equilibrium volume at temperature T0, and
∆Fstruct[Veq(T), Veq(T0)] is a correction to the free energy due to volume ex-
pansion, which is given by:

∆Fstruct[Veq(T), Veq(T0)] = ´

ż Veq(T)

Veq(T0)
P(T, V)dV. (6.5)

This correction is needed to achieve zero pressure, where G and F coincide.
We calculate the Gibbs free energy difference between fcc and bcc Fe as a
function of temperature by carrying out ASD-AIMD simulations at temper-
atures from 800 to 1800 K, in steps of 100 K. The simulations are performed
at constant volume, employing the equilibrium volume of each structure at
temperature T0 = 1000 K, for which both bcc and fcc Fe are already in the PM
state in our model. Experimentally, bcc Fe has a Curie temperature of 1043 K,
however with the exchange interactions employed here the magnetic transi-
tion results to be a bit below 800 K. It is well known that the α to γ transition,
occurring at 1185 K [139] is driven by the magnetic transition [55], therefore
we cannot expect to obtain the α to γ transition correctly due to the underes-
timation of the Curie temperature.

The problem is now to calculate the free energy difference
∆Ffcc-bcc[Veq(T0), T] as a function of temperature. Since we are mainly
interested in free energy differences, rather than absolute values, we decide
to employ the SSTI method of Sec. 3.3.1.2. The problem that raises here
concerns the magnetism of the intermediate structures employed in this
method: how does one define the exchange interactions for such interme-
diate structures without carrying out long and tedious calculations of the
distance dependent Jijs? One possible way to overcome this problem is to
perform the SSTI in the DLM state, carrying out DLM-MD simulations rather
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than ASD-AIMD simulations, and then connect the free energy difference
in the DLM state to its finite temperature magnetism (FTM) counterpart. To
connect the DLM and FTM states, we propose to calculate the free energy
difference between them for each structure, ∆Fstruct

DLM-FTM[Veq(T0), T], with a
magnetic TPT (mTPT) method.

To explain the mTPT method proposed here, one can start by neglecting
the atomic displacements at finite temperature and consider only the mag-
netic DOFs. The DLM approach represents an ideal PM state where all the
correlation functions are zero, corresponding to the limit J/T Ñ 0: in princi-
ple this can be modeled either by reducing the exchange interactions to zero
or increasing the temperature to infinity T Ñ 8. Considering the former of
these two ways, the magnetic Hamiltonian for a DLM state results to be:

H1 = HDLM = 0, (6.6)

which means that for any arrangement of the magnetic moments, the energy
is always zero. The FTM system can be represented with the Heisenberg
Hamiltonian:

H0 = ´
ÿ

i‰j

Jijei ¨ ei. (6.7)

These two Hamiltonians can then be employed in the TPT equation, Eq. 3.24,
where the sampling of the phase space is done with the Heisenberg Hamilto-
nian. To test the feasibility of this method, we carried out MC simulations for
a simple cubic structure with only first nearest neighbor interactions, J1 = 10
meV, and we calculated the free energy difference between DLM and FTM
system with TPT. The free energy difference from the DLM state can be also
obtained by calculating the entropy difference by integration of the specific
heat:

∆FDLM-FTM(T) = ∆EDLM-FTM(T)´ T∆SDLM-FTM(T)

= ∆EDLM-FTM(T)´ T
ż 8

T

cv

T1
dT1.

(6.8)

We cannot carry out simulations to infinite temperature, therefore we as-
sume that at the highest temperature employed, the entropy difference from
the DLM state is zero. The free energy difference calculated with these two
methods is shown in Fig. 6.7, only for temperatures above the transition tem-
perature. We observe a 5% discrepancy between the value calculated with
mTPT and with Eq. 6.8 from TC up to temperatures of « 3TC, and above
this temperature the discrepancy decreases. We employ this method for the
actual Fe system using as reference state the FTM state, which means that H0
is the DFT energy of the ASD-AIMD snapshots, and H1 is the DFT energy of
the DLM state, which is represented with the MSM approach. In particular,
to have better DLM energies, we carry out 5 calculations on each snapshots
from ASD-AIMD, each with a different MSM magnetic configuration. The
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Figure 6.7: Free energy difference between DLM and FTM states from mTPT
and and from Eq. 6.8 as a function of reduced temperature T/TC with MC
simulations. The dashed vertical line indicates a temperature correspond-
ing to 1800 K in the Fe system, taking as reference the calculated TC in this
system.

Figure 6.8: Free energy difference between fcc and bcc Fe as a function of
temperature in the DLM state.
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MSM magnetic configurations are generated with MC simulations employ-
ing J = 0 for every shell, and then picking the configurations with spin-spin
correlation functions as small as possible for the first two coordination shells.
The mTPT free energy difference is calculated at temperatures of 800, 1000,
1400 and 1800 K.

Knowing how to connect the FTM and DLM states, we perform DLM-
AIMD simulations with five different structures to calculate the fcc-bcc free
energy difference with SSTI: bcc, fcc, and three intermediate structures along
the Bain path generated by linear interpolation of the matrices in Eq. 3.23.
We perform the SSTI in the DLM state at temperatures of 800, 1000, 1400
and 1800 K, and we observe a linear increase of the free energy difference
as a function of temperature (see Fig. 6.8). Since we have total energies
for bcc and fcc Fe, and we have several reference free energy differences,
we calculate ∆Ffcc-bcc

DLM [Veq(T0), T] also with the TTI method, Eq. 3.18. It is
interesting to notice here that the two different TI methods do not agree on
the temperature dependence of the free energy difference.

Finally, all the results obtained so far can be put together. The Gibbs free
energy is now obtained as:

∆Gfcc-bcc(P = 0, T) = ∆Ffcc-bcc
DLM [Veq(T0), T]

´ ∆Ffcc
DLM-FTM[Veq(T0), T] + ∆Ffcc[Veq(T), Veq(T0)]

+ ∆Fbcc
DLM-FTM[Veq(T0), T]´ ∆Fbcc[Veq(T), Veq(T0)].

(6.9)

Also here there are two ways to obtain ∆Gfcc-bcc(P = 0, T): using all the val-
ues from SSTI and the mTPT results at each of these temperature, or using
a single value from SSTI and the corresponding mTPT value, and then inte-
grate with TTI in temperature. In Fig. 6.9, the results of both approaches are
shown, and for the TTI curves we use as the reference free energy difference
in the DLM state ∆Ffcc-bcc

DLM [Veq(T0), T] the values at T = 1800 K from each of
the curves from Fig. 6.8. Of course, the curves do not agree with each other,
nonetheless two of them predict the double transition α Ñ γ Ñ δ, whereas
the other two do not predict any transition in the temperature range shown
here, although it can be argued that there is a bcc to fcc transition at a tem-
perature lower than 800 K. The other big difference is with the results where
only SSTI and mTPT are employed, which predict bcc Fe to be always stable,
although very close to transition. At high temperatures, this latest approach
agrees with the two highest curves from the TTI, but going down in temper-
ature, the discrepancy becomes very large. From the initial tests on mTPT,
we know that at lower temperatures the method will have larger absolute
errors (not accounted for in the error bars in the plot), therefore one cannot
trust completely the lowest two points in temperature.

Nonetheless, the results of the SSTI+mTPT approach are surprisingly
close to both experimental and theoretical results from literature, shown in
Fig. 6.10. The blue curve in this figure is from a spin-lattice dynamics study
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[139], whereas the green experimental curve, obtained with the CALPHAD
method, was extracted from Ref. [140]. At T=800 K, there is a considerable
difference between our results and the results from literature. We know that
at this temperature mTPT is less accurate, nonetheless the small exchange
interactions employed for bcc Fe should take down this value, but this does
not happen.
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Figure 6.9: Gibbs free energy difference between fcc and bcc Fe as a function
of temperature in the FTM state.

Figure 6.10: Gibbs free energy difference between fcc and bcc Fe as a function
of temperature in the FTM state from SSTI+mTPT and from literature.
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7 Conclusions and outlook

Accurate modeling of magnetic materials in their high-temperature param-
agnetic phase with first principles methods is a challenging task. With this
thesis, I hope to have contributed to fill some gaps to achieve a more realistic
description of these systems with density functional theory calculations and
statistical mechanics methods. The most challenging part of the modeling is
related to the coupling between different degrees of freedom.

The coupling between magnetic and structural degrees of freedom is the
first topic in this thesis, and to improve the description of this interplay I have
developed a method which enables the structural relaxation of the atomic
positions in the paramagnetic state, described here with the disordered local
moment approach. This method was tested on point defects in paramagnetic
bcc Fe and on Fe1´xCrx random alloys, showing a small but non-negligible
effect on the energetics of these systems. Nonetheless, this method allows
a consistent calculation of materials properties in the paramagnetic state,
therefore it should be used whenever one is dealing with magnetic mate-
rials in this state. This relaxation method was then employed in different
cases, such as the 1/2x111y screw dislocation in paramagnetic bcc Fe, extrin-
sic and intrinsic defects in CrN for thermoelectric applications, and a newly
synthesized compound, Fe3CO7, with interesting stoichiometry and possible
implications for the chemistry of the Earth’s mantle.

The other main topic of the thesis is the coupling between magnetism
and vibrations. The investigation of this interplay requires employment of
advanced statistical mechanics method, thermodynamic models, and expen-
sive computer simulations. Initially, I have focused on the effect of vibra-
tions on the longitudinal degree of freedom of magnetic fluctuations, known
as longitudinal spin fluctuations, which affect the size of the moments in
magnetic metals at finite temperatures. The energy landscapes that govern
this degree of freedom were calculated in bcc Fe at the Curie temperature
with vibrations, and a strong effect of the thermal disorder was observed
on these landscapes. Inclusion of the longitudinal spin fluctuations in cal-
culations of liquid and solid bcc Fe at temperatures and pressures expected
in the Earth’s core gives rise to local moments also at these incredible pres-
sures, unexpectedly. In addition, the results of this work served as a basis
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to develop a machine learning algorithm that can predict the longitudinal
spin fluctuations energy landscapes taking as input the local environment
of the atom. The machine learning algorithm was then employed in combi-
nation with coupled atomistic spin dynamics-ab initio molecular dynamics
simulations to include the effect of longitudinal spin fluctuations on the size
of the moments at each timestep. Finally, the difficult task of calculating the
Gibbs free energy difference between fcc and bcc Fe as a function of tempera-
ture was described. This investigation required the employment of different
dynamical simulation and statistical mechanics methods. A path to the cal-
culation of the free energy difference goes through the employment of stress-
strain thermodynamic integration in the disordered local moment state and
then connection to finite temperature magnetism with a magnetic version of
the thermodynamic perturbation theory method. Some issues remain in this
method, especially regarding the discrepancies between the free energy dif-
ferences calculated with different methods; nonetheless, the thermodynamic
path defined in this work is worth of consideration when only free energy
differences are needed.

The investigation of both these different types of coupling needs further
technical and theoretical developments. The disordered local moment ap-
proach models an ideal paramagnetic state, which is in principle the real
state of a magnetic material only at infinite temperatures. In addition, lat-
tice vibrations are always present, therefore accurate investigation of de-
fects should pass by dynamic simulations as well, with a full coupling of
magnetic, structural and vibrational degrees of freedom. This in principle
could be presently done with atomistic spin dynamics-ab initio molecular
dynamics simulations, although at present this would require calculation of
exchange interactions also with the defect, which is possible but not trivial.
A better method would be to perform also ab initio spin dynamics, which
does not require any assumption on the evolution of the magnetic degrees
of freedom. This method was tested many years ago, but never employed
in realistic situations. This method would of course also help in the stress-
strain thermodynamic integration method, since with it one could bypass
the simulations in the disordered local moment state, and therefore carry
out less simulations and with less uncertainties. It is probably now time to
implement this ab initio spin dynamics method together with ab initio molec-
ular dynamics in efficient codes so that coupled simulations can be carried
out fully from first principles. On the point of view of coupled simulations,
another path to go through would be the employment of machine learning
methods to simulate both magnetic and atomic degrees of freedom. These
methods would be less accurate than first principles calculations, however
they would enable the study of much larger systems and for much longer
time, which could allow to calculate properties of extended defects or nu-
cleation process, as an example, including the best possible interatomic po-
tential with almost DFT accuracy. From the point of view of fundamental
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research, I find always unsatisfactory discussions on longitudinal spin fluc-
tuations and the typical thermodynamic treatment of this degree of freedom:
there seems to be a lack of basic understanding of the timescales on which
this degree of freedom evolves, and therefore high-level theories should be
employed to try to pinpoint more accurately this effect, so that the thermo-
dynamic models can be benchmarked on these results. Finally, I can see that
the methods presented in this thesis need to be employed on more systems
with relevant technological applications. An example here was given by the
investigation of CrN, however employment of these methods in the investi-
gation of magnetocaloric materials, for example, could help in the design of
new materials with tailored properties for real world applications that also
contribute to lower the impact of technologies on the environment.
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