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Abstract

For several years, there has been a remarkable increase in efforts to develop an au-
tonomous car. Autonomous car systems combine various techniques of recognizing the
environment with the help of the sensors and could drastically bring down the number
of accidents on road by removing human conduct errors related to driver inattention and
poor driving choices.

In this research thesis, an algorithm for jointly ego-vehicle motion and road geometry
estimation for Advanced Driver Assistance Systems (ADAS) is developed. The measure-
ments are obtained from the inertial sensors, wheel speed sensors, steering wheel angle
sensor, and camera. An Unscented Kalman Filter (UKF) is used for estimating the states
of the non-linear system because UKF estimates the state in a simplified way without
using complex computations. The proposed algorithm has been tested on a winding and
straight road. The robustness and functioning of our algorithm have been demonstrated
by conducting experiments involving the addition of noise to the measurements, reducing
the process noise covariance matrix, and increasing the measurement noise covariance
matrix and through these tests, we gained more trust in the working of our tracker. For
evaluation, each estimated parameter has been compared with the reference signal which
shows that the estimated signal matches the reference signal very well in both scenarios.
We also compared our joint algorithm with individual ego-vehicle and road geometry
algorithms. The results clearly show that better estimates are obtained from our algorithm
when estimated jointly instead of estimating separately.

key words: autonomous car, ego-vehicle, road geometry, estimation, Advanced Driver
Assistance Systems, sensor fusion, Unscented Kalman Filter.
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The list of abbreviations/acronyms used in the thesis are listed below:

ADAS Advance Driving Assistance Systems

JERGE Jointly Ego Motion and Road Geometry Estimation

IMU Inertial Measurement Unit

CoG Centre of Gravity

KF Kalman Filter

EKF Extended Kalman Filter

UKF Unscented Kalman Filter

UT Unscented Transformation

RMSE Root Mean Square Error
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1 Introduction

In this chapter, the research objectives, the problem of the study, investigative approaches,
and the structuring of the thesis are presented. This chapter offers a brief introduction to
the general context of autonomous vehicles to bring the topic around the motivations of the
thesis.

1.1 Huawei Technologies Sweden AB

This thesis has being carried out at Huawei Research Center Gothenburg with an automotive
research team in developing paths for Advanced Driver Assistance Systems.

1.2 Background

Advanced Driver Assistance Systems (ADAS) is a rapidly increasing automotive sector and
a great topic of interest for researchers. ADAS seeks to increase global safety and increase
responsiveness while driving. The integration of ADAS into vehicles is a solution, for now,
more affordable than the advent of autonomous vehicles. Several studies show that they
have a significant impact on reduction of the number of accidents [22].

For reducing the number of accidents on the road, the ADAS systems are designed in
a way to provide more innovative features to facilitate user driving. The level of security
granted to these systems is extremely high so that they can be used with confidence. The
most important task of autonomous vehicle systems with the help of sensors are collecting
information about the environment, estimating their position in the environment, forecasting
the movement of other objects, and sending the performed calculations to the system for
controlling the vehicle [15]. The performance of these sensors ensures safety. The design
phases of ADAS are impacted by the continuous improvement of these technologies. In this
thesis, we studied an approach to develop a sensor fusion algorithm for combined estimation
of ego-vehicle motion and the geometry of road.

1



1.3. Motivation

1.3 Motivation

In ADAS, the sensor technology [3] is used for measuring the surroundings of a vehicle for
estimating the states of a system. The sensors used for this purpose are camera, radar, lidar,
and other inertial sensors. With the help of sensor measurements, the ego-vehicle motion can
be detected to recognize the movement and heading of a vehicle. The detection and tracking
can further be enhanced with the additional information of road geometry along with the
ego-motion of vehicle [18]. There are many previous algorithms that estimates separately
the ego-vehicle motion and the geometry of the road. However, they do not provide any
promising results. Some studies, for example [18] and [9], also provide a combined estimation
of the parameters but the approach used in these studies involves complex computations and
methods. In this thesis, we have focused on estimating jointly:

• The ego-vehicle motion.

• The road geometry.

The motivation of this research study is to develop an algorithm for joint estimation of ego-
motion of vehicle and road geometry for ADAS because an autonomous car works more
effectively when it contains not only the information of the car’s ego-motion but also have
an additional knowledge of the road geometry which results in better performance and en-
hanced driving experience. The results obtained from our approach are very promising. The
findings of this thesis may also aid the company’s research on autonomous vehicles.
Figure 1.1 shows an autonomous car with sensor technology. The sensors which we include
in the thesis are inertial sensors, steering wheel angle sensor, wheel speed sensors, and cam-
era.

Figure 1.1: Autonomous Car with sensor technology.

1.4 Aim

Many researches related to ADAS still work on the development of a vehicle equipped with
systems that do not require human participation in the driving process. The goals are to en-
sure maximum safety by minimizing accidents and optimization of transport costs by elimi-
nating the driver from the vehicle.

In this thesis, we developed a sensor fusion algorithm for the estimation of ego-vehicle
motion and road geometry. An Unscented Kalman Filter (UKF) is used for the purpose of
sensor fusion and estimating the states. The sensor provides the measurements from the
inertial sensors, wheel speed sensors, steering wheel angle sensor, and camera.

The purpose of this research study is to investigate the state-of-art sensor fusion algorithm
to answer the following questions/objectives:

1. How to develop a sensor fusion algorithm for jointly ego-motion and road geometry
estimation (JERGE)?

2. How to evaluate and analyze the results of the algorithm?

2



1.5. Thesis Outline

3. How the algorithm performs by computing Root Mean Square Error (RMSE) between
the measured and estimated values?

4. How is the performance of the algorithm when compared with the baseline algorithm?

5. What suggestions can be proposed for further continuation of the research study?

1.5 Thesis Outline

This thesis consists of seven chapters including Introduction (chapter 1) defining the intro-
duction to the research study, Background (chapter 2) represents the theory and background
related to the research topic, Data Exploration and Experiments (chapter 3) discusses the data
and experiments performed in the thesis, Method (chapter 4) discusses the methodology and
algorithm implementation, Results and Discussion (chapter 5) presents the investigative re-
sults and discussion achieved from the proposed approach, Conclusion (chapter 6) discusses
the interpretation drawn from the research study, and finally, Future work (chapter 7) pro-
posed the future work for further continuation of the research study.

1.6 Delimitations

This thesis was examined under two scenarios, the first scenario contains 130 seconds in-
formation from a winding road, and the second scenario involves a 56 seconds drive on a
straight road. The algorithm was working for the selected scenarios and due to time con-
straints, the analysis has not been tested for the other scenarios and is out of the scope of the
thesis.

3



2 Background

The objective of this chapter is to introduce the notions, concepts, definitions, and general
principles used in the approach.

2.1 Literature Survey

Recent years have been a period of intensive progress in the field of ADAS. This involves the
development and improvement of available solutions in this area but adapting the systems
remains the biggest challenge to the emerging solutions. The high dynamics of the sector
require a flexible approach and a rigid framework. History shows that such attempts have
already been made with the advent of the first vehicles operated by humans [21]. There are
many previous researches done on the topic of ADAS for many years.

This literature survey collects a few of the algorithms used for road geometry and ego-
vehicle motion estimation. In [5], a dynamic model was proposed in the context of au-
tonomous vehicles. The algorithm describes the model for ego-vehicle, the road, as well
as the leading vehicle with the sensor information from radar, camera, and IMU for comput-
ing road geometry estimation and tracking of the vehicle. An Extended Kalman Filter was
utilized in this approach for the state estimation. The authors of the article [9], developed
a novel road model to describe the road information with high accuracy using a Bayesian
fusion system. The sensors used in this approach were radar, camera, IMU, and wheel speed
sensors. In this system, the surrounding information was fused from different objects like
lane markings, leading vehicles, and barriers for estimating the road geometry ahead of the
vehicle. The writers of [14] described a vision-based approach for the estimation of motion
of ego-vehicle with a series of stereo images. For estimation in a dynamic environment, an
iterative Sigma Point Kalman Filter was utilized along with RANSAC-based outlier rejection
scheme capable of estimating frame-to-frame motion.

In [20], a detailed survey on lane-marking detection was performed and a video-based
lane estimation and tracking (VioLET) system was proposed using a steerable filter which
gives an effective technique to detect and track the lane in various weather and road con-
ditions. The analysis provides a good overview of the efforts delivered by the automotive
community and automobile in recent years. In [17], an approach was proposed by using a
single-track model for estimating road geometry and tracking of the vehicle by using a new
and improved model for road and host vehicles. An EKF was used for the non-linear model to

4



2.2. Sensor Fusion

estimate the state. In [12], a filtering algorithm was developed for estimating the road shape
with the host vehicle provided with vehicle internal sensors, a radar, and a camera. These
sensors utilize the observations of the lane-marking, leading vehicle direction, and reflec-
tions of roadside objects. In this approach, a road model based on clothoid was derived with
a Bayesian fusion framework for estimating the geometry of the road. [30] used a monoc-
ular camera mounted on the ego vehicle for the detection of moving objects and motion of
the ego-vehicle. This approach was able to estimate correctly ego-vehicle motion in various
conditions e.g. cars, objects, and the camera itself in a moving state.

In [7], the information of the road surface was performed by using the image processing
algorithm in which the estimates being carried out using a planar regression, and the opti-
mization was performed using the squares technique. However, the robustness of such an
approach is not guaranteed in the case of a complex scene, which contains many pixels that
do not belong on the road surface. Another method proposed by [2],[1] demonstrated the 3D
reconstruction and the relative location of the vehicle about its lane. The parameters of a 3D
surface integrating the horizontal and vertical profiles were estimated from the track edges.

In this thesis, we focused on evaluating an approach for estimating the combined ego-
motion and road geometry by using UKF. The UKF estimates the state in a simplified way
without using the complex computation of Jacobian. The details of this method are discussed
in chapter 4.

2.2 Sensor Fusion

Sensor fusion is a process of combining the data from various sensors for state estimation
[10]. The sensor fusion algorithms make it possible to robustify the measurements by cross-
checking information delivered by the various sensors while taking into account their uncer-
tainties. The sensors associated with data fusion then allow the perception of vehicle motion
and road geometry estimation. It is also possible with the help of sensor fusion to remove
one of the sensors and still perform the same tasks [16]. The block diagram representing the
sensor fusion framework for the approach can be seen in Figure 2.1.

Figure 2.1: Sensor Fusion framework for the system [18].

The description of the block diagram is as follows:

• Dynamic model containing the dynamics of the road geometry and ego-vehicle to struc-
ture the process model.

• Measurement model describing the relation of measurements with the states.

5



2.3. Kalman Filter

• Inertial sensors, wheel speed sensors, steering wheel angle sensor, and camera sensor
providing the measurements and input signals for estimating the road geometry and
ego-vehicle motion.

• UKF for computing estimates based on the information of measurements.

The measurements are collected by the sensor fusion framework and fuses them for produc-
ing the state estimate.

2.3 Kalman Filter

Kalman filter is a recursive filter that allows estimating the state of a linear system from the
information of input parameters and actual measurements. The Kalman filter is a treatment
tool used in a wide range of technological fields such as signal processing, automation, radar,
and communication systems [11].

In this thesis, we have a nonlinear and non-Gaussian case because our model is in the form
of equation 2.3, 2.4 in which the estimates of the states are computed from the measurement
information. For a system that also counts on the nonlinearity then the state transition and
measurement function become non-linear. There is no closed-form solution for a nonlinear,
and non-Gaussian case, so it is required to make some approximations [18] to resolve the issue
of non-linearity. The most commonly used approximations are provided by the Extended
Kalman Filter (EKF) and Unscented Kalman Filter (UKF) [31]. In this thesis, we have utilized
UKF.

2.4 Dynamic Model

The sensor fusion framework utilizes the dynamic model for ego-vehicle and road geometry
estimation. The details of parameters with their definitions are given in Table 2.1:

a. Single-Track Model

The single-track model is utilized for the motion of the ego vehicle. It is also known as the
bicycle model [24]. In a single- track model, the wheels at the rear and front axle are exhib-
ited as single components instead of four wheels and contains lateral, longitudinal, and yaw
motion of the vehicle. Figure 2.2, describes the parameters and the geometry for the bicycle
model.

Figure 2.2: Geometry of the single-track model

6



2.4. Dynamic Model

Table 2.1: Parameters and Definition

Parameters Definition
m mass of vehicle (kg)

lfa, lra Distance between the front and rear
axle and the center of vehicle gravity
respectively (m), respectively

Cαfa, Cαra Cornering stiffness at front and real
axle respectively (N/rad)

αfa, αra slip angle at front and rear axle
respectively (rad)

I vehicle’s moment of inertia about the
z-axis (kgm2)

β1 float angle (rad)
c curvature of road (m´1)

w2 road width (m)
δ angle between lane and ego-vehicle

velocity vector (rad/s)
ld distance between front and rear wheel

center (m)
ll , lr distance between mid-lane to the left

and right side of the road respectively
(m)

ψ̇1 yaw rate (rad/s)
ayy lateral acceleration (m/s)
δ2 angle between longitudinal axis of

ego-vehicle and tangent of the road
curvature (rad)

vxx longitudinal velocity (m/s)
vyy lateral velocity (m/s)

˙vxx longitudinal acceleration (m/s2)
δw front wheel angle (rad)

The vehicle’s path of movement in the longitudinal direction with an angle β1 is known as
float angle and can be expressed as:

tan β1 =
vyy

vxx
(2.1)

where vyy and vxx are the lateral and longitudinal velocity components of the vehicle. The
vehicle’s velocity vector v together with the yaw rate and float angle are attached at the origin
also known as CoG. Other important parameters of the bicycle model are the slip angle αi and
the cornering stiffness Cαi which contains a lot of information on the dynamics of the vehicle
[8]. The slip angle represents the angle between the actual wheel’s direction and the direction
in which the wheel points and the cornering behavior of the tire are described by cornering
stiffness. For small values of slip angle, the tire’s lateral frictional force can be assumed to
proportional to the slip angle [19] as:

Fi = Cαiαi (2.2)

b. Road Model

The dynamic model describing the road geometry consists of the curvature, road width, and
the angle between lane and velocity vector of ego-vehicle. The most important part of the
road geometry is curvature. The road geometry is linked to the dynamics of the vehicles. If

7



2.4. Dynamic Model

the driver holds the wheel in the center, the vehicle follows a straight line. If the driver applies
a steering angle, the vehicle turns in a circle of radius R. When going from a straight line to
curvature with radius R, the driver changes the steering wheel angle from zero to some small
value. The road curvature is divided into infinitely small segments represented as drd and dr
represents the driven path on the road. In figure 2.3, the parameters and geometry for the
road are described.

Figure 2.3: Geometry of the road

State-Space Model

Our state-space model contains the ego-vehicle and road geometry dynamics together with
the measurement relations. The state vector x, input signal u, and process noise v which is
Gaussian can be expressed as [18]

xk+1 = f (xk, uk) + vk xk PRNx , uk PRNu (2.3)

where f is the state transition function which describes the state evolution to time. The mea-
surements y, and measurement noise e which is Gaussian can be expressed as

yk = h(xk, uk) + ek yk PRNy (2.4)

where h is the measurement function which represents the relation of measurements to the
state. The state vector consisting of the ego-vehicle dynamics is represented as x1 and we
have

x1 = [ψ̇1 β1 l1]
T (2.5)

The state vector for the road geometry is denoted as x2 and is given by

x2 = [c δ w2]
T (2.6)

The complete state vector consists of the two parts for ego-vehicle motion and road geometry
and is specified by

x = [ψ̇1 β1 l1 c δ w2]
T (2.7)

The input signal uk contains the front wheel angle δw, the longitudinal acceleration ˙vxx and
velocity vxx and is given by

uk = [δw vxx ˙vxx]
T (2.8)
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2.4. Dynamic Model

Our state-space model is in discrete form, in driving the evolution of states over time
continuous-time differential equations are obtained. One of the simplest ways of convert-
ing the differential equations into discrete form can be performed by using the method of
standard forward Euler [18] which approximates continuous differential equation relative to

xt+1 = xt + Tg(xt, ut)
∆
= ft(xt, ut) (2.9)

where the time sample is denoted by T. The measurement model utilized in this thesis is
in discrete form already. The evolution of float angle β1 and yaw rate ψ̇1 over the time is
represented as [18]:

ψ̈1 = β1
´Cfalfa cos δw + Cralra

I
´ ψ̇1

Cfal2
fa cos δw + Cral2

ra

Ivxx
+

Cfalfa tan δw

I
(2.10)

β̇1 = ´β1
Cfa cos δw + Cra + ˙vxxm

mvxx
´ ψ̇1

(
1 +

Cfalfa cos δw ´Cralra

mv2
xx

)
+

Cfa sin δw

mvxx
(2.11)

The road curvature c in this model is described at ego-vehicle and represents the driven
curvature by the vehicle. The change of c to time is described as

ċ =
1

(Im2vxx)4 (C2
ra(I + l2

ram)(´ψ̇1lra + β1vxx) + C2
fa(I + l2

fam)(ψ̇1lfa + (β1 ´ δw)vxx)

+ Cra Im(´3ψ̇1vxxlra + 3β1 ˙vxxvxx + ψ̇1v2
xx) + I ˙vxxvxxm2(2β1 ˙vxx + vxx(ψ̇1 ´ cvxx))

+ Cfa(Cra(I + lra(´lfa)m)(ψ̇1ld ´ 2ψ̇1lra + 2β1vxx ´ δwvxx)

+ (3 lfa ˙vxxψ̇1 + (3β1 ´ 2δw) ˙vxxvxx + (δ̇w + ψ̇1)v2
xx)mI))

(2.12)
The width of the road does not change as frequently over time as compared to the other
variables of the model due to which we yield

ẇ2 = 0 (2.13)

The rate of change of distance between the left lane and ego-vehicle changes is described
by again considering the infinite part dr on the road defining the driven curvature of the
ego-vehicle as

l̇1 = vxx sin(δ + β1) (2.14)

The evolution of angle between lane and vehicle velocity vector over time is described ac-
cording to

δ̇ = cvxx + β1
Cfa cos δw + Cra + ˙vxxm

mvxx
+ ψ̇1

Cfalfa cos δw ´Cralra

mv2
xx

´
Cfa sin δw

mvxx
(2.15)

This concludes the derivation for the dynamic model of ego-vehicle and road geometry.

Non-linear state-space Model

The non-linear state-space model comprising of the evolution of states ψ1, β1, and l1 over
time for ego-vehicle is provided by

g1 =

 β1
´Cfalfa cos δw+Cralra

I ´ ψ̇1
Cfal2

fa cos δw+Cral2
ra

Ivxx
+ Cfalfa tan δw

I

´β1
Cfa cos δw+Cra+ ˙vxxm

mvxx
´ ψ̇1

(
1 + Cfalfa cos δw´Cralra

mv2
xx

)
+ Cfa sin δw

mvxx

vxx sin(δ + β1)

 (2.16)
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2.5. Measurement Model

The non-linear state space model consisting of the c, δ, and w2 states change over time for
the road geometry is described as

g2 =

 ċ
cvxx + β Cfa cos δw+Cra+ ˙vxxm

mvxx
+ ψ̇1

Cfalfa cos δw´Cralra
mv2

xx
´

Cfa sin δw
mvxx

0

 (2.17)

The overall non-linear state-space model for ego-motion of vehicle and road geometry can be
compacted as:

g = [g1 g2]
T g : RNx ˆRNu ÑRNx (2.18)

2.5 Measurement Model

The measurement model describes the relation of measurements to the states. The measure-
ments from inertial sensors, steering wheel angle sensor, wheel speed sensors, and camera
are used for computing good estimates of road geometry and the ego vehicle motion on the
road.
The measurements related to the ego-vehicle are described as

y1 = [ψ̇m
1 am

yy]
T (2.19)

The measurements linked to the road geometry are defined as

y2 = [cm δm
2 wm

2 lm
1 ]T (2.20)

The overall measurement vector for ego-motion of vehicle and road geometry can be repre-
sented as

y = [ψ̇m
1 am

yy cm δm
2 wm

2 lm
1 ]T (2.21)

The measurement equation relating to the measurements for ego-vehicle is given by

h1 =

(
ψ̇1

´β1
Cfa cos δw+Cra+ ˙vxxm

m + ψ̇1
´Cfalfa cos δw+Cralra

mvxx
+ Cfa

m sin δw

)
(2.22)

As we can observe from h1 that the measurement for ayy has the knowledge about the states
of the ego-vehicle. The measurement equation associated to the measurements for the road
geometry is represented by

h2 = [c (δ + β1) w2 l1]
T (2.23)

It can be seen from the equation of h2 that the measurement δ2 has been split into two terms
which are δ and β1 because our concern is to estimate both of them. The overall measurement
equation for ego-vehicle and road geometry is described as

h = [h1 h2]
T h : RNx ˆRNu ÑRNy (2.24)

This concludes the background and model description of the approach.
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3 Data Exploration and
Experiments

All the experiments and simulations are discussed in this chapter. The algorithm is performed
in Python, and the design of scenario simulation is performed in CarMaker 9.0.

To predict the comfort and safety of a vehicle, the study of its movement in interaction
with the environment is required. The vehicle is also subjected to some external disturbances
like the irregularity of the route, i.e., "curvature", and requires inputs from front wheel angle,
acceleration, and longitudinal velocity [26]. The simulation software, CarMaker 9.0, used in
the thesis for the analysis of data, is a set of simulation tools [25] for virtual driving tests of a
road vehicle.

3.1 Experiment

The experiments were carried out in the CarMaker simulator. Two scenarios were generated
for the experiments. In the first scenario, the ego-vehicle completes a 130 sec route on a
winding road with an initial speed of 90 km/h to a constant speed of 60 km/h after completing
a route distance of 10 sec. The depiction of the scenarios can be observed in Figure 3.1.

(a) (b)

Figure 3.1: (a) CarMaker Simulation Tool (b) Scenario illustration

In the second scenario, the car completes a route of around 56 sec on a straight road
with an initial speed of 90 km/h to a constant speed of 60 km/h from 7 sec on-wards. The
illustration of the scenario is represented in Figure 3.2.
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3.2. Sensor Data

(a) (b)

Figure 3.2: (a) CarMaker Simulation Tool (b) Scenario illustration

The trajectory of ego-vehicle for first and second scenario can be seen in Figure 3.3. In
Figure 3.3 (a), it can be observed that the ego-vehicle nearly follows the same direction as the
road path. From Figure 3.3 (b), it can be noted that ego-vehicle travels with some frequent
lateral movements.

(a) (b)

Figure 3.3: (a) 1st Scenario (b) 2nd Scenario

The electric vehicle used for the simulation of the scenario was the Tesla Model S. The
values of vehicle parameters used in this thesis are described in Table 3.1.

Table 3.1: Parameter Values

Parameters Value
m 1800 kg

lfa, lra 2.6 m, 0.578 m
ld 3.178 m
I 1700 kgm2

3.2 Sensor Data

A sensor is a device that measures a physical quantity and changes it to a digital signal.
The data from the required sensors for estimating the road geometry and ego-vehicle motion
were selected with the help of the CarMaker reference manual. The measurement data and
input data are obtained from the inertial sensors, steering wheel angle sensors, wheel speed

12



3.3. Sensor Data Analysis

Table 3.2: Sensors with description.

Sensor Description Units
Vhcl.YawRate Vehicle yaw velocity rads´1

Vhcl.Steer.Ang Steering angle at steering wheel rad

Car.ay Translational acceleration of vehicle connected body
without considering gravity in vehicle frame ms´2

Car.ax Translational acceleration of vehicle connected body
without considering gravity in vehicle frame ms´2

Car.vy Translational velocity of vehicle connected body ms´1

Car.vx Translational velocity of vehicle connected body ms´1

Car.Road.Lane.Act.Width Width of the actual roadway lane m
Car.Road.Lane.OnRight.Width Width of the lane on right side m
Car.Road.Lane.OnLeft.Width Width of the lane on left side m

sensors, and camera sensors. The sensor measurements are based on synchronized data and
are sampled at every 0.04 sec. The details of the sensors used as the measurements and inputs
along with their description can be found in Table 3.2.

Some of the measurements are measured directly from the sensor. However, few are cal-
culated from the knowledge of other available sensors. The road curvature is calculated from
the information of the coordinates of the road segments for both of the scenarios. The distance
between the ego vehicle and left lane as well as the angle between the ego vehicle longitu-
dinal axis and lane is calculated from the information of road sensor available in CarMaker
manual.

3.3 Sensor Data Analysis

The sensor data obtained from different measurements and inputs are analyzed in this sec-
tion. The input parameters ’u’ are front-wheel angle (δw), longitudinal velocity (vxx), and the
acceleration ( ˙vxx). δw is measured with the help of steering wheel angle sensor and vxx is
measured at the wheels by the wheel speed sensors. ˙vxx is measured by the inertial sensor, or
Inertial Measurement Unit (IMU) and assumes completely flat road to avoid gravity leakage.
In Figure 3.4, the measurement for front-wheel angle, longitudinal velocity, and acceleration
with respect to the 1st scenario is presented.

The sensor measurement in Figure 3.4(a) demonstrates that the front wheel angle is con-
stant for the first 40 sec then as the car turns right, the angle is negative and it is positive as
the car turns left. It remains constant from 100 sec till the end of the road i.e., 130 sec. Figure
3.4(b) shows the measurement for longitudinal velocity and we can observe that initially, the
car has the longitudinal velocity of 24.5 ms´1 which drops down to a constant velocity of 16.5
ms´1 at around 3 sec till the end. The measurement shown in Figure 3.4(c) represents the
longitudinal acceleration and it can be noted that between 0 to 3 sec, the acceleration is nega-
tive because as the speed of the car decreases, we have the negative acceleration and positive
as the speed increases which can be seen in the graph from 4 to 5 sec. The acceleration is
constant from 6 sec till the end because the car moves at a constant speed.

Figure 3.5(a) shows the measurement for the front wheel angle of the car which is chang-
ing continuously due to the small perturbations on the drive. We can also observe that as the
car turns right, the yaw rate is negative and it is positive as the car turns left. The measure-
ment in Figure 3.5(b) demonstrates that initially, the car has the longitudinal velocity of 24.5
ms´1 which decreases to a constant velocity of 16.5 ms´1 at around 5 sec till the end. From
the measurement in Figure 3.5(c) of longitudinal acceleration, it can be noticed that between
0 to 5 sec, the acceleration is negative as the speed of the car decreases, and positive as the
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3.3. Sensor Data Analysis

(a) (b)

(c)

Figure 3.4: (a) Steering wheel angle (b) Longitudinal velocity (c) Acceleration

speed increases which can be seen in the graph from 4 to 5 sec. The acceleration is constant
from 6 sec till the end because the car moves at a constant speed.

The measurements ’y’ obtained from the sensors are the yaw rate ψ̇m
1 , lateral acceleration

am
yy, road curvature cm, angle between the longitudinal axis of ego-vehicle and tangent of the

road curvature δm
2 , road width wm

2 , and distance between the left lane and ego-vehicle lm
1 . In

Figure 3.6, the measurements from the sensors for the ψ̇m
1 in rad, am

yy in ms´2, cm in m´1, δm
2

in rad, wm
2 in m, and lm

1 in m for the 1st scenario is presented.
Figure 3.6(a) shows the measurement of yaw rate and we can observe from the maneuver

of ego-vehicle that for the first 40 sec, the yaw rate is constant and as the car move to the
right, it is negative and it is positive when the car moves to the left. It is again constant from
101 sec till the end. The lateral acceleration of a car is associated with the lateral consistency
of a vehicle. The measurement for lateral acceleration can be observed in Figure 3.6(b) which
shows that for the first 40 sec, the lateral acceleration is constant and as the car moves to the
right, it is negative and it is positive when the car moves to the left and is again constant
from 101 sec till the end. In Figure 3.6(c) we can observe the measurement for the road
curvature of a winding road. The road curvature is the main component in road geometry.
It can be noticed that the road curvature is positive for the left side of the road and negative
for the right side of the road. It is zero for the straight road. Figure 3.6(d) demonstrates the
measurement for the angle between the ego vehicle longitudinal axis and lane. We can see
that as the distance between ego-vehicle and left lane decreases, the angle also decreases, and
as the distance increases, the angle also increases. The road width measurement can be seen
in Figure 3.6(e) with a constant width of 3.5 m for the complete scenario. In Figure 3.6(f), the
measurement for the distance between the ego-vehicle and left lane can be noticed. As soon
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3.3. Sensor Data Analysis

(a) (b)

(c)

Figure 3.5: (a) Steering wheel angle. (b) Longitudinal velocity. (c) Acceleration.

as the car moves to the left, the distance decreases, and as it moves to the right, the distance
increases. In figure 3.7, these measurements are shown under the second scenario.

Figure 3.7(a) shows the measurement for yaw rate and we can observe that the yaw rate
changes constantly from positive to negative as the car shifts move from left to right side. It
can be noticed from the measurement of lateral acceleration in Figure 3.7(b) that as the car
moves to the left, the lateral acceleration is positive and it is negative when the car moves
to the right and it continuously changes between positive and negative due to the frequent
lateral movement of the car. In Figure 3.7(c) the measurement for road curvature of a straight
road can be seen. The road curvature is zero as the road is straight without any curve. In
Figure 3.7(d), it can be noticed from the measurement of the angle between the ego vehicle
longitudinal axis and lane that it changes frequently. When the distance between the ego-
vehicle and left lane decreases, the angle also decreases, and as the distance increases, the
angle also increases. From Figure 3.7(e), the measurement of the road width can be noticed
that the road has a constant width of 3.5 m for the entire scenario. In Figure 3.7(f), the
measurement for the distance between the ego vehicle and left lane can be noticed and we
can see that it changes constantly. As the car moves to the left, the distance decreases, and as
the car moves to the right, the distance increases.

As there is no reference signal for the float angle, β1 and angle between the lane and
velocity vector of the vehicle, δ so they are calculated by using the formula [18]

β1 = tan1(
vyy

vxx
) (3.1)

δ
∆
= δ2 ´ β1 (3.2)
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3.3. Sensor Data Analysis

(a) (b)

(c) (d)

(e) (f)

Figure 3.6: (a) Yaw Rate of the Vehicle (b) Lateral Acceleration (c) Road Curvature (d) Angle
between longitudinal axis of ego-vehicle and tangent of the road curvature (e) Road width (f)
Distance between the left lane and ego-vehicle
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3.3. Sensor Data Analysis

(a) (b)

(c) (d)

(e) (f)

Figure 3.7: (a) Yaw Rate of the Vehicle (b) Lateral Acceleration (c) Road Curvature (d) Angle
between longitudinal axis of ego-vehicle and tangent of the road curvature (e) Road width (f)
Distance between the left lane and ego-vehicle
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3.3. Sensor Data Analysis

The reference signal for β1 and δ for the first scenario is presented in Figure 3.8.

(a) (b)

Figure 3.8: (a) Float Angle (b) Angle between the lane and velocity vector of the vehicle

The reference signal for β1 and δ for the second scenario is presented in Figure 3.9.

(a) (b)

Figure 3.9: (a) Float Angle (b) Angle between the lane and velocity vector of the vehicle

The measurement data obtained is then fed into the tracker for evaluating the performance
and functioning of the algorithm.
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4 Method

This chapter provides a method used in achieving the state-of-the-art algorithm. The UKF in
this chapter implements the dynamic model equations described in chapter 2.

4.1 Unscented Kalman Filter (UKF)

As we discussed earlier that for a nonlinear, and non-Gaussian case, we can use either EKF
or UKF to solve the problem of non-linearity. In this thesis, we have utilized a UKF method.
The UKF is a recursive way of estimating the states and uses the “Unscented Transforma-
tion (UT)” technique which requires choosing a set of sampling points called sigma-points.
The idea of the UKF consists in choosing the sigma points to calculate the transformation of
these points for the state estimation without using the Jacobian calculation. Thus, instead of
approximating a nonlinear function 1g1 by a Taylor series as in EKF, the UKF extracts in a
deterministic way the sigma points and passes them through a non-linear function [23].

4.2 Unscented Transformation (UT)

UT allows propagating the point sets known as the sigma points through the non-linear state
transition and measurement functions. The new estimate, as well as the error covariance,
are then calculated by averaging over the sigma-point [4]. The algorithm in this approach
makes use of these sigma points as an input to the state transition function and measurement
function to obtain a new state of the transformed points. The sigma points spread can be
determined through the dimension of the state space vector [28]. Figure 4.1 shows the UT in
UKF.

4.3 UKF Algorithm

The flow chart of the algorithm is presented in Figure 4.2.
First the initialization of filter is performed with x0 as the initial state vector, and P0 as the

initial state covariance. The parameters α, β and κ determines the spread of the sigma points.
Then the sigma points are generated which are propagated through non-linear state transition
function to obtain the predicted state and covariance, and measurement function to obtain
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4.3. UKF Algorithm

Figure 4.1: Unscented Transformation in UKF

the predicted measurement and covariance. From the predicted state and measurement, the
estimate of cross-covariance is obtained to calculated the Kalman gain which is then used to
estimate the state and covariance at time step k and the process is repeated.

For the initialization of filter, we first need to define a state-space vector x̂ and the equa-
tions [27] used for the UKF are provided here

x̂k = x0 (4.1)

A new matrix χ composed of (2N + 1) sigma points is formed. The amount of sigma points
depends upon the state space vector dimensionality N [13]. The first sigma point [28] is given
by

χk = x̂k (4.2)

which is simply the state space vector in our case. Each column in χ contains (2N + 1) sigma
points for one dimension. The (2N + 1) weights which can be at the positive or negative side
of the sigma points [33] are calculated as

∆xi = (
a

qPk)i f or i = 1, 2, . . . , N

∆xN+i = ´(
a

qPk)i f or i = 1, 2, . . . , N

For computing the delta, Cholesky matrix square root is used

χi
k-1 = χk + ∆xi f or i = 1, 2, . . . , 2N

where Pk is the state covariance matrix and q = α2(N + κ). α and κ are the scaling param-
eters in UKF. These scaling parameters defines how far sigma points are from the mean. A
default choice of κ is κ = 0 and α should be chosen between 0 and 1 as it determines the
spread of the sigma points [32]. The parameter β can be used to represent additional higher
orders on the distribution of the representation of the Gaussian. β is usually chosen to be
equal to 2. Each sigma point has two weights associated with it [29]: Wm which is used for
the calculation of the mean and Wc used for the calculation of covariance. The weighted
mean Wm is equal to:

W0
m = 1´

N
q

(4.3)
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4.3. UKF Algorithm

Figure 4.2: Flow Chart of the Algorithm

W i
m =

1
2q

f or i = 1, 2, . . . , 2N

The weighted covariance Wc is equal to:

W0
c = (2´ α2 + β)´

N
q

(4.4)
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4.4. Predict Step

W i
c =

1
2q

f or i = 1, 2, . . . , 2N

4.4 Predict Step

In the prediction step, we take the generated sigma points and propagate them through a
nonlinear function g and compute the predicted state for the sigma points [6].

χ
1i
k-1 = g(χi

k-1, uk) f or i = 1, 2, . . . , 2N

The variables of vehicle dynamics, state-space model, and inputs are the parameters used in
the non-linear function g. These parameters are described briefly in Table 2.1.
The predicted state at next time step is provided by

χ
1

k-1 =
2M
ÿ

i=0

W i
mχ

1i
k-1 (4.5)

and the covariance of the predicted state is given by

Px =
2M
ÿ

i=0

W i
c(χ

1i
k-1 ´ χ

1

k-1)(χ
1i
k-1 ´ χ

1

k-1)
T + Qk (4.6)

where Q is the process noise covariance matrix.

4.5 Update Step

In the update step, we take the measurement function h and apply it again to the sigma points
to convert the sigma points from predicting step into measurement space. The measurements
predicted for every sigma point [29] is given by:

Y
1i
k-1 = h(χ

1i
k-1, uk) f or i = 1, 2, . . . , 2N

Predicted measurements at next time step is given by:

Y
1

k =
2M
ÿ

i=0

W i
mY

1i
k-1 (4.7)

The estimated covariance of the predicted measurement is given by

Py =
2M
ÿ

i=0

W i
c(Y

1i
k-1 ´ Y

1

k)(Y
1i
k-1 ´ Y

1

k)
T + Rk (4.8)

where R is the measurement noise covariance matrix. The estimated cross-covariance be-
tween the predicted measurement and state is given by

Pxy =
1

2q

2M
ÿ

i=0

(χ
1i
k-1 ´ χ

1

k-1)(Y
1i
k-1 ´ Y

1

k)
T (4.9)

The Kalman gain is the combination of covariance error of estimate and covariance error of
measurement and is computed by

K = PxyP´y
1 (4.10)
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4.5. Update Step

Finally, the estimated state and the estimated error covariance at k time step is computed by

x̂k = χ
1

k-1 + K(Yk ´ Y
1

k) (4.11)

Pk = Px ´KPY KT (4.12)

At each time-step, the filter re-estimates the state as the measurements are continuously re-
ceived by the filter and the state is changed because of state-space model. By accumulating
all the measurements, the better estimate of a state is obtained. This concludes the details and
description of the UKF used in the thesis.
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5 Results and Discussion

This chapter discusses the results achieved from our approach. The data used for evaluation
of the our algorithm is described in chapter 3.

5.1 Initialization of the filter parameters

To initialize the filter, the parameters of UKF (initial state x0, initial state covariance P0, mea-
surement noise covariance matrix R, and process noise covariance matrix Q) are set to some
initial values. The initial value for x0, and P0 are set to a small value. The measurement noise
covariance matrix R and process noise covariance matrix Q are the tuning parameters in this
thesis. The covariance matrices are the uncertainties that we expect in our system. The vari-
ances for all parameters were investigated because each parameter would have a completely
different scale of variance e.g. if we have 1 variance for road width which is very small but
for yaw rate variance of 1 would be a huge uncertainty and if the variance is set to infinity
then it means that we are very uncertain about the initial conditions of our model. One value
may be small for some parameters and high for other parameters. So, the initial conditions
are fixed carefully to get a good output of the filter.

5.2 Testing of the filter

When the filter is implemented, the next step is to investigate the functioning of the filter by
conducting experiments. Some experiments which are performed to test the filter are: adding
noise to the measurements, reducing the Q matrix, and increasing the R matrix. The details
of the tests and their results are discussed in the following sub-sections.

Adding noise to the measurements

We test the performance of our filter by adding some realistic amount of noise to all the
measurements fed to the tracker. In this experiment, Gaussian noise is added with zero mean
and different parameters have different noise variances. Noise is added to investigate the
sensitivity of the filter because when the filter receives the noisy input then it will produce
noisy output but in reduced form. If there is no noise in the measurements then the data
would be so clean and the need to estimate the parameters jointly would not be required.
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5.2. Testing of the filter

The joint effect can be only be observed if the data has a more realistic amount of noise and
then we can observe the real benefits of the filter e.g. when a vehicle is turning then its
heading would help in estimating the road curvature and the curvature in return will help
in the heading of the vehicle. The results are shown in Figures 5.1 and 5.2 for scenario 1
scenario 2 respectively. We have compared the measured and estimated output for yaw rate

(a) (b)

(c) (d)

Figure 5.1: (a) Yaw Rate (b) Distance between the left lane and ego-vehicle (c) Road Curvature
(d) Road width

ψ̇m
1 , road curvature cm, distance/offset between the ego-vehicle and left lane lm

1 , road width
wm

2 as the system contains both the estimates and measurements for these parameters, and
by observing the results we can see that even with the addition of noise, we can still achieve
better tracking performance as expected.

Reducing Q matrix

We have also tested the filter performance by reducing the process noise covariance matrix
Q in the prediction step. The results are shown in Figures 5.3 and 5.4 for scenario 1 and
scenario 2. As we reduce the Q by dividing it by some large number, then our measurement
model assumes that quite less noise is received by the filter. As the prediction is the most
important step in the implementation, so our filter will follow the prediction and will ignore
the measurements. This can be observed from the results shown in Figures 5.3 and 5.4 that
by reducing Q, more filtering is introduced and the filter follows the prediction model with
less confidence in measurements, and the expected results are obtained. So, we can say that
the higher the value of Q, the better will be the tracking of the data and noise; and with lower
Q, the better will be the rejection of the noise and ignoring the measurement data, hence
smoother estimates would be achieved.
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5.3. Comparison between Estimated and Reference Signals

(a) (b)

(c) (d)

Figure 5.2: (a) Yaw Rate (b) Distance between the left lane and ego-vehicle (c) Road Curvature
(d) Road width

Increasing R matrix

We can test the filter performance by increasing the measurement noise covariance matrix R
by multiplying the matrix with some large numbers in the update step. When we increase R,
it means that this measurement will not be used in the update and the filter only trusts the
predicted model and in this case, the measurements are ignored. The results are shown in
figure 5.5 and 5.6 for scenario 1 scenario 2, respectively.

More noisy observation means less accurate estimates, and rarely trusted by the filter,
therefore it trusts more in the prediction of the current state based on the previous state and
current dynamics. We can also observe in 5.5 and 5.6 that as R increases, the measurements
received by the filter matter less, and only the prediction is received as expected.

5.3 Comparison between Estimated and Reference Signals

A comparison has been performed between the estimated and the reference signals to exam-
ine how good the estimates of our states are for both of the scenarios. Figure 5.7 shows the
comparison results from the 1st scenario.

As we can observe in Figure 5.7(a) that the estimate of ψ̇1 matches the reference signal
very well. In Figure 5.7(b), we can see the estimate for β1 and a small amount of variation can
be observed between the estimated and reference signal. Figures 5.7(c) and (d) represents the
estimate for l1 and c and we can see that the estimated signal has a very less amount of noise
and matches the reference signal well. Figures 5.7(e) and (f) represents δ, and w2 and by
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5.3. Comparison between Estimated and Reference Signals

(a) (b)

(c) (d)

(e) (f)

Figure 5.3: (a) Yaw Rate (b)Float angle (c) Distance between the left lane and ego-vehicle (d)
Road Curvature (d) Angle between the lane and velocity vector of the vehicle (e) Road width
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5.3. Comparison between Estimated and Reference Signals

(a) (b)

(c) (d)

(e) (f)

Figure 5.4: (a) Yaw Rate (b)Float angle (c) Distance between the left lane and ego-vehicle (d)
Road Curvature (d) Angle between the lane and velocity vector of the vehicle (e) Road width
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5.3. Comparison between Estimated and Reference Signals

(a) (b)

(c) (d)

(e) (f)

Figure 5.5: (a) Yaw Rate (b)Float angle (c) Distance between the left lane and ego-vehicle (d)
Road Curvature (d) Angle between the lane and velocity vector of the vehicle (e) Road width
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5.3. Comparison between Estimated and Reference Signals

(a) (b)

(c) (d)

(e) (f)

Figure 5.6: (a) Yaw Rate (b)Float angle (c) Distance between the left lane and ego-vehicle (d)
Road Curvature (d) Angle between the lane and velocity vector of the vehicle (e) Road width
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5.3. Comparison between Estimated and Reference Signals

(a) (b)

(c) (d)

(e) (f)

Figure 5.7: (a) Yaw Rate (b) Float angle (c) Distance between the left lane and ego-vehicle (d)
Road Curvature (d) Angle between the lane and velocity vector of the vehicle (e) Road width
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5.3. Comparison between Estimated and Reference Signals

observing the results we can see that the estimated signal matches the reference signal very
well for both of the estimates.
Figure 5.8 shows the comparison results from 2nd scenario.

(a) (b)

(c) (d)

(e) (f)

Figure 5.8: (a) Yaw Rate. (b)Float angle. (c) Distance between the left lane and ego-vehicle
(d) Road Curvature. (d) Angle between the lane and velocity vector of the vehicle. (e) Road
width.

As we can see in Figure 5.8(a) that the estimate of ψ̇1 matches the reference signal well with
a small amount of difference. In Figure 5.8(b), we can observe the estimate for β1 with a very
less variation between the estimated and reference signal. Figures 5.8(c) and (d) represent
the estimate for l1 and c and we can see that the estimated signal has a very less amount of
noise and matches the reference signal well. Figures 5.8(e) and (f) represents δ, and w2 and
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5.4. Performance Evaluation

Table 5.1: RMSE for 1st and 2nd scenario.

Parameters RMSE for 1st scenario RMSE for 2nd scenario
ψ̇1 0.01064 0.01435
β1 0.001104 0.000411
l1 0.04126 0.06569
c 0.0010937 0.0001597
δ 0.008836 0.008781
r2 0.004761 0.005184

by observing the results we can see that the estimated signal matches the reference signal
very well for both of the estimates.

From these results, it can be interpreted that the simulated estimates matches the reference
signals better in all of the estimates. We can also notice that the behavior of the algorithm
is almost similar in both of the scenarios. It can also be noted that the process of tuning
the filter parameters plays an important role in estimating the parameters and finding the
desired performance of the filter. These results also indicate that the UKF can estimate the
noisy measurements.

5.4 Performance Evaluation

The performance of the joint algorithm is evaluated by calculating the RMSE between the
measured and estimated values. The RMSE is used to discover any errors in the filter. The
lower the value of RMSE, the better will be the performance of the filter. The formula used
for calculating RMSE is:

RMSE =

g

f

f

e

1
M

N
ÿ

i=1

(Yi ´ x̂i)2 (5.1)

where M is the number of measurement observations, Y is the reference measurements, and
x̂ is the estimates.

Table 5.1 shows the RMSE with first column representing the RMSE for the 1st scenario
and the second column representing the RMSE for 2nd scenario for ψ̇1, β1, l1, c, δ, and w2.
From these results, we can observe that the RMSE for ψ̇1 is slightly more in 2nd scenario as
compare to 1st. The RMSE for β1 in 1st scenario is almost three times larger as compare to the
2nd. Similarly, when comparing the RMSE for l1 in both scenarios, we can see that scenario
1st has comparatively less RMSE. For c, a slight difference can be observed between scenario
1st and 2nd. An unobservant difference can be noticed for δ in both of the scenarios and for
w2 a slightly larger RMSE can be seen in the 2nd scenario. We can infer from these results that
with small RMSE, the accuracy, and performance of our filter is good.

5.5 Performance Comparison

Our algorithm is compared with the baseline algorithm for evaluating the performance of the
approach. The baseline algorithm is designed from the current algorithm by estimating the
parameters of the ego-vehicle and road model separately. We divided these algorithms into
three parts and compared them. The details of the algorithm and their results are discussed
below:

Algorithm 1: The algorithm 1 represents the jointly ego-motion of vehicle and road ge-
ometry estimation. The details of this algorithm can be found in chapter 2 and chapter 4.
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5.5. Performance Comparison

(a) (b)

(c) (d)

Figure 5.9: (a) Yaw Rate. (b) Float angle.(c) Distance between ego-vehicle and left lane. (d)
Zoomed l1

Algorithm 2: The algorithm 2 represents the independent parameter estimation for the
ego-vehicle model. The parameters in algorithm 2 consist of yaw rate ψ̇1, float angle β1 and
distance between ego-vehicle and left lane l1. The state vector for the ego-vehicle model
is described in equation 2.5. The non-linear state-space model for only ego-vehicle can be
represented as

g1 =

 β1
´Cfalfacosδw+Cralra

I ´ ψ̇1
Cfal2

facosδw+Cral2
ra

Ivxx
+ Cfalfatanδw

I

´β1
Cfacosδw+Cra+ ˙vxxm

mvxx
+ ψ̇1

(
1 + Cfalfacosδw´Cralra

mv2
xx

)
+ Cfasinδw

mvxx

vxxsin(β1)

 (5.2)

As this algorithm contains the parameters for the ego-vehicle model only, so the road
geometry parameters are disabled and assigned zero value. The measurements and mea-
surement equations for ego-vehicle are provided in equations 2.19 and 2.22, respectively.

The results of algorithm 2 are compared with the reference signal and the results are
shown in Figure 5.9 for the first scenario. From Figure 5.9(a) we can see that the simu-
lated signal for ψ̇1 has not been estimated completely as compared to the reference signal. It
can also observed from Figure 5.9(b) that estimate of β1 does not fully follow the reference
signal. Figures 5.9(c) and (d) represent the l1 and zoomed l1, respectively. It can be observed
that l1 is estimated too small it is nearly equal to zero due to the reason that the parameter es-
timation in algorithm 2 depends only on the information of ego-vehicle motion without any
information of road geometry. From these results, we can see that the simulated signal does
not follow the reference signal and not estimating the true parameters for ψ̇1, β1, and l1 as
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5.5. Performance Comparison

(a) (b)

(c) (d)

Figure 5.10: (a) Yaw Rate. (b) Float angle.(c) Distance between ego-vehicle and left lane. (d)
Zoomed l1

compare to algorithm 1 because in algorithm 1, we have an additional source of information
of road parameters which strengthens the estimation of the states.

The results of algorithm 2 are also compared with the reference signal for the second
scenario and the results are shown in Figure 5.10. From Figure 5.10(a), we can see that
the simulated signal for ψ̇1 does not perfectly follow the reference signal. It can also be
noticed from Figure 5.10(b) that the estimate of β1 does not perfectly follow the reference
signal. Figures 5.10(c) and (d) represent the l1 and focused l1 signal, respectively. From
the output of l1, we can observe that there is a huge difference between the estimated and
reference signal. From these results, it can be noticed that ψ̇1, β1, and l1 are not estimated
properly as compare to algorithm 1 which also contains the information of the road geometry.

Algorithm 3: The algorithm 3 represents the independent parameter estimation for the
road model. It contains road curvature c, angle between the lane and velocity vector of the
vehicle δ and road width w2 parameters. The state vector for the road model is described in
equation 2.6. The change of road curvature to time and the non-linear state-space model for
the road geometry can be represented respectively as:

ċ =
1

(Im2vxx)4 (C2
fa(I + l2

fam)(ψ̇1lfa + (´δw)vxx) + ˙vxx Im2(vxx(´cvxx))

+Cfa(Cra(I + lra(´lfa)m)(´δwvxx)

+I((´2δw)m ˙vxxvxx + δwv2
xx))

(5.3)

35



5.5. Performance Comparison

(a) (b)

(c)

Figure 5.11: (a) Road curvature. (b) Road width. (c) Angle between the lane and velocity
vector of the vehicle.

g2 =

 ċ
cvxx +

Cfa sin δw
mvxx

0

 (5.4)

As this algorithm contains the parameters for road geometry only, so the ego-vehicle pa-
rameters are disabled and assigned zero value. The measurements for road geometry are
given by equation 2.20. The measurement equation for road geometry is given by:

h2 = [c (δ) r2 l1]
T (5.5)

The results of algorithm 3 are compared with the reference signal and are shown in Figures
5.11 and 5.12 for scenario 1st and 2nd. By observing the results for both of the scenarios, it
can be easily noted that if we do not have the information of ego-vehicle parameter then
an irregular behavior can be attained for the simulated signal of c, δ, and r2 as compare to
algorithm 1 which contains the joint ego-vehicle and road geometry estimation.

RMSE Comparison for Algorithm 1,2, and 3

The RMSE of algorithms 1, 2, and 3 are compared and the results are shown in Tables 5.2
and 5.3 for 1st and 2nd scenarios, respectively. In these tables, the columns represent the
parameters (ψ̇1, β1, l1, c, δ, and w2) and rows represent algorithms 1,2, and 3. From the
comparison between algorithms 1 and 2 in Table 5.2, we can see that the RMSE for ψ̇1 and β1
in algorithm 2 are slightly larger as compared to algorithm 1 and the RMSE for l1 in algorithm
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5.5. Performance Comparison

(a) (b)

(c)

Figure 5.12: (a) Road curvature. (b) Road width. (c) Angle between the lane and velocity
vector of the vehicle.

2 is too large as compared to our algorithm. Similarly, it can be observed from the comparison
between algorithm 1 and algorithm 3 that the RMSE for c, and r2 are comparatively larger
from algorithm 1. It can also noticed that δ is twice as large in algorithm 3 as compare to
algorithm 1. From these results, it is clear that our algorithm is considerably improved. In
the case of scenario 2nd, by comparison between algorithms 1 and 2 as shown in Table 5.2,
it can be interpreted from the output that the RMSE for ψ̇1 in algorithm 2 is slightly larger
as compared to algorithm 1. A large amount of increase in the RMSE for β1 and l1 can also
be observed in algorithm 2 as compare to our algorithm. In same way, when comparing
algorithm 1 to algorithm 3, six times increase can be noticed for c in algorithm 3. The RMSE
for δ also shows twice increment in algorithm 3 as compare to algorithm 1, and the RMSE for
w2 is slightly larger from algorithm 1. From these results, we can infer that our algorithm is
very improved as compared to the other two algorithms.

Table 5.2: Comparison of RMSE for scenario 1st.

RMSE for Scenario 1st

ψ̇1 β1 l1 c δ r2

Algorithm 1 0.01064 0.001104 0.04126 0.0010937 0.008836 0.004761
Algorithm 2 0.0288 0.0060 0.986 – – –
Algorithm 3 – – – 0.001131 0.0101 0.00595

The comparison for of RMSE for scenario 2nd is presented in Table 5.3.
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5.5. Performance Comparison

Table 5.3: Comparison of RMSE for scenario 2nd.

RMSE for Scenario 2nd

ψ̇1 β1 l1 c δ r2

Algorithm 1 0.01435 0.000411 0.06569 0.0001597 0.008781 0.005184
Algorithm 2 0.0670 0.00763 1.006 – – –
Algorithm 3 – – – 0.000627 0.01049 0.00623

By comparing the results between algorithm 1 and algorithm 2, we can infer that the
accuracy of our approach is improved for ψ̇1, β1, and l1 when they are estimated jointly in
algorithm 1 as compare to algorithm 2 when estimated independently. Similarly, by noticing
the results of algorithm 1 and algorithm 3, we can observe that the accuracy for c, δ, and
w2 is more in algorithm 1 as compare to algorithm 3 when estimated independently. From
these results, we can also discover the important parameters of the model. It can be noticed
that by excluding the parameter of road geometry in algorithm 2, the filter performance gets
worst. Similarly, in algorithm 3, when we do not include the information of ego-vehicle
parameters, then the expected output from the filter is not achieved. It can also be noticed that
by estimating the model parameters jointly we get better results as compared to estimating
them individually. From these outputs, it can be inferred that when we have an algorithm
that estimates the parameters of a ego-vehicle and road geometry alone and we have another
algorithm that uses jointly information and estimates the same parameters more accurately
because it uses an additional source of information which enhances the performance.
The role of the jointly algorithm is to take account of all the dependencies between different
parameters e.g., if the car moves to the right then yaw rate, road curvature, distance between
ego-vehicle and left lane, and angle between vehicle velocity vector and lane also changes
which means that there are a bunch of parameters that are highly connected and we can take
advantage of that. So, joint estimation improves the results and we should utilize it to get
better estimates of the parameters.
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6 Conclusion

This thesis aims to evaluate a sensor fusion algorithm that can be utilized for combined esti-
mation of ego-vehicle and road geometry for ADAS. The sensor fusion algorithm combines
the information from inertial sensors, wheel speed sensors, steering wheel angle sensor, and
camera for estimating the road geometry and ego-vehicle motion. We have utilized UKF for
the state estimation of the non-linear system because UKF estimates the state in a simplified
way without using the complex computations. Two scenarios were considered for the exper-
iments. The data for 1st scenario contains 130 seconds information from a winding road, and
2nd scenario involves a 56 seconds drive on a straight road.

For evaluation, each estimated parameter was compared with the reference signal and it
can be interpreted from these results that the simulated estimates match the measurements
from the car sensor well in these two scenarios which means that the car’s behavior in the
simulation matches the actual movement of the car in even the transient conditions. We also
examined the performance of the tracker by calculating RMSE between the estimated and
true signal and performed tests to verify the working of the tracker. By observing the results,
we can say that we have more confidence in functioning of our tracker. We also compared our
algorithm with the baseline algorithms which separately estimate the parameters ego-vehicle
and road geometry and by examining the results we can interpret that when the parameters of
ego-vehicle and road geometry are estimated jointly then better accuracy is achieved instead
of estimating them alone/independently.

In a nutshell, we can infer from the results of the research thesis that the UKF is able to
estimate the states of the system very well in an easier way. The parameters of ego-vehicle
motion and road geometry are highly connected with each other which provides better per-
formance and functioning of our joint algorithm.
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7 Future Work

The proposed algorithm in this thesis provides a platform for jointly estimating the ego-
vehicle motion and road geometry estimation but still, other possibilities can be added to the
existing platform. Some of the options are as follows:

1. An external radar sensor measurement data could be added to the existing algorithm.
The radar will provide the measurements of leading vehicles and by using the information
of leading vehicles, we can get a better estimation of road geometry.

2. Through radar, it would also be possible to detect and track road barriers such as tunnels
and guard rails for enhancing the performance of vehicle.

3. Ego-vehicle can detect the surrounding obstacles through camera and radar sensors
to avoid collision and select the suitable route for the ego-vehicle.

4. The performance of the algorithm could be examined under various scenarios consid-
ering different weather and road conditions.
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