ABSTRACT  User activity detection in grant-free random access massive machine type communication (mMTC) using pilot-hopping sequences can be formulated as solving a non-negative least squares (NNLS) problem. In this work, two architectures using different algorithms to solve the NNLS problem is proposed. The algorithms are implemented using a fully parallel approach and fixed-point arithmetic, leading to high detection rates and low power consumption. The first algorithm, fast projected gradients, converges faster to the optimal value. The second algorithm, multiplicative updates, is partially implemented in the logarithmic domain, and provides a smaller chip area and lower power consumption. For a detection rate of about one million detections per second, the chip area for the fast algorithm is about 0.7 mm² compared to about 0.5 mm² for the multiplicative algorithm when implemented in a 28 nm FD-SOI standard cell process at 1 V power supply voltage. The energy consumption is about 300 nJ/detection for the fast projected gradient algorithm using 256 iterations, leading to a convergence close to the theoretical. With 128 iterations, about 250 nJ/detection is required, with a detection performance on par with 192 iterations of the multiplicative algorithm for which about 100 nJ/detection is required.
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I. INTRODUCTION

MASSIVE machine type communication (mMTC) is a core use case in 5G and later generations wireless communication systems, where a large number of users are expected to be served [1]–[6]. These users are expected to intermittently send small amounts of data, primarily in the uplink, i.e., from the users to the base station. As the mMTC users send a limited amount data, the impact of overhead signaling such as random access or scheduling requests is large. Therefore, a grant-free random access scheme is beneficial for these types of users. In a grant-free random access scheme all the active users will transmit their data at the same time without waiting for a grant from the base station. To be able to be distinguished by the base station, the active users also need to transmit a unique identifier.

Grant-free random access with massive MIMO, i.e., base stations with a large number of antennas, has been widely studied in many papers [6]–[16]. Conventionally in massive MIMO, the users transmit a pilot in each coherence interval that is used by the base station to estimate the channel. Often these pilots are mutually orthogonal such that the channel estimates will be good. When a grant-free random access scheme is applied to massive MIMO, the same pilots are used to detect the active users. If the number of users exceeds the dimension (in samples) of the channel coherence interval, the users cannot be allocated mutually orthogonal
pilots, which leads to pilot collisions. There are two fundamentally different approaches for solving this problem. In the first, pilots are drawn at random and allowed to be non-orthogonal [8], [9], [11], [12], [14]–[16]. In the other, the pilots are orthogonal, but the data transmission is spread over many coherence intervals [7], [13], i.e., pilot-hopping sequences are detected instead of pilots. To reduce the complexity of the detection problem, a common approach for grant-free user detection with massive MIMO is to utilize the sparsity of the solution, i.e., that only a small subset of users are active at the same time. Hence, many of the existing solutions use methods developed in the field of compressed sensing [8]–[13], [16].

The scenario for detecting pilot-hopping sequences for grant-free random access was introduced in [7]. However, in [7] perfect detection of the pilot-hopping sequences was assumed. In [13], it was suggested that the non-negative least-squares (NNLS) is an appropriate problem formulation for the pilot-hopping sequence detection problem.

The active users transmit one pilot per coherence interval (the time-frequency interval in which the channel can be assumed to be constant), according to a predetermined sequence. The pilot-hopping sequences are unique for every user but more than one user can transmit the same pilot in a coherence interval. The pilots in each coherence interval are accompanied by an uplink data part. An example of this scheme can be found in Fig. 1, with three users, two pilots and a pilot-hopping sequence of length four.

In this article, two architectures for solving this problem using the approach in [13] is proposed. To the best of the authors’ knowledge, the only other implementations of similar detectors are [17], implementing the algorithm from [11], and [18], implementing the algorithm from [12]. However, these are based on the other principle: having non-orthogonal pilot sequences drawn from random sources.

A preliminary version of this work was presented in [19]. In addition to a more detailed presentation and more detailed results, an alternative NNLS algorithm is also considered here. The implementation of the alternative algorithm is shown to require smaller chip area and less energy, although it has slightly worse detection performance for hard channel conditions.

In the next section, the detection algorithm is reviewed, algorithms for solving NNLS problems discussed, and the general proposed architectures introduced. Then, in Section III, implementation results and decisions are presented for a considered scenario. Finally, some concluding remarks are given in Section IV.

II. METHODS AND PROCEDURES

A. ALGORITHM TO DETECT PILOT-HOPPING SEQUENCE

We consider a single-cell massive MIMO system where the base station is equipped with $M$ antennas and serves $K$ mMTC users, each with a single antenna, see Fig. 2. We assume that only a subset of these users is active at once. We consider a block fading channel model where the channel of user $k$ in coherence interval $t$ is denoted by $g_{k}^{t} \in \mathbb{C}^{M}$. The users transmit $T$ coherence interval long pilot-hopping sequences. There are $\tau_p$ mutually orthogonal pilots. Each pilot consists of $\tau_p$ symbols and have unit norm. At the pilot phase of coherence interval $t$, the base station receives

$$Y^{t} = \sum_{k=1}^{K} \sum_{j=1}^{\tau_{p}} \alpha_{k} S_{j,k}^{t} \sqrt{\tau_{p} \rho_{k}} g_{k}^{t} \phi_{j}^{H} + N^{t},$$

where

$$\alpha_{k} = \begin{cases} 1 & \text{if user } k \text{ is active}, \\ 0 & \text{otherwise}, \end{cases} \quad (2)$$

$$S_{j,k}^{t} = \begin{cases} 1 & \text{if user } k \text{ sends pilot } j \text{ at pilot phase } t, \\ 0 & \text{otherwise}, \end{cases} \quad (3)$$

$\rho_{k}$ is the transmit power of user $k$, $\phi_{j} \in \mathbb{C}^{\tau_{p}}$ is the $j$th pilot, and $N^{t} \in \mathbb{C}^{M \times \tau_{p}}$ is noise with i.i.d. $\mathcal{CN}(0, \sigma^2)$ elements.

The model uses the assumption that the users start their pilot-hopping sequences at the same coherence interval. In each coherence interval the base station computes an estimate of the received signal energy over each pilot as

$$E_{l,t} = \frac{(Y^{t} \phi_{l})^{H} (Y^{t} \phi_{l})}{M} - \sigma^2 = \frac{\|Y^{t} \phi_{l}\|^{2}}{M} - \sigma^2. \quad (4)$$

With block Rayleigh fading,

$$g_{k} \sim \mathcal{CN}(0, \beta_{k} I_{M}). \quad (5)$$

we have the channel hardening and favorable propagation properties of massive MIMO [20]. The channel harding comes from

![FIGURE 2. System model: a cell with a base station using $M$ antennas serving $K$ users, where only a subset is active. The channel between user $k$ and the base station is denoted by $g_{k}^{t}$.

![FIGURE 1. Three users transmitting pilot-hopping sequences of length four using two pilots, $\phi_1$ and $\phi_2$. Additionally, in coherence interval $t$ the user $k$ also transmits uplink data $D_k(t)$.](image-url)
performs statistical channel inversion to form the column

while the favorable propagation comes from

\[ \frac{g_k^H g_{k'}}{M} \rightarrow 0, \quad M \rightarrow \infty, \quad k \neq k'. \]  

(7)

Using these properties, we can state the “asymptotic energies” as

\[ E_{i,t} = \frac{\|Y_i \phi_i\|^2}{M} - \sigma^2 \rightarrow \sum_{k=1}^{K} \alpha_k S_{i,k}^T \tau_p p_k \beta_k \quad M \rightarrow \infty. \]  

(8)

From this limit, we can see that the asymptotic energies are linear in the user activity parameters. We assume that the users are using statistical channel inversion power control [21],

\[ p_k = p \frac{\min_{\beta'} \beta'_{k}}{\beta_k} = p \frac{\beta_{\min}}{\beta_k}, \]  

(9)

where \( \beta_{\min} = \min_{\beta'} \beta'_{k} \) is the large-scale fading to the weakest user and \( p \) is a system wide power parameter. With statistical channel information, the received signal power at the base station from each user is the same.

We use the asymptotic energies and the fact that the users perform statistical channel inversion to form the column vector

\[ \mathbf{b} = \frac{1}{\tau_p p_{\beta_{\min}}} \left( E_{1,1}, \ldots, E_{t_p,1}, \ldots, E_{t,1}, \ldots, E_{1,t}, \ldots, E_{t_p,t} \right). \]  

(10)

and the \( T \tau_p \times K \)-matrix

\[ \mathbf{A} = \begin{pmatrix} 
S_{1,1}^1 & \cdots & S_{1,K}^1 \\
\vdots & \ddots & \vdots \\
S_{t_p,1}^1 & \cdots & S_{t_p,K}^1 \\
\vdots & \ddots & \vdots \\
S_{1,1}^T & \cdots & S_{1,K}^T \\
\vdots & \ddots & \vdots \\
S_{t_p,1}^T & \cdots & S_{t_p,K}^T 
\end{pmatrix}. \]  

(11)

One can note that \( \sum_{j=1}^{t_p} S_{j,k}^T = 1, \forall k, t \), as user \( k \) uses exactly one pilot sequence in coherence time interval \( t \).

The \( \mathbf{A} \)-matrix for the three users in Fig. 1 is

\[ \mathbf{A} = \begin{pmatrix} 
0 & 1 & 1 \\
1 & 0 & 0 \\
1 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 1 \\
0 & 1 & 0 \\
1 & 1 & 0 
\end{pmatrix}, \quad t = 1 \]

\[ \mathbf{A} = \begin{pmatrix} 
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 0 \\
1 & 1 & 0 
\end{pmatrix}, \quad t = 2 \]

\[ \mathbf{A} = \begin{pmatrix} 
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 1 & 0 \\
1 & 1 & 0 
\end{pmatrix}, \quad t = 3 \]

\[ \mathbf{A} = \begin{pmatrix} 
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 1 & 0 
\end{pmatrix}, \quad t = 4 \]

With this vector and matrix, we can state the asymptotic energy equation as

\[ \mathbf{A} \mathbf{x} \rightarrow \mathbf{b} \quad M \rightarrow \infty, \]  

(13)

where

\[ \mathbf{x} = (\alpha_1 \ldots \alpha_k \ldots \alpha_K)^T. \]

We use the fact that not all the users are active at the same time, i.e., that \( \mathbf{x} \) is sparse, to solve the pilot-hopping sequence detection problem. In [13], it was shown that formulating this as an NNLS problem produces sparse solutions that solve the pilot-hopping sequence detection problem. It was also shown that using additional sparsity promoting techniques, such as NNLS combined with \( L_1 \)-minimization, do not improve the results.

B. ALGORITHMS FOR SOLVING NNLS

The non-negative least squares (NNLS) problem can be stated as

\[ \text{minimize} \quad \| \mathbf{A} \mathbf{x} - \mathbf{b} \|_2 \]

subject to \( \mathbf{x} \geq 0 \),

(14)

where the design matrix, \( \mathbf{A} \) and an observation vector, \( \mathbf{b} \), are given. \( \mathbf{0} \) denotes a vector with all zeros. The solution vector, \( \mathbf{x} \), minimizes the error of \( \mathbf{A} \mathbf{x} - \mathbf{b} \) in the least squares sense subject to all elements in \( \mathbf{x} \) being non-negative. Over the years, many different algorithms have been proposed to solve NNLS problems. For an overview of different NNLS algorithms, we refer the reader to [22].

The probably most well-known approach is the active set method by Lawson and Hanson [23]. However, an active set-based algorithm relies heavily on branching making it unsuitable for a parallel high-speed implementation since parts of the execution will be sequential in nature. Besides, the execution is data dependent making it non-deterministic.

Instead, we here use two algorithms with a much higher degree of computational parallelism. As they are iterative, there are still limitations, but as later seen, a very high degree of parallelism is still obtained. The execution in each iteration is deterministic simplifying the design of any control. In addition, since these algorithms rely heavily on matrix-vector multiplications, the structure of \( \mathbf{A} \), being a binary matrix consisting of only 0/1 entries as illustrated in (12), can be readily utilized.
1) FAST PROJECTED GRADIENT FOR SOLVING NNLS—FAST

The fast projected gradient algorithm [24], is described as

\[
\begin{align*}
x^{(0)} &= 0, \quad p^{(0)} = 0 \quad (15) \\
x^{(k+1)} &= \max\left\{ 0, \ p^{(k)} - \frac{1}{L} A^T (A p^{(k)} - b) \right\} \quad (16) \\
p^{(k+1)} &= x^{(k+1)} + s^{(k)} (x^{(k+1)} - x^{(k)}) \quad (17),
\end{align*}
\]

where

\[
c^{(k)} = 1 + \sqrt{1 + 4(\frac{1}{e^{(k-1)}})^2} \quad (18), \quad s^{(k)} = \frac{c^{(k-1)} - 1}{c^{(k)}},
\]

with \( c^{(-1)} = 0 \). \( L \) is the Lipschitz constant which controls the step size in each iteration. It should be larger or equal to the spectral radius of \( A^T A \), i.e., the largest absolute eigenvalue.

For a given \( A \), this can be computed off-line. Replacing \( p^{(k)} \) with \( x^{(k)} \) in (16) and not using (17) and (18) gives the standard projected gradient algorithm for NNLS. The fast part comes from (17), where the previous iteration value is used to accelerate the convergence. \( s^{(k)} \) is the step length of the fast part and \( p^{(k)} \) is now denoted the predictor [24].

Note here that the core of the algorithm, the matrix-vector multiplications, will be simple additions since the elements of \( A \) are 0 or 1 as seen from (12). As such, the architectures cannot be directly used for NNLS problems without this property.

2) MULTIPLICATIVE UPDATES FOR SOLVING NNLS—MULT

In the multiplicative updates algorithm, the updates in each iteration are instead performed using multiplications and divisions and is described as [25]–[27]:

\[
\begin{align*}
x^{(0)} &= 1 \\
d &= A^T b \\
c^{(k+1)} &= A^T A x^{(k)} \\
x^{(k+1)} &= d \odot x^{(k)} \odot e^{(k+1)},
\end{align*}
\]

where \( 1 \) denotes a vector with all ones and \( \odot \) and \( \odot \) represent component-wise (Hadamard) vector multiplication and division, respectively.

Similar to the Fast algorithm, the matrix-vector multiplications consist of additions.

C. PROPOSED ARCHITECTURES

The proposed architectures are iso-morphic mappings of a single iteration of the respective algorithms. Hence, each clock cycle one complete iteration of the algorithms is performed. The primary reason to do this is to obtain a high degree of parallelism and to easily benefit from the fact that \( A \) only consists of 0 and 1 entries, leading to additions only. Since the matrices \( A \) and \( A^T \) are constant in all iterations, these constant matrix-vector multiplications can be converted to summation structures where sub-expression sharing can be used to reduce the area and power consumption of the implementation.

1) FAST

The resulting architecture is shown in Fig. 3. It should be noted that most signals are vectors. There are registers to store \( b \), which is given at the start of a detection process, and \( p^{(k)} \) and \( x^{(k)} \), which are initialized to zero at the start as seen in (15).

To implement multiplication by \( s^{(k)} \), the value of it should be calculated in each iteration and then multiplied. As visible from (18), the calculation of \( s^{(k)} \) is costly in hardware, but it is possible to compute the \( s^{(k)} \) values off-line and save them in a memory. Furthermore, \( s^{(k)} \) converges to one after some time, so for \( k \) and all later iterations, the values will saturate to the largest representable number less than or equal to one.

2) MULT

To avoid the relatively costly multiplications and divisions of the Mult algorithm, a logarithmic number system (LNS) [28] is used for those parts. This reduces the multiplications and divisions to additions and subtractions, respectively, at the expense of converting the numbers between the linear and logarithmic domains.

The multiplicative updates algorithm, partly in the logarithmic domain, is described as:

\[
\begin{align*}
\hat{x}^{(0)} &= 0 \\
\hat{d} &= \log(A^T b) \quad (24) \\
\hat{e}^{(k+1)} &= \log(A^T A x^{(k)}) \quad (25) \\
\hat{x}^{(k+1)} &= \hat{d} + \hat{x}^{(k)} - \hat{e}^{(k+1)} \quad (26) \\
\hat{x}^{(k+1)} &= \exp(\hat{x}^{(k+1)}) \quad (27)
\end{align*}
\]
FIGURE 4. Proposed architecture of Mult algorithm partially implemented in the logarithmic domain with number of parallel signals annotated.

The resulting architecture is shown in Fig. 4. Note that \( \hat{d} \) is computed in the first clock cycle and that the first iteration is performed in the second clock cycle. The multiplexers are used for storing the computed value of \( \hat{d} \) and to initialize \( \hat{x}^{(0)} \) in the first clock cycle. Hence, one more clock cycle is required here compared to the Fast algorithm for the same number of iterations.

To compute the logarithm and exponentiation, either a table or using Mitchell’s logarithm approximation [29] is considered. There are many methods suggested to either perform approximations of the logarithm and exponent functions using smaller tables or to improve the accuracy of Mitchell’s algorithm. However, as seen in the results section, the accuracy of the Mitchell approximation is enough.

The idea of Mitchell’s logarithm approximation is to utilize the approximation

\[
\log(x) \approx x - 1 \tag{28}
\]

in the range \( 1 \leq x \leq 2 \).

To benefit from this, the position of the leading one, i.e., the most significant bit being one, of the input \( x \) is determined\(^2\) and then shifted to the range \( 1 \leq x \leq 2 \). The position of the first one also determines the integer part of the logarithm. Then, the leading one is removed and the fractional part of the logarithm is obtained as per (28).

For computing the exponent, the opposite procedure is performed. A one is put in front of the fractional part and the final result is obtained by shifting the fractional result with the leading one according to the number of integer bits.

\(^2\) Here, the input is always non-negative, so the negative case where the leading zero should be detected does not have to be considered.

### III. RESULTS

For the implementation example, we consider a system with parameters as shown in Table 1. These parameters are selected based on the number of users and user activity, where the number of antennas, orthogonal pilots, and transmitted pilots are found by simulation to obtain a reasonable detection performance. For more results on how these parameters relate, we refer to [13]. Synthesis results are for 28 nm FD-SOI standard cells with a power supply voltage of 1.0 V, using Design Compiler. Power estimates for the final designs are obtained by simulating the synthesized netlist using SDF data to produce switching activities that are back annotated into the synthesis tool. Compared to the preliminary version [19], here the low leakage library with a slow-slow characterization at 125°C is used.

### A. NUMBER OF ITERATIONS

Determining the number of iterations required for robust activity detection is important since this relates the clock frequency of the implementation with the number of detections per second. Here, we will consider floating-point implementation of the algorithms, while fixed-point implementation is further discussed in Section III-B.

First, the behavior of the algorithms is illustrated. When iterating the algorithms, the values in \( \hat{x} \) corresponding to active users will be close to one, while the values corresponding to inactive users will be close to zero. A typical sequence of values for a successful decoding is shown in Fig. 5, where the values of \( \hat{x} \) are shown after each iteration. Here, one can see that the Mult algorithm initially has a faster convergence for active users, but that around iteration 50, the Fast algorithm has caught up and reaches the final

### TABLE 1. Parameters for the implemented example.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users, ( K )</td>
<td>1024</td>
</tr>
<tr>
<td>User activity</td>
<td>2^{-6}</td>
</tr>
<tr>
<td>Number of antennas, ( M )</td>
<td>96</td>
</tr>
<tr>
<td>Number of orthogonal pilots, ( \tau_p )</td>
<td>16</td>
</tr>
<tr>
<td>Number of transmitted pilots, ( T )</td>
<td>8</td>
</tr>
</tbody>
</table>

3) A NOTE ON PIPELINING

It should be noted here that pipelining will not provide any advantage as we need the result of one iteration before being able to start the next one. If required, one may interleave several detections by introducing pipelining, although that is not considered here since it will increase the detection latency and storage requirements. Unfolding may provide a small increase of detection rate as unfolding \( N \) times will most likely not decrease the clock frequency \( N \) times since the synthesis tool probably can optimize some parts better. Naturally, fully unfolding the architecture the required number of iterations will enable pipelining and streaming processing. However, the obtained detection rate is most likely more than enough for most practical current and envisioned scenarios.
values slightly faster. One can see that with about 100 iterations, it is possible to clearly separate the active and inactive users.

Typically, one does not use a fixed-threshold value, but studies the effect of the number of active users that are not detected (missed detections) and number of inactive users that are detected as active (false alarms) with a varying threshold. The probability of missed detections, $p_m$, and false alarm, $p_{fa}$, are calculated as:

$$p_m = \frac{\text{# undetected active users}}{\text{# active users}}$$

(29)

$$p_{fa} = \frac{\text{# detected inactive users}}{\text{# inactive users}}$$

(30)

and plotted against each other in a receiver operating characteristic (ROC) curve. The ROC curves for the two considered algorithms are shown in Fig. 6 when using 4000 iterations, clearly more than in Fig. 5, and a large number of instances. Here, it can be seen that the Fast algorithm has a slightly better behavior compared to the Mult algorithm. Each point on the curve corresponds to a threshold and the position, the number of missed detections and false alarms if that threshold was used. Hence, the values in the top left corner corresponds to large thresholds and the values in the bottom right corner corresponds to small thresholds. For example, if a threshold of, say, 0.9 is used, there will almost never be any false alarms, but it is quite common that there are missed detections.

From Fig. 5, one can realize that for good convergence cases, it is possible to get a good separation of the active and inactive users is a few hundred iterations.

Instead, consider a case with bad convergence, as shown in Fig. 7. Here, the channel conditions and the selection of active users interacts in such a way that it is very hard to distinguish the active and inactive users. In these cases, one can expect that the curves of some active users are actually below the curves of some inactive users and that there are no distinct value that will separate the two groups.

To study this further, the same case as in Fig. 7, was solved using 10000 iterations, with the results shown in Fig. 8. Here, it can be seen that the Fast algorithm in Fig. 8(a) reaches a more or less stable value in about 1000 iterations, while for the Mult algorithm in Fig. 8(b) some variables have not reached a stable value even after 10000 iterations.

Therefore, it can be argued that although Mult gives worse results in Fig. 6, the degradation comes primarily from cases where the results will contain detection errors anyway. Using even more iterations will make the curves in Fig. 6 identical. Hence, we will use the Fast algorithm curve in Fig. 6 as a reference curve for a converged solution.

In Fig. 9, the missed detection, $p_m$, and false alarm rates, $p_{fa}$, are shown for the floating-point implementations with 128 iterations, 192 iterations and 256 iterations for (a) Fast algorithm, and (b) Mult algorithm.
128, 192, and 256 iterations, for the Fast and Mult algorithms. As seen, the results are better for the Fast algorithm, but we know from previous discussions that the Mult algorithm converges faster in the good cases, so this will also be further considered.

B. WORD LENGTH OPTIMIZATION
A careful word length optimization has been performed to determine the minimum resolution of the signals while still being able to operate correctly. In addition, the maximum values have been determined by a combination of interval arithmetic and simulations. One example of the latter is the output of the \( A \) block that theoretically may require seven additional MSBs compared to the input as up to 87 \( p^{(k)} \)-values are summed for the selected \( A \) since the maximum number of ones in a row of the selected \( A \) is 87. However, simulation show that at most five additional MSBs are required in practice as not all the \( p^{(k)} \)-values will be close to one. Similarly, for the Fast algorithm, the subtraction of \( x^{(k)} \) from \( x^{(k+1)} \) results in a shorter output word length than the input word length. It can be seen from Figs. 5 and 7 that the values are correlated and do not change much between two iterations.

In the following, \( S \) and \( U \) denote signed and unsigned representation, respectively. The numbers following \( S \) and \( U \) are the number of integer and fractional bits, respectively. A negative number of integer bits denotes that the values have been determined by a combination of interval arithmetic in the logarithmic domain. The results in (16) to the \( \min(\max(.,.)\) -operation in Fig. 11. It can also be noted that (17) on rare occasions result in a small negative value, which is confirmed by simulations. Hence, \( \min(\max(.,.)\) -operations are performed before storing \( p^{k} \) as well to keep the word length limited and enabling storage of unsigned values only.

The resulting architecture with annotated word lengths is shown in Fig. 11. Rounding is here also performed for the input to the matrix-vector multiplication by \( A \), which significantly reduces the complexity of the computation by halving the input word length.

The implemented Fast algorithm can therefore be described as

\[
x^{(0)} = 0, \quad p^{(0)} = 0
\]

\[
x^{(k+1)} = \min\left\{ m, \max\left\{ 0, x^{(k)} - s^{(k)} \right\} \right\}
\]

\[
p^{(k+1)} = \min\left\{ m, \max\left\{ 0, x^{(k+1)} - s^{(k)} \left( x^{(k+1)} - x^{(k)} \right) \right\} \right\}
\]

where \( m \) is a vector of the largest positive value representable, \( 1 - 2^{-12} \).

2) MULT
As discussed earlier, the Mult architecture is partially based on computation in the logarithmic domain. The results in Figs. 10(b) and 10(c) show that the Mitchell logarithm approximation gives the same activity detection performance as using a lookup table.

As part of the word length optimization, the initial value of \( x^{(0)} \) was reduced from 1 to \( 2^{-7} \). This reduces the values of \( e^{(1)} \), allowing a reduced word length, without reducing the

\[
x(0) = 0, \quad p(0) = 0
\]

\[
x(k+1) = \min\left\{ m, \max\left\{ 0, x(k+1) - s(k) \left( x(k+1) - x(k) \right) \right\} \right\}
\]

where \( m \) is a vector of the largest positive value representable, \( 1 - 2^{-12} \).
detection performance. In addition, saturation was introduced in order to handle potential overflows of $\hat{x}^{(k+1)}$.

This leads to that the implemented Mult algorithm, partially in the logarithmic domain, is described as

$$\hat{x}^{(0)} = s$$

$$\hat{d} = \log_2(A^T b)$$

$$e^{(k+1)} = \log_2(A^T Ax^{(k)})$$

$$\hat{x}^{(k+1)} = \text{sat}(\hat{d} + \hat{x}^{(k)} - e^{(k+1)})$$

$$x^{(k+1)} = 2^{\hat{x}^{(k+1)}}$$

where $s$ is a vector with the initial value, $\log_2(2^{-7}) = -7$, and sat corresponds to saturating the result in case of overflow. The resulting architecture with annotated word lengths is shown in Fig. 12.

The structure of the used logarithm approximation with base 2 is shown in Fig. 13. It consists of a leading one detector (LOD) that outputs the position of the first one in the input word, with the MSB corresponding to 0. As there in general are $I$ integer bits, the value must be offset by $I-1$ to determine the correct integer part of the logarithmic value. The LOD value is also used to left-shift the input such that the leading one comes in the MSB position. This leading one is removed and the remaining part is used as the fractional part of the logarithm and combined with the integer part. Finally, as a zero input value will output the most negative output value, a simple saturation multiplexer is added. The programmable shift is realized using a 11-to-1-multiplexer, which provided the best synthesis results.

The logarithm approximation in Fig. 13 and the corresponding exponentiation require a significantly smaller area than using lookup tables and allow significantly higher clock frequencies. As the detection results are similar for both approaches, as seen from Figs. 10(b) and 10(c), only the Mitchell approximation version is considered in the following.

C. SUB-EXPRESSION SHARING

As mentioned in Section II-C, the number of adders for performing the matrix-vector multiplications by $A$ and $A^T$...
TABLE 2. Number of adders for the matrix-vector multiplications without and with sub-expression sharing in the implemented example.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>Adders Without</th>
<th>Adders With</th>
<th>Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>8064</td>
<td>5699</td>
<td>29.3%</td>
</tr>
<tr>
<td>A^T</td>
<td>7168</td>
<td>4709</td>
<td>34.3%</td>
</tr>
<tr>
<td>Total</td>
<td>15232</td>
<td>10408</td>
<td>31.7%</td>
</tr>
</tbody>
</table>

FIGURE 14. (a) Area and (b) power results at different clock frequencies for the matrix-vector multiplication with A with and without using sub-expression sharing.

FIGURE 15. (a) Area and (b) power consumption at different clock frequencies for the matrix-vector multiplication with A^T with and without using sub-expression sharing.

can be reduced. Here, we use an iterative two-term sub-expression sharing approach with the constraint that each addition should be performed at the minimum depth to keep the power consumption low. The results of this are shown in Table 2. As seen, a significant reduction is obtained compared to implementing the additions straightforwardly. For comparison, the other computations for the Fast approach are, as can be seen from Fig. 3, $3K + \tau_pT = 3200$ additions/subtractions and $2K$ multiplications, of which $K$ are reduced to a simple shift, so $K = 1024$ multiplications. For the Mult approach, $2K = 2048$ additions/subtractions, $K = 1024$ logarithm approximations, and $K = 1024$ exponent approximations are used, as evident from Fig. 4.

To further clarify the consequences of sub-expression sharing, the A and A^T matrix-vector multiplications have been synthesized separately for using the word lengths of the Fast implementation, i.e., the word lengths in Fig. 11. The area and power results are shown in Figs. 14 and 15 for A and A^T, respectively. It can be seen that although the reduction in area is not the $\approx 30\%$ expected, more for A and less for A^T, sub-expression sharing provides a significant area and power reduction.

1) SELECTING A

The number of ones in A is always $KT$, as each user uses $T$ pilots. This leads to that the number of adders without sharing is the same independent of the pilot hopping sequences: $KT - \tau_pT$ for A and $KT - K$ for A^T. However, by selecting different pilot hopping sequences, different sub-expression sharing results can be obtained. Therefore, one can try to optimize A to give fewer adders, while still having good detection performance. One may note that qualitatively, detection performance increases the more different the pilot hopping sequences are, while the sharing increases with similarities in pilot hopping sequences.

Similarly, one can see that decreasing the length of the pilot hopping sequences $T$ will lead to fewer adders, assuming that the number of users is constant. In [13], it was shown that detection performance scales with $\tau_pT$. Hence, to decrease the implementation complexity with similar detection performance, one may decrease $T$ and increase $\tau_p$. However, this will lead to that less time is available to transmit data.

D. IMPLEMENTATION RESULTS

Based on the previous analyses, three different design cases are considered. A design using the Fast algorithm and 256 iterations provides detection results close to the converged floating-point results as shown in Fig. 10(a). For the Mult algorithm, 192 iterations are used since increasing the number of iterations beyond that only gives a limited detection gain. As discussed earlier, the Mult algorithm converges faster for the good cases, but slower for the bad cases, so depending on channel conditions etc, the actual detection performance may differ, and the different approaches may be beneficial in different scenarios. Finally, the Fast algorithm with 128 iterations gives about the same detection performance as the Mult algorithm with 192 iterations and is also included. The design is identical, and it is only the number of iterations in the power simulations that differ. The corresponding ROC curves are shown in Fig. 16.

The designs were synthesized for increasing clock frequency and power simulated. The results in terms of area and power are shown in Fig. 17. It can be seen that the area and power is significantly smaller for the Mult algorithm,
although the maximum clock frequency is slightly higher for the Fast algorithm, 320 MHz, as compared to 300 MHz for the Mult algorithm.\(^3\)

It may at first seem a bit unintuitive that the power consumption for the Fast approach using 128 iterations is higher than when using 256 iterations. However, it should be noted that these results are against clock frequency, so the approach with 128 iterations can perform twice as many detections. Also, as illustrated in the following, the switching activity and therefore power consumption is reduced when the results converge. Similarly, the Mult approach using 192 iterations can perform more detections compared to the Fast approach with 256 iterations, but fewer than the Fast approach with 128 iterations.

In the following, the 250 MHz clock frequency designs are used. Considering the area curves in Fig. 17, this should be close to the minimum area design, as synthesizing for a lower clock rate will not decrease the area significantly.

To provide further insights here, the average power consumption was analyzed in blocks of 16 iterations. The results are shown in Fig. 18(a). As expected, the power consumption is high in the first iterations and decreases as the results converge.

Similarly, one can compute the energy required for one detection instance. This is shown in Fig. 18(b), where the 16 iteration block averages are used as underlying data. Here, it is clear that the total energy required for one detection is significantly lower for the Mult algorithm compared to the Fast algorithm. Even if 128 iterations are used for the Fast algorithm, about 250 nJ is required, compared to about 100 nJ for the Mult algorithm. Still, the Fast algorithm has better detection performance when more iterations are performed.

Finally, it should be pointed out that the current approaches can perform about one million detections per second. This is most likely too much in the current settings. However, it is possible that the future brings scenarios with higher detection rate requirements. Hence, in the meanwhile one can reduce the energy consumption further by power supply voltage scaling, leading to even lower power and energy consumption.

### E. COMPARISON WITH PREVIOUS RESULTS

As discussed earlier, to the best of the authors’ knowledge, the only other existing previous implementations of mMTC activity detection algorithms are [17], [18]. However, this is for the other type of scenario, non-orthogonal sequences, instead of the pilot-hopping scheme considered here. Also, [17] considers the case where each user can send different sequences and therefore transmit a few bits of information (four bits). Hence, the comparison is not fully relevant as such. The reported detection performance is better for both [17] and [18]. However, this will apart from the algorithm also depend on, e.g., SNR, sequence length, number of users, user activity etc.

The implementations in [17] and [18] can perform about 11600 and 289 detections per second, respectively, so significantly less than the proposed architectures. The implementation occupies about 5.1 mm\(^2\) and 1.14 mm\(^2\) chip area for [17] and [18], respectively in the same standard cell process, memories not included. This should be compared to about 0.7 mm\(^2\) and 0.4 mm\(^2\) for the Fast and Mult algorithms, respectively. Hence, both the proposed architectures occupy significantly less chip area.

The energy consumption for one detection is about 0.13 mJ and 4.5 mJ for [17] and [18], respectively. The Fast algorithm presented here requires about 250 nJ and 300 nJ for 128 and 256 iterations, respectively. The Mult algorithm requires about 100 nJ. Hence, the proposed approaches are several orders of magnitude more energy efficient.

Another advantage of the approaches in [17], [18] is that the pilot sequences are easy to change. In the approaches proposed in the current work, they are hard coded into the structure of the matrix-vector multiplications with \(A\) and \(A^T\). While this provides a very efficient implementation, it may have other drawbacks. However, one may imagine that a system comes with prepared user modules. This will for example guarantee that all users have unique pilot-hopping sequences. One can also consider to synthesize the proposed architectures to FPGAs, in which case the sequences are readily configurable through a re-synthesis of the \(A\) and \(A^T\) matrix-vector multiplications.\(^4\)

---

3. Can be increased to 320 MHz by using a different programmable shift with a small area increase.

4. The spectral radius is about the same for all matrices with the same parameters that have been tested.
IV. CONCLUSION

Two different architectures for activity detection in grant-free random access massive machine type communication based on pilot-hopping sequences have been proposed. They both solve a non-negative least squares problems, but with different algorithms. Both algorithms are iterative and with deterministic computations, enabling a high-speed implementation. It is shown that the fixed-point implementation of the fast projected gradient algorithm, Fast, provides detection results close to the converged floating-point realization. The multiplicative updates algorithm, Mult, is shown to converge faster for good cases, but slower for bad cases. It is partially implemented in the logarithmic domain to replace multiplications and divisions with additions and subtractions. Here, 192 iterations are selected, which gives a detection performance similar to 128 iterations of the Fast algorithm. However, the area and power/energy consumptions of the multiplicative updates algorithm is significantly lower. The energy consumed for one detection is about 100, 250, and 300 nJ for Mult with 192 iterations, Fast with 128 iterations, and Fast with 256 iterations, respectively, in a scenario with 1024 users and eight pilots, each with a length of 16.

The detection rate is more than one million detections per second, which is most likely too much for contemporary scenarios. However, future scenarios will most likely require an increased detection speed. It is also possible to reduce the clock frequency and power supply voltage to benefit from a lower energy consumption. Currently, the pilot hopping matrices are hard coded in the structure, requiring that the terminals must send the correct sequences. When implementing the same architecture on an FPGA, it is possible to change the pilot hopping matrices by reprogramming the FPGA. This is readily obtained as the architectures have code generators developed.
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