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Abstract

Personalisation of content is a frequently used technique intended to improve user engage-
ment and provide more value to users. Systems designed to provide recommendations to
users are called recommender systems and are used in many different industries. This
study evaluates the potential of personalisation in a media group primarily publishing
local news, and studies how information stored by the group may be used for recommend-
ing content. Specifically, the study focuses primarily on content-based filtering by article
tags and user grouping by demographics. This study first analyses the data stored by a
media group to evaluate what information, data structures, and trends have potential use
in recommender systems. These insights are then applied in the implementation of recom-
mender systems, leveraging that data to perform personalised recommendations. When
evaluating the performance of these recommender systems, it was found that tag-based
content selection and demographic grouping each contribute to accurately recommending
content, but that neither method is sufficient for providing fully accurate recommenda-
tions.
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CHAPTER 1
Introduction

The dissemination of news has always been an important industry, both for individuals and
society as a whole. Historically, newspapers were a main source of information for large parts
of the population, an industry with roots in the 16th century. Nowadays, the newspaper is no
longer the dominant force in the news dissemination market. Modern alternatives, starting
with radio, TV, and now internet-based services, have been encroaching on the news market
for a long time.

As a consequence, most publications operate both in a physical medium and through
web-based media. Newspaper publishers have their own websites, apps, podcasts, and for-
ums. When entering this market, which has strong competition for user attention from many
different sources, publications need to find new ways to improve their services and boost
customer interest and retention.

One of the main ways to do this is through the personalisation of content. In contrast to
physical media, where cost efficiency is closely tied to scalability and distribution potential
relies on mass production, web-based media allows for content to be customised more closely
to the needs and wants of individual users. This idea, of tailoring the user experience to the
context of each user, is usually called personalisation of content.

Personalisation of content is not a new idea, but has been made easier by the rapid im-
provement of computer power during the last decades. Today, personalisation is used by
many web-based services, such as social networks, trading sites, and, indeed, news media.

Personalisation is still a topic of frequent study, and techniques for optimising personalisa-
tion and personalising new types of content are continuously developed. With the evolution
of data gathering and the availability of data warehouses containing tremendous amounts of
user information, the sources to use when designing personalisation models are more diverse
than ever. As such, personalisation becomes not only a question of whether or not it is pos-
sible but instead of which information is significant and how to analyse this information in
an efficient and valuable way. A common methodology for personalisation is grouping users
into categories by their browsing habits and the browsing habits of their peers.

1.1 Aim

This report evaluates the personalisation potential in a business in the news sector. The study
aims to evaluate which data is relevant and effective for personalisation purposes and de-
termine different personalisation models’ efficiency. The project’s practical goal is to develop,
or create a framework for, an application for personalising news content from Norrköpings
Tidningars Media AB (NTM) to their customers, applying the models from the study

1



1.2. Research questions

. The possibility of using demographic information for user segmenting and recommend-
ations is especially interesting for NTM, as the organisation is interested in finding ways to
engage demographic groups which are generally less engaged in their content. As such, eval-
uating the potential usefulness of demographic information is also an aim of the study.

1.2 Research questions

This study aims to answer the following research questions:

1. What structures and correlations in NTM’s database are relevant when designing a re-
commender system?

2. Is tag-based content selection useful for personalised recommending of news articles?

3. Is segmenting by demographics a viable method for accurate content recommendations
for editorial content published by NTM?

1.3 Delimitations

The study is performed at NTM, and as such, any systems developed during the study are
tailored to the infrastructure present in NTM’s data systems. The data used is only taken from
NTM’s data warehouse. As such, all methods may not be directly applicable in the general
case. There will, however, be a thorough description of the data and infrastructure used to
contextualise the results.

All results of the study are short-term in nature, as the study is performed during a short
time period, and since there is no opportunity to evaluate how user behaviour may change
due to the implementation of systems in this study. The study does not attempt to determine
the long-term effects of using the developed model for newsletter personalisation.

The content published by NTM covers a wide range of different content types. This study
will focus only on editorial content written by NTM, excluding other content categories such
as informational, commercial, and externally produced content.

Due to time and availability constraints, the effects of the recommender system will only
be tested offline. As such, results will be presented using metrics such as accuracy, coverage,
and diversity, as defined in prior studies in the area of recommender systems, rather than by
studying actual changes in user behaviour.

2



CHAPTER 2
Background

Norrköpings Tidningars Media AB is a Swedish media group with a focus on newspaper
distribution. NTM currently has about 300 000 subscribers and owns more than 20 pub-
lications, most of them local subscription-based newspapers, but they also have some free
publications. NTM currently focuses on the digitalisation of its services and provides more
than 50 000 digital subscriptions. As part of their operations, they send regular newsletters
to their subscribers containing recent news and other offers, as well as recommend content
on current topics on their website. As part of their digital operations, they have a data ware-
house containing statistics about subscriber habits. However, there is currently no relation
between these systems, meaning that the user data is not currently used for tailoring the user
experience of their services. Currently, content is presented on NTM’s websites according to
an algorithm using a variable describing the different articles’ news values, along with other
stats such as number of reads during a given period of time.

This study aims to bridge the gap between these systems by structuring the user data and
providing an interface to process this information. The processed data can then be used to
generate appropriate personalised content automatically.

2.1 Database structure

The data used in this thesis is provided by NTM Innovation and comes from a database
in their data warehouse (DW), which has over 80 tables and millions of tuples. The data
warehouse contains information about users, articles and subscriptions.

The data is stored in a relational database. The following sections describe relations rel-
evant to the study in detail, focusing on the content applicable to this study. Note that the
following descriptions are not necessarily the full contents of each relation, but instead the
fields and content relevant to this study. A simplified UML of the database can be found in
fig. 2.3 on page 8.

User

The user table is the main source of information relating to specific users, and contains much
of the information relevant to the study. The following fields seen in table 2.1 are of import-
ance to the study:

3



2.1. Database structure

Table 2.1: User table.

ID Uniquely identifies a user, and is stored as a numeric value. This ID is
used when identifying the user in other tables.

Gender Stored as a character, and may be M for male, F for female, U for unspe-
cified or finally X or null for not set.

Birth date Stored as a date.

User TypeID

Is used to differentiate between different types of users. It is represen-
ted by a numeric value, with different values representing different user
types. Examples of user types are PERSON, EMPLOYEE and COM-
PANY.

Subscription package

The subscription package table contains information about different subscription types as
seen in table 2.2 below.

Table 2.2: Subscription package table.

Package Code Uniquely identifies a record in the table, and is stored as a string.

ClassificationID

Stored as an integer, describes the type of subscription for the pack-
age. Status codes 2 and 3 represent digital subscriptions, and require
no differentiation for the purposes of this study. Status code 1 instead
represents a subscription to the physical paper.

Subscription

The subscription table contains information about subscriptions connected to different users.
The following fields in table 2.3 are of importance to the study:

Table 2.3: Subscription table.

Subscription ID A unique identifier for each subscription, represented by an integer
value.

User ID Used to relate each subscription to a specific user, and matches the ID
found in the user table.

Status code

Represents the state of the subscription, stored as a string, having nu-
meric values. For the purposes of this study, an active subscription may
have any of the status codes 00, 01 or 02, representing Activating, Active
and Suspended, respectively.

Product code Identifies the type of subscription, and correlates with a Package Code in
Subscription packages.

IsActive A boolean describing if the given subscription is active or not.

Job

Each job represents an instance of some content which may be published by NTM. Examples
of jobs are news articles, editorials and informational texts. Relevant fields can be seen in
table 2.4 below.

4



2.1. Database structure

Table 2.4: Job table.

JobID Uniquely identifies each job, stored as an integer.
Headline A string containing the headline of the article.
Content length Stored as an integer, representing the length of a job.

News Value
An internal ranking of the news value of a given job. Used to classify
the relative importance of jobs. Represented by an integer from 1 to 6,
where 1 is the lowest and 6 is the highest.

Published Date The date that the job was published.

Job Statistics

The job statistics table is used to keep track of reading statistics for jobs. Each record contains
both a job and user ID as seen in table 2.5, making it possible to keep track of which articles
have been read by what users.

Table 2.5: Job statistics table.

ID Uniquely identifies an entry in the table.
User ID Identifies the user having read the job.
Job ID Identifies the job being read.

Client ID Represents the client, such as a web page or application, where the job
was read.

Created date Represents the day the user read the job.
Created time Represents the time of day the user read the job.
Read time Stores the amount of time, in seconds, the user spent on reading the job.
Is read A boolean value describing whether the user read the job or not.

Tags

A tag is a descriptor of the job content or the type of job. The content of the tag table can be
seen below in table 2.6.

Table 2.6: Tags table.

ID Uniquely identifying the tag.
Identifier An alternative identification.
Table Name A label describing the type of the tag
Name The label of the tag.
Parent Name The label of the parent tag.
Parent ID The ID of the parent tag.

All tags are stored in a table in the database as shown in table 2.6 above. The tags are
further organised into tree structures using the Parent ID field. The root nodes in each tree
have no parent. All other tags have a parent describing a more general classification to which
the tag belongs. The TableName field is used to separate tags into different types, and the
database contains views built from this field to simplify finding and categorising tags. Some
of these types are described in table 2.7 below.
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2.1. Database structure

Table 2.7: Tag type table.

Content Describes the type of a job.

Entity May be a person, organisation, location or other entity mentioned in the
job. Each article may have none or many entity tags.

Story
Used to correlate jobs on the same topic. For example, an article and
a later reply to that article may have the same story tag. Each job may
have up to one story tag.

Category Describes the areas of interest of a job.

Below, some of the tag structures are described in further detail.

Content tags

Content tags are organised into separate trees depending on the content type. An example
of these tree structures can be seen in section 2.1 below. The most important tags for this
study are tags belonging to the Editorial tree, specifically the Job sub-tree. These tags describe
the type of the job, serving as a comprehensive classification system. They may be a broad
topic, such as Sport or News, or, when not describing articles, something describing the type
of content, such as Informational. In the Editorial-Job sub-tree, there are nodes and leaf nodes
marking content coming from other sources such as the news agency TT (Tidningarnas Tele-
grambyrå) and automated content from a company called United Robots. These tags can help
in filtering out content less relevant to NTM. In the content tag tree, only the leaf nodes are
available for use. A job may not, for example, be tagged with the Job tag, but may be tagged
News or Sport. Each job must have exactly one content tag.

Editorial

Job

Media

News

Sport

Culture

Figure 2.1: Excerpt showing content tag structure.

Category tags

Category tags provide a more nuanced classification of content compared to content tags.
Each job may have any number of category tags and may also lack category tags altogether.
The category tags describe the areas of interest to which the job is relevant. Each main area

6



2.2. Demographics

of interest has a separate tree, where a general descriptor tag serves as the root. From the
root, child nodes serve as a more specific categorisation. An example of this can be seen
in section 2.1. Category tags on any tree level are available for use, including root and leaf
nodes, in contrast to content tags, where only leaf nodes are used. For example, a job may
be tagged both Schools and education and Universities. A job may also have tags belonging to
different categories, such as being tagged both Universities and Biotechnology.

Science and technology Biomedicine

Biotechnology

Pharmacolocy

Schools and education

Private schools

The school system

Higher education

Preschool

Universities

Figure 2.2: Excerpt showing category tag structure.

Job tags

The Job tags table stores which tags apply to each job, an example of this can be seen in
table 2.8 below. Each job-tag relation is stored as a separate record.

Table 2.8: Job tags table.

Job ID The ID of the job to which the tags apply.
Tag ID The ID of the tag applied to the job.

Is main A boolean value describing whether the given tag is the main tag of the
job, or not. Primarily used for front-end presentation.

2.2 Demographics

This section contains demographic information regarding the age and gender of users. This
information is based on users classified as PERSON in the database, meaning no organisa-
tions or employees are included in the data set. Further, only users with active subscriptions
for digital newspapers are included since users with only physical copies of newspapers and
inactive users are not relevant for this study.

Gender

Gender distributions can be seen in figure 2.4. There are more male users than female users,
though both groups are significantly represented. In addition, gender information is un-
known for a large part of the user base. The information these demographics are based on is
self-reported, which explains the large share of unknowns.

7



2.2. Demographics

Subscription

SubscriptionID in

UserID int

StatusCode varchar(10)

ProductCode varchar(10)

IsActive int

JobStatistics

ID int

UserID int

JobID int

ClientID int

CreatedDate date

CreatedTime time(0)

ReadTime samllint

IsRead bit

SubscriptionPackage

ID int

PackageCode varchar(25)

ClassificationID nchar(10)

Job

JobID int

Headline nvarchar(1024)

ContentLength int

NewsValue tinyint

Users

ID int

Gender char(1)

BirthDate date

UserTypeID tinyint

DimTags

ID int

Identifier varchar(36)

ParentName nvarchar(128)

ParentIdentifier varchar(36)

Name nvarchar(128)

JobTags

JobID int

TagID int

IsMain bit

Figure 2.3: Simplified UML of used tables

(a) (b)

Figure 2.4: Gender demographic information of users with active subscriptions including
unknown (a) and male/female only (b).

8



2.2. Demographics

Age

The age distribution of users is available in figure 2.5. The mean age of people in the data
set is 53.57, with the median being 54 years old. According to Statistics Sweden [24], the
corresponding values for the Swedish population is 41.43 and 40.64, respectively. The users
of NTM’s services are generally significantly older than the population in general.

The data also contains anomalies that are important to point out. For example, there are
a significant amount of users reported to be 121 years old. Since there are no people of that
age in Sweden, this must be concluded to be incorrect and considered another artefact of the
self-reported nature of the data. Looking at specifics shows that many people simply enter
1900-01-01 or similar dates as their date of birth.

Figure 2.5: Age demographic information of users with active subscriptions
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CHAPTER 3
Related Work

This chapter contains information about works related to the areas of interest of the study.
First, works regarding recommender system classification and implementations are presen-
ted, followed by works regarding evaluation of such systems, and finally, previous works on
the ethical considerations of recommender systems are presented.

3.1 Recommender system implementations

Recommender systems are tools or techniques that provide users with relevant and com-
pelling suggestions. It is commonly used by most online media content providers, in some
way or another, to increase user satisfaction [21]. Meteren and Someren [25] describe recom-
mender systems as specialised information filtering systems, which classify items as either
relevant or irrelevant to the user, with items the user has previously found interesting as the
training set.

According to Melville and Sindhwani [16], recommender systems can be broadly categor-
ised as being based on collaborative filtering or content-based filtering. Collaborative filtering
systems work by extrapolating the expected rating of items due to the interest of peers, and
recommending items that are likely to be of interest to the user. Content-based filtering in-
stead uses previously consumed media to model the properties of products the user is likely
to enjoy.

Meteren and Someren [25] implement a content-based filtering system for a website. In
their study, they represent different terms using a vector space model, where each document
is represented by a vector, and each dimension corresponds to a different term. The terms
are weighted by their appearance frequency in documents. Frequent appearance in a spe-
cific document increases the weight, while frequent appearance in all documents decreases
it. Chen and Chen [5] developed a group-based recommendation system for music using
content-based filtering, where recent user transactions were analysed by user-group and the
transactions weighted by recency. Their recommender system used features such as pitch
values, tempo and loudness to cateogorise the tracks. They then used the resulting inform-
ation to build a preference table for the user, with weighted preferences for the different
groups. Son and Kim [23] employ a content-based filtering approach in conjunction with
multi-attribute networks to address some of the most prevalent issues in content-based fil-
tering approaches, such as over-specialisation, using the MovieLens dataset which contains
user ratings for various movies, along with additional attribute information collected from
the internet movie database, IMDB 1.

1https://www.imdb.com/
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Herlocker et al. [11] present an algorithmic framework for collaborative filtering. They
study different correlation techniques and recommend methods depending on the data set.
They also promote the importance of using a significance weight to ensure that correlates
with little relevant information are not given undue importance. They also describe a non-
personalised algorithm for use in cases where there is not enough data for personalisation.
They define collaborative filtering approaches as grouping users by finding matching historic
interests.

Basilico and Hofmann [2] propose a hybrid approach based on both content-based and
collaborative filtering. Their approach allows for extracting features from both users and
items to generalise classification over user-item pairs. They found that a combined approach
yielded good results, especially in cases where little information is available.

Yao and Harper [28] study the relative effectiveness of different recommender systems.
They compare methods using data such as user ratings of items, clicks during the current
session, tags, or review content. They found that in the domain of movie recommendations,
the content-based approach performs better than the other methods, yielding higher user-
rated similarity and recommendation scores.

Braak et al. [3] study user profile clustering for collaborative filtering. Scalability is an
issue in content recommender systems. When using larger databases, there is a trade-off
between performance and accuracy. They found that by partitioning the data based on user
characteristics, performance can be improved. Carvalho et al. [4] have previously shown
that recommender systems for personalisation of newsletters using browsing history and
clustering can be effective.

Wang et al. [26] evaluate a recommender system using demographic information for user
classification. Users are grouped by age, gender and other applicable information. They
found that the model could make accurate recommendations given sufficient data but per-
formed poorly in cases where available data was sparse. Al-Shamri [22] compared different
types of demographics-based recommender systems in the domain of movie recommenda-
tions. He obtained the best results using an algorithm that groups users on each variable,
such as age and gender, separately. The results for the categories each user belonged to were
then averaged to obtain a personalised recommendation.

3.2 Evaluation of recommender systems

The accuracy of recommender systems is only one important consideration, and other factors
also need to be considered. McNee et al. [15] claim that focusing only on accuracy severely
limits the potential of recommender systems. They highlight the need for analysing the simil-
arity of recommendations to limit the risk of overly homogenising the content recommended
to users. They also highlight the concept of serendipity, defined in this context as recom-
mending items that are unexpected and positive. McNee et al. also highlight that different
users have different needs, such as new users needing highly related items to establish trust,
while more experienced users may need more diverse recommendations.

Maksai et al. [14] study how offline metrics, i.e. metrics that are not obtained from live
use, can be used to measure the effect of recommender systems. They used a combination
of different metrics such as diversity, measured as the dissimilarity between items; novelty,
measuring how new an item is to the user; serendipity, being unexpected and beneficial; and
coverage, what proportion of items are ever recommended at all. They found that using such
metrics leads to better recommendations overall, compared to only measuring the accuracy
of results.

Wen et al. [27] study the possibility of using post-click feedback for content recommend-
ation. Traditionally, all viewed items are treated as equal in content recommender systems.
However, more information about user engagement can be gained by also analysing how
users act after the click. Wen et al. claim that more than half of clicks result in skips, i.e.,

11



3.3. Dimensionality of data

the content is not consumed. They conclude that taking post-click feedback into account can
significantly improve the matching potential of content recommender systems.

3.3 Dimensionality of data

Liu and Motoda [13] describe methods for handling data with many dimensions. They define
feature construction as the creation or inference of additional features which may be more
useful for analysis. Feature extraction is the process of extracting new features from existing
features, through some mapping process which transforms the data. Subset selection is the
process of selecting only a few features deemed to be significant, and discarding the others.
Such techniques are useful, as high dimensional data is difficult to analyse efficiently. A
common problem is that the samples needed to estimate a function grows exponentially with
the amount of dimensions of the function, the so-called curse of dimensionality [6].

3.4 Ethical considerations

Milano et al. [17] describe the ethical challenges relevant to user profiling and recommender
systems. There are ethical considerations to such systems since they shape the individual
experience of environments where they are used. Wrongful use of such systems risks in-
fringing on, among other things, the privacy and autonomy of users if handled without care.
Harambam et al. [10] study the users’ impressions of filtering systems in the news domain.
They find that post-recommendation filtering does not give users a sense of control over the
recommender system, and is met with distrust. They find that systems that allow for cus-
tomisation pre-recommendation, such as the users’ ability to see their history or manually set
preferences, give much better user impressions. They do not, however, study how such user
control affects the effectiveness of recommender systems.

The development of filter bubbles, that is, the risk of personalisation leading to isolating
users to content already matching their interests or views, is complex. Nguyen et al. [18]
study the effect of personalisation systems on filter bubbles by analysing individual users’
content diversity. They found that personalisation systems have a narrowing effect on the
consumed content of users. However, they also found that the narrowing effect was mitig-
ated for users who closely followed the recommendations. They argue that there might be a
natural narrowing effect in some domains when users solidify their habits and preferences.
Further analysing this effect, Aridor et al. [1] found that while recommender systems may
alleviate filter bubble effects in some cases, they also increase homogeneity in the habits of
the user base.
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CHAPTER 4
Theory

This chapter contains the theoretical background the study is based on. Statistical tools rel-
evant to the data processing phase of the study, as well as common metrics used to evaluate
recommender systems are presented.

4.1 Statistical tools

This section covers some of the statistical tools used in data analysis.

L2 normalisation

The l2-norm, or the square norm, defined for a vector x = (x1, x2, . . . , xn) as:

|x| =

g

f

f

e

n
ÿ

k=1

x2
k

[12, p. 1081] is used to normalise a row of a matrix, or a series, by dividing each element with
the l2-norm, so the sum of squares for the row, or series, equals 1. Normalising is necessary
when the data set has different scales and is often used with dot products, clustering and
correlations.

Pearson’s correlation

Correlation is used to measure the statistical relationship between two continuous variables.
Pearsons’s coefficient correlation measures linear correlation and is defined for a sample of
size n as:

rxy =

řn
i=1(xi ´ x)(yi ´ y)

b

řn
i=1(xi ´ x)2

b

řn
i=1(yi ´ y)2

Hierarchical clustering

Hierarchical clustering, as described by Nielsen [19], is a method used to partition a data set,
in order to cluster similar entries within the data set together. The method initially considers
each entry in the data set as an individual subset, and iteratively groups the subsets closest
to each other, according to a distance metric, creating larger subsets. This process continues
until all entries have been clustered or a desired number of clusters have been created. This
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process allows for analysing the clusters on multiple levels, to find inherent structures in
the data set, by tracing the process and studying the distance between subsets on different
clustering levels.

Hare quota

The Hare quota is an implementation of the largest remainder method used to proportionally
assign categories to a given number of discrete slots. The method works by first re-scaling
the input parameters to a proportion of the total amount of available slots. Then, categories
are assigned in accordance to the integer amounts obtained for each item. The remaining
slots are then filled in order by which categories have the largest remainders, until all slots
are filled. This method is frequently used when filling seats after elections, as described by
Pukelsheim [20], but may also be applied in other contexts with similar requirements.

Formally, assume a number n of slots si, and a number of candidates cj, where each can-
didate has a score csj, summing to a total score of S. Assuming that the score is of an arbitrary
scale, first scale all scores to a proportion of the available slots by calculating, for each csj:

cspj =
csj

S
¨ n

This gives a set of weights such that
řn

j=1 cspj = n, giving a proportionate alloctaion of
slots to each candidate. Since the slots are discrete, for each candidate, calculate tcspju, giving
a number of secured slots for each candidate. Finally, calculate the remainder of each candid-
ate, csprj = cspj ´ tcspju. The number of slots remaining can be calculated as p =

řn
j=1 csprj.

Finally, assign an additional slot to each of the p candidates with the highest remainder, csprj,
giving the final distribution of slots among the candidates.

4.2 Evaluation metrics

This section contains definitions for metrics which are commonly used for evaluating recom-
mender systems.

Accuracy

Accuracy is a measure of how well recommended content matches the preferences of users.
In this study, the following metrics are considered for measuring the accuracy of predictions.
Mean absolute error (MAE) and root mean square error (RMSE) are commonly used to cal-
culate the accuracy of results. Al-Shamri[22], and Frémal and Lecron [9] both use MAE and
RMSE to evaluate the accuracy of their recommender systems, using the predicted ratings
compared to actual ratings of item to generate the individual error values.

Mean absolute error

The mean absolute error (MAE) measures the magnitude of errors when comparing predic-
tions to actual values. The general formula for MAE is

MAE =

řn
i=1 |yi| ´ |xi|

n
Here, yi is the prediction and xi is the actual value.

Root mean square error

Similarly to MAE, the root mean square error (RMSE) is used to determine the error of an
algorithm. In recommender systems, it may be used in conjunction with MAE or individu-
ally. RMSE may be used as a measure of stability, as it is sensitive to highly accurate results.
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For example, A low MAE and high RMSE may indicate that most results are good but with
significant outliers. The general formula for calculating RMSE is:

RMSE =
b

MSE(θ̂) =
b

E((θ̂ ´ θ)2)

Here θ̂ is an estimator and θ the parameter in question.

Percent correct predictions

The percent of correct predictions (PCP) measures the proportion of correct predictions made.
In the domain of recommender systems, PCP may be calculated by recommending items to
a user and comparing the list of recommendations to consumed content. Al-Shamri [22] uses
PCP as the percent of corrected items to the total amount of ratings in the test set of each user.

Coverage

Coverage is a measure of how much of the total set of items are recommended by the recom-
mender system. Coverage may be obtained by calculating the proportion of items recommen-
ded compared to the complete set of items available for recommendation. High coverage is
desirable, as more items are exposed to users, and fewer items are missed. Maksai et al. [14]
use coverage in their results.

Diversity

Diversity is a measure of how different recommended items are to each other. High diversity
is generally desirable since low diversity means that some user interests may be disregarded
and increases the risk of creating filter bubbles. Maksai et al. [14] presents several different
alternative diversity metrics.
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CHAPTER 5
Method

This chapter describes the method used to perform the study. The chapter is divided into
parts, first describing the data selection process, followed by the implementation environ-
ment of the recommender systems, the features used when designing them, their implement-
ations and finally a description of the testing procedure, including a description of the data
set used for testing.

5.1 Data selection and analysis

This section contains information regarding the analysis and selection of data used as the
basis for algorithm development. As described in section 3.1, recommender system imple-
mentations are constructed based on the data set for which they are used, and the data ana-
lysis described in this section is intended to classify and define data structures and correla-
tions which may be used for recommending items from NTM’s data warehouse.

User data selection

As described in 2.1, the user information stored contains a wealth of user data, much of
which is not directly relevant to the study. The database contains information about users that
may or may not have an active subscription, which in turn may not be related to any digital
services. Hence, only active users with digital subscriptions were selected for the study to
obtain a representative user group. Further, this list of users was filtered to only include
users of type PERSON to exclude other types of users, such as employees and organisations.

As a result of this filtering, the user group is representative of customers of NTM, which
are the intended target for personalisation. This filtered user group contains about 40 000
users. User types other than PERSON are not considered to be relevant, as they have different
habits compared to regular users. For example, EMPLOYEEs read articles often not because
of personal interest, but because of professional commitments, meaning that their interests
can not be assumed to follow similar patterns to other users.

Category tag selection and processing

Category tags, also called Structure tags, is one of the most common tag types used in the
classification of news content. In total, there are just under 1000 different category tags in
the database, around 900 of which are in use. As the study focused on performing grouped
personalisation, it was concluded that handling each different tag separately was not feasible.
Instead, the category tags were grouped by root parent tag, resulting in a list of 20 tags for
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analysis, representing broad areas of interest. The list of root category tags can be found in
table A.1.

Since a job may have multiple category tags, including multiple category tags of the same
root category, statistics regarding categories in the data set only count each category once for
each job. For example, if one job has one tag related to Politik and four tags related to Samhälle
och välfärd, each category will still only be counted once.

Content tag selection

Content tags are the other major source of content information, aside from category tags. As
all jobs have a content tag, they are useful for broadly categorising the type of content in a
given job. Among these tags, there are content types that are not of interest to this study, such
as marketing content, or purely informational content, such as technical information about
sites and services. As such, only jobs with content tags belonging to the Editorial-Job sub-tree
were considered in this study. These tags all refer to news articles, editorials or other news
content. A list of these tags can be found in table A.2.

Job selection

The jobs data set used in the study contains many unpublished jobs, meaning that the relative
distribution of job types or tags present in the database may not match the distribution of such
content available for users. For example, a journalist may have created multiple drafts of an
article, finally publishing only one, which may skew statistics. Thus, to ensure that the set
of jobs used as the basis for this study were representative of the actual content distribution,
only published jobs were included in the analysis.

Data selection

This chapter describes the statistics gathered from the data set described in previous sections.
The following data was gathered for analysis:

• Users matching criteria, including age and gender information

• Category tags, and their respective root parent identifications

• Content tags

• Jobs

• Root category tags of jobs

• Content tags of jobs

• Jobs read by individual users

• Total jobs read, categorised by tags

Data processing

The data extracted from the data set was used to find patterns and correlations in user be-
haviour for use in determining the appropriate functionality of the grouping algorithm. The
following relationships were studied:
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Tag reading correlation and grouping

To study possible correlations between interest in different tags, reading statistics grouped by
tag and user were collected from the data set. The data was stored in a matrix where each row
represented a user, and each column represented a tag. The values represented the number
of articles read with a given tag, for each user. As the amount of total articles read is highly
variable between users, the reading statistics for each user was L2 normalised, explained in
section 4.1, to eliminate the influence of differing scales from the data. This normalisation
ensures that correlations arising from the fact that users who read more articles having one
tag usually read more articles in total. Pearson correlation, explained in section 4.1, was used
to find any correlations in the resulting data set, resulting in a correlation matrix containing
the Pearson correlation between each tag pair. This process was performed separately for
category tags and content tags, as they have different purposes in the system.

Additionally, hierarchical clustering was used to further group tags. The clustering was
based on the correlations between tags, and the correlation matrix was used to derive a dis-
tance matrix by, for each pair a;b, calculating 1 - abs(corr(a,b)). As such, tags were clustered
both on strong correlations and strong negative correlations.

Content distribution and reading statistics

Interest in a tag or type of content is measured through the number of articles read with that
type of content. As such, it is important to determine to what extent interest in a particular
type of content depends on the availability of such content. The proportion of content hav-
ing different tags was calculated, as well as the proportion of content read having different
tags. These statistics were used to determine the relationship between content availability
and interest.

5.2 Recommender system implementation

The test implementations of the recommender systems were developed in Python1 us-
ing industry-standard frameworks such as pandas2, matplotlib3, numpy4, scikit-learn5 and
scipy6. The test environment was created to easily test different implementations and calcu-
late various performance metrics. These implementations use local copies of database tables
to ensure consistency between tests, and reduce the load on the database during testing.

This section first describes the features used in the recommender systems, followed by the
evaluation metrics used to gauge their performance, and finally describes the implemented
recommender systems.

5.3 Recommendation features

Based on the results of the data analysis phase of the study (see section 6.1), it was decided to
focus on the following features when recommending content:

• User demographic information

• User tag interest

• Article news value

1https://www.python.org/
2https://pandas.pydata.org/
3https://matplotlib.org/
4https://numpy.org/
5https://scikit-learn.org/stable/
6https://www.scipy.org/
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• Article age

• Article tags

These features were used in different combinations to evaluate how to best implement the
recommender system. Descriptions of the different features and how they were processed can
be found below.

User demographic information

For recommender system implementations grouping users by demographics, users were di-
vided into groups based on age and gender as can be seen in table 5.1.

Table 5.1: Demographic user segments

Gender Age

Male

< 30
30 - 49
50 - 69
>= 70

Female

< 30
30 - 49
50 - 69
>= 70

Unknown

< 30
30 - 49
50 - 69
>= 70

User tag interest

Interest in different content and category tags was used as a primary feature for recommend-
ation in the tested recommender systems. The tag segments used were content tags and cat-
egory tags. User interest in different tags was calculated by aggregating the number of reads
of articles having certain tags during a period of time, for each user. The number of articles
read with different tags were then L2-normalised to obtain a measure of interest in different
tags independent of the amount of content read by each user. Content tags and category
tags were treated as separate features for the purposes of this study, and were separately
calculated and normalised in all tested algorithms. For algorithms using user segmenting
strategies, the segment’s aggregate interest in different tags was calculated by averaging the
interests of each individual user in the segment.

Content tags were treated as-is, with each content tag in table A.2 being treated as a dif-
ferent dimension of interest. Tags related to TT and United Robots were excluded, as they
represent externally produced content, and therefore not relevant to the recommender imple-
mentations. Category tags were aggregated on the root level categories, as shown in table
A.1.

As interest in various tags changes over time and are dependent on external factors such
as the amount of published content and current trends and happenings, the user tag interest
was calculated using an exponentially weighted mean. Tag interest was calculated separately
for each month of observation, each month weighted as follows:

x0 = m0

xi = 0.5 ¨ xi´1 + 0.5 ¨mi
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Article news value

The news value of an article was directly available in the database and was used as-is, with
no further processing.

Article age

Article age was used as a parameter for weighting articles for recommendation. It was meas-
ured in days since publication.

Article tags

Article tags were used as a parameter for weighting articles for recommendation. Content
tags were used as-is, with no further processing. Category tags were grouped by root tag,
and multiples, having more than one tag in a category, were not considered.

Client

Each article may be published to one or more clients, representing the different newspapers
published by NTM. Likewise, each user subscription allows for the reading of articles pub-
lished to one or more given client. As users can only access articles published to a specific
client, or clients, users should only be recommended articles matching their access. All im-
plemented recommender systems select only articles available for the subject to read.

Client information is not directly available in the database used in this study.Job-client
and user-client relations were instead obtained from the Job Statistics table, as described in
2.5. For the purposes of this study, each job-client and user-client relation was considered
a separate entity, such that each article appears in the list of jobs for each of its clients, and
users with access to multiple clients appear in all the sets of users with clients matching any
of the user’s available clients. As such, a user may, for example, receive recommendations
from multiple clients to which the user has valid subscriptions, but the user’s interests and
history for each client are treated separately.

5.4 Recommendation performance metrics

This section contains information about the ways the performance of the recommender sys-
tem was evaluated. Since the results were only measured in offline tests, established metrics,
as defined in 4.2, were used to gauge the effectiveness of the system. These metrics were
adapted to the studied domain, and definitions of the used metrics can be found below.

In all tests, the measurements were performed for individual users, where applicable. For
example, when measuring the accuracy of predictions, the accuracy was measured for each
individual in each group. The overall performance of each group was then calculated as the
average for each user belonging to the group. As users within groups may have different
preferences, this gives a better measure than evaluating only on the group level.

Error metrics

Given a user u, a set Tu of user-preferred tags , and an article a recommended to a user, having
a set Ta of tags, the error in a recommendation is:

ERRa = |tx|x P Ta ^ x R Tuu|

Given a set Au of n articles recommended to a user, with ai as the i:th article, the average
error for that user is then:
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ERRu =

řn
i=1 ERRa(ai)

n
For a set U of n users, the mean absolute error can then be calculated as:

MAE =

řn
i=1 |Erru(ui)|

|U|

Similarly, the root mean square error can be calculated as:

RMSE =

d

řn
i=1 Erru(ui)2

|U|

A tag is considered to be preferred if the user’s interest in the tag is above a threshold
value.

Percent correct predictions

Given a user u, a set Ar of possible articles for recommendation, a set Aru Ď Ar of recom-
mendations given to u, and the set Au of articles read by u, the set of correct predictions is
Ac = tx | x P Aru ^ x P Auu. The percent correct predictions, PCP is calculated as:

PCP =
|Ac|

|Aru|

The percent correct predictions for a set U of n users is then, with ui as the i:th user:

PCPU =

řn
i=1 PCP(ui)

|U|

Coverage

Given a set of possible articles Ar for recommendation, a set U of users and a set AUr Ď Ar of
recommendations given to U, , the coverage of the recommendations is:

COV =
|AUr|

|Ar|

Diversity

Given set U of users, the set Ar of articles a recommended to those users, a set T of tags and
the set TAr Ď T of tags present in articles in Ar, the diversity of Ar is:

DIV = |TAr|

Execution time

Since run-time efficiency is generally important in software systems, the execution times of
the different recommender systems were evaluated in the test environment. The time from
start of run to completion was measured 10 times and averaged for each recommender system
setup, to gauge the relative performance of the different systems. As this measurement is
especially sensitive to the differences in the test system and live system, these times will not
be accurate to the time of execution in the live system, and are instead intended to give an
estimate of the performance of the different recommender systems for the sake of comparison.
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5.5 Tested recommender systems

Using the features defined in 5.3, recommender systems using these features in different ways
were tested. This section contains descriptions of these systems. The implemented recom-
mender systems are primarily based on previous content-based recommender systems, as
described in section 3.1.

Tag-Weighted Recommender

The tag-weighted recommender assigns a weight to each article available for recommenda-
tion depending on the preferences of the given group or individual to which to recommend
articles.

Given that a subject s of recommendation, has a set Psca of preferences, consisting of the
normalised interest in each different root-level category tag, and each article has a set Ta
consisting of the root-level category tags which are represented in the article, then the tag
preference score Pscaa for that user and article can be calculated as the sum of the values in
Psca corresponding to category tags present in Ta.

Each subject also has a set Psco of preferences, consisting of the normalised interest in
each content tag. Correspondingly, each article has one content tag. Then, the content tag
preference Pscoa is the interest value in Psco corresponding to the content tag of the article.

Each article available for recommendation is then given a weight Wsa calculated as:

Wsa = weightNewsValuea ¨NewsValuea +weightAgea ¨Agea +weightPscaa ¨Pscaa + Pscoa ¨weightPscoa

Then, the articles with the highest weight are picked for recommendation. The number of
articles to recommend may be adjusted.

Different values for the weights were experimentally tested, to determine how the various
attributes affect recommender performance, and the algorithm was tested using the different
subject groups. The weight values were chosen primarily to evaluate how results change
when the proportions between weights are changed.

Category-Proportionate Recommender

The category-proportionate recommender attempts to assign recommendations to each sub-
ject in proportion to the interest in each category tag of that subject, after excluding content
that is deemed to be of little interest for the subject. It is a content-grouping algorithm, and it
also supports user-grouping strategies.

Given a subject s, with a set Ps of preference weights, the category-proportionate recom-
mender first selects categories for which the subject’s interest is measured above a given
threshold value, picking a subset of Ps for recommendation. The proportionate interest in
each of the remaining categories is then calculated from the set of preferred articles.

From the proportionate category tag weights, the number of articles to recommend with
each tag is calculated. The Hare quota is then used to proportionally assign a number of
articles to recommend, having each tag, based on the total amount of articles to recommend.

The above process is repeated for each subject of recommendation.
For each article a in the set of articles available for recommendation, a weight Wa, is as-

signed to the article as:

Wa = weightNewsValuea ¨ NewsValuea + weightAgea ¨ Agea

The set of articles is then grouped by category tag and client, and sorted by weight. Each
subject is then recommended the n highest weighted articles from each category, where n is
the number of articles to recommend from that category, where the article’s client matches
the subject’s client.
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Random recommender

A fully random recommender system was implemented to function as a control group.
For each subject of recommendation, the random recommender picks a set of articles at

random, from the set of articles available for reading by the subject.

5.6 Testing procedure

Experimental tests were performed to evaluate the effectiveness of the various recommender
system configurations. The configurations of the recommender systems, as well as the data
sets used, are described here.

Data sets

When testing the recommender systems, the following data sets were used:

• A set A of articles, consisting of around 5000 articles, to be recommended to subjects.
This set contains only editorial content written by NTM, and excludes promotional,
informational and external content, as those types of content are not relevant to this
study. The set contains information about the tags and client each article has. The
articles were published to 18 different clients, and the mean amount of articles per client
was 260, ranging from 170 at the low end and 430 at the high end.

• A set U of users, containing about 45 000 users, which had active subscriptions during
the period the articles in A were published. The set contains information about user
age, gender and available client or clients.

• A set RA of articles read by each user in U on each client, during the period the articles
in A were published. Like A, this set contains only editorial content written by NTM.

• A set HU of articles read by each user in U , spanning a period of nine months, and
ending shortly before the articles in A were published. Like A, this set contains only
editorial content written by NTM.

Testing configurations

For each recommender system, the following different subjects for recommendations were
tested:

• Individual users

• Users grouped by client, age group and gender

• Users grouped by client, age group, gender and sports interest

These subject types were selected to evaluate the performance of the recommender sys-
tems using both individual and grouped subjects, as well as to identify the effectiveness of
various groupings.

For each tested configuration, 20 articles were recommended per subject. Error metrics
were calculated for each individual user, even when recommending articles to groups. When
calculating the percent correct predictions, only users having read more than 20 articles dur-
ing the period recommended articles were published were considered, as many users did not
read that many articles, which would have skewed the results of the calculations. 17 000 users
in the data set matched this criterion, and the mean amount of articles read among them was
37.
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5.6. Testing procedure

When calculating the error, the cutoff value for considering a tag part of the user’s pre-
ferred content was set to 0.2 for all tests. The same value was used for the recommendation
threshold when testing the category-proportionate recommender system.

In addition to testing the different subjects, different values for the recommender weights
were tested, where applicable, to evaluate the effect of the different variables on the results.

For tests considering recommendations to single users, a subset of 1000 users from the full
data set was used, as testing against the full user set was prohibitively time-consuming.

24



CHAPTER 6
Results

This chapter describes the results of the study. First, the results from the data analysis are
presented, including the distribution of published user interest in various types of content
and correlations and patterns found within the data set. Then, the performance metrics of
the implemented recommender systems are presented.

6.1 Data analysis

Here, information about the data set, its contents, and important correlations are described.

Tag distribution

First, to contextualise the user behaviour regarding user reading behaviour, the distribution
of tags in the analysed jobs is presented.

The distribution of tags is far from even, regarding both tag types, with some tags ap-
pearing far more frequently than others. As seen in figure 6.1, tags related to United Robots or
TT are prevalent in the data set regarding content tags. United Robots is automated content,
explaining its frequent appearance. Content tagged with TT is externally produced content,
also explaining its frequency. These content types are included in order to correctly represent
the proportions of the different types of content available through NTM’s services.
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6.1. Data analysis

Figure 6.1: Distribution of content tags in analysed jobs.

Similarly, the distribution of content having category tags, seen in figure 6.2, is also highly
uneven.

Figure 6.2: Distribution of category tags in analysed jobs.

Seeing as the distribution of tags is so varied, it is relevant to analyse how much content
is read in each category, relative to how much exists. This comparison can be seen in figure
6.3. From this graph, it is clear that some categories are far more popular compared to the
number of articles in that category than others. Brott & Straff, Hälsa och Sjukvård and Olyckor,
katastrofer are read often in comparison to the number of articles in each category. In contrast,
Sport, Politik and Religion och tro are less read in relation to the number of articles in each tag.
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6.1. Data analysis

Figure 6.4 shows the absolute and relative differences in the interest in each tag, compared to
the number of articles with each tag. Note that some outliers, such as Dejting, Ledarkrönika and
Läsarbild show large differences due to the small number of jobs having the tags in question.
The Pearson correlation coefficient for the two series is 0.90, signifying a strong correlation
between content availability and interest.

Figure 6.3: Percentage of article reads with specific category tag compared to percentage of
articles having the same tag.

(a) (b)

Figure 6.4: Distribution of content tags in analysed jobs in percentage points (a) and percent
(b).

It is important to note that the reading habits of the user base, displayed previously in
figure 6.3 are not directly representative of individual users. There is a large spread regard-
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6.1. Data analysis

ing interest in different categories of content in the user base. Figure 6.5 displays the mean
and standard deviation of percentage reads of different categories per person. All categories
have significant standard deviations, with Sport being particularly divisive. As such, it is not
reasonable to expect that the aggregate read statistics are representative of each individual in
the data set.

Figure 6.5: Percentage of reads in different categories represented by a boxplot.

Stability of interest

It is important to note that the amount of published articles having each tag, and the interest
in articles with each tag, varies depending on circumstances. Figure 6.6 shows the distribu-
tion of tags read during the period of August 2020 to April 2021, in one of NTM’s newspapers.
As can be seen in the figure, there are many outliers in reader interest over the months. Figure
6.7 shows the amount of articles published with each category tags during the same period
of times. The proportion of articles published does not vary to the same extent as the propor-
tion of articles read, which shows that the variance in reader interest is not directly dependent
on content published, but varies based on other factors, such as current trends and topics of
interest.
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6.1. Data analysis

Figure 6.6: Percentage of article reads with specific category tags during each month from
August 2020 to April 2021, in one of NTM’s newspapers.

Figure 6.7: Percentage of articles published with specific category tags during each month
from August 2020 to April 2021, in one of NTM’s newspapers.

Tag reading correlations

Here, the results of the correlation study regarding tag reads are presented. First, figure 6.8
shows the Pearson correlation coefficients between all root-level category tags. Significant
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6.1. Data analysis

correlation can be seen between many pairs of tags. Dejting, Ledarkrönika and Läsarbild show
low correlation mainly due to their rarity in the data set.

Figure 6.8: Correlation matrix of category tags using no normalisation.

The high correlation between tags in this graph is because reading more of one type of
article usually correlates with reading more in general. Normalisation is used to find correl-
ations between the proportion of articles read having each tag. Figure 6.9 shows a similar
matrix after the reading habits of each user has been normalised using L2 normalisation.
When the number of articles read is no longer a factor, there are few significant correlations
between the categories, as shown in the graph. Some of the most significant correlations re-
maining are between Livsstil & fritid, Miljö and Ekonomi, näringsliv & finans as well as between
Samhälle och välfärd and Politik. Also of note is that Sport is negatively correlated with many
other tags. All of these correlations are, however, relatively weak. Figure 6.10 shows a hier-
archical clustering based on the correlation between tags. Note that, because of the weak
correlations, the clustering threshold must be quite low, also.
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6.1. Data analysis

Figure 6.9: Correlation matrix of category tags using normalisation.

Figure 6.10: Dendrogram showing a hierarchical clustering of category tags.
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6.1. Data analysis

Figures 6.11 and 6.12 show equivalent graphs for content tags. Notable regarding con-
tent tags are the grouping of content from TT, which all show correlations, the grouping of
different types of sports content and the grouping of Liverapportering, TV-inslag and Blogg.

Figure 6.11: Correlation matrix of content tags using normalisation.

Figure 6.12: Dendrogram showing a hierarchical clustering of content tags.

32



6.2. Recommender system performance

Difference in reading habits of demographic groups

The difference in reading habits between the demographic groups can be seen in appendix
B. In B.3 a clear difference in the reading habits of men and women can be seen, especially in
regards to the content tags Sport and Nyheter. Women read more news and less sport, relative
to men in the respective age groups. B.6 shows that the age groups above 30 have very similar
reading habits within the genders, whilst younger age groups below 30 diverge somewhat
from the reading habits of the other groups within the gender. It is also apparent that young
men under 30 are, by far, the largest consumers of sports material, as can be seen, both in B.3
and in B.6.

Article age at the time of reading

The vast majority of times an article is read happen soon after the article is published. It was
found that 48% of the article reads happen the same day an article is published, and 85% of
reads happen within a week of publication.

6.2 Recommender system performance

This section displays results from testing the various recommender system implementations.

Random recommender system

This section contains the results from the random recommender tests.

Table 6.1: Performance metrics for the random recommender system implementations.

Subject MAE RMSE Diversity PCP Coverage
Individuals 0.70 0.71 9.95 0.1140 0.98

Demographics 0.73 0.74 10.14 0.1198 0.63
Demographics, sports interest 0.75 0.77 10.02 0.1171 0.85

Tag-weighted recommender

This section contains results from testing the tag-weighted recommender system. In each
table, the best values for each metric have been written in bold.

Individual subjects

Approximate time of execution: 121.0 seconds (Note: The individual recommenders were
tested using a subset of the data.)

33



6.2. Recommender system performance

Table 6.2: Performance metrics for the tag-weighted recommender system for individual
users.

WAge WNewsValue WCat WCon MAE RMSE Diversity PCP Coverage
0 0 1 0 0.64 0.68 9.39 0.2039 0.09
0 1 0 0 0.44 0.55 7.67 0.1621 0.43
0 1 1 0 0.41 0.49 7.71 0.2423 0.27
0 1 4 0 0.42 0.50 7.68 0.2433 0.26
0 4 1 0 0.29 0.38 6.61 0.2489 0.39
-1 0 0 1 0.70 0.73 10.01 0.1392 0.09
-1 1 0 0 0.64 0.70 9.52 0.1098 0.12
-1 1 0 1 0.62 0.66 9.92 0.1588 0.13
-1 1 0 4 0.63 0.67 9.93 0.1894 0.11
-1 4 0 1 0.37 0.44 7.86 0.1829 0.28
0 0 1 4 0.45 0.59 7.38 0.1982 0.32
0 1 1 4 0.50 0.61 7.84 0.2279 0.22
0 4 1 4 0.52 0.62 8.22 0.2384 0.21
-1 0 1 4 0.67 0.72 9.77 0.1637 0.12
-1 1 1 4 0.67 0.72 9.90 0.1866 0.12

Subjects grouped by age group and gender

Approximate time of execution: 360.5 seconds

Table 6.3: Performance metrics for the tag-weighted recommender system for users grouped
by age and gender.

WAge WNewsValue WCat WCon MAE RMSE Diversity PCP Coverage
0 0 1 0 0.98 1.09 9.54 0.1353 0.20
0 1 0 0 0.69 0.73 9.71 0.1908 0.09
0 1 4 0 0.76 0.85 8.44 0.2038 0.19
0 1 8 0 0.84 0.94 8.70 0.1858 0.20
0 4 1 0 0.72 0.80 8.44 0.2084 0.17
-1 0 1 0 0.72 0.77 9.35 0.1247 0.14
-1 1 0 0 0.73 0.76 10.66 0.1415 0.09
-1 1 4 0 0.73 0.78 9.78 0.1548 0.14
-1 4 1 0 0.73 0.76 10.06 0.1796 0.09
0 0 1 4 0.79 0.90 8.35 0.1854 0.20
0 1 1 4 0.73 0.81 8.38 0.2239 0.17
-1 0 1 4 0.72 0.76 10.01 0.1630 0.13
-1 1 1 4 0.72 0.76 10.14 0.1808 0.12

Subjects grouped by age group, gender and sports interest

Approximate time of execution: 713.1 seconds
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6.2. Recommender system performance

Table 6.4: Performance metrics for the tag-weighted recommender system for users grouped
by age, gender and sports interest.

WAge WNewsValue WCat WCon MAE RMSE Diversity PCP Coverage
0 0 1 0 0.73 0.73 9.71 0.1933 0.09
0 1 0 0 0.76 0.88 7.98 0.1418 0.29
0 1 1 0 0.60 0.67 7.61 0.2149 0.21
0 1 4 0 0.60 0.67 7.61 0.2149 0.21
0 4 1 0 0.59 0.68 7.07 0.2119 0.25
-1 0 1 0 0.76 0.77 10.65 0.1395 0.09
-1 1 0 0 0.73 0.75 10.10 0.1167 0.11
-1 1 1 0 0.74 0.76 10.22 0.1543 0.12
-1 1 4 0 0.74 0.76 10.05 0.1816 0.10
-1 4 1 0 0.66 0.70 9.31 0.1636 0.17
0 0 1 4 0.78 0.87 8.00 0.1865 0.24
0 1 1 4 0.73 0.80 8.16 0.2258 0.20
-1 0 1 4 0.74 0.77 10.04 0.1659 0.14
-1 1 1 4 0.75 0.78 10.12 0.1824 0.13

Category-proportionate recommender

This section contains results from testing the category-proportionate recommender system.
In each table, the best values for each metric have been written in bold.

Individual subjects

Approximate time of execution: 31.5 seconds (Note: The individual recommenders were
tested using a subset of the data.)

Table 6.5: Performance metrics for the category-proportionate recommender system for indi-
vidual users.

WAge WNewsValue MAE RMSE Diversity PCP Coverage
0 1 0.35 0.53 6.46 0.2351 0.39
-1 0 0.36 0.49 7.10 0.1928 0.38
-1 1 0.36 0.49 7.10 0.1938 0.38
-1 4 0.34 0.49 6.69 0.2270 0.38

Subjects grouped by age group and gender

Approximate time of execution: 7.3 seconds

Table 6.6: Performance metrics for the category-proportionate recommender system for users
grouped by age and gender.

WAge WNewsValue MAE RMSE Diversity PCP Coverage
0 1 1.24 1.39 6.79 0.2136 0.18
-1 0 1.04 1.15 7.71 0.1486 0.18
-1 1 1.10 1.22 7.54 0.1764 0.18
-1 4 1.21 1.35 7.04 0.2042 0.18
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6.2. Recommender system performance

Subjects grouped by age group, gender and sports interest

Approximate time of execution: 12.2 seconds

Table 6.7: Performance metrics for the category-proportionate recommender system for users
grouped by age, gender and sports interest.

WAge WNewsValue MAE RMSE Diversity PCP Coverage
0 1 0.95 1.12 5.94 0.2256 0.25
-1 0 0.82 0.93 6.57 0.1590 0.24
-1 1 0.84 0.98 6.42 0.1923 0.24
-1 4 0.93 1.09 6.05 0.2178 0.24
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CHAPTER 7
Discussion

This chapter contains a discussion and evaluation of the results of the study. First, the res-
ults of the data analysis and recommender system implementation are discussed. Then, the
chosen method is discussed, and potential changes or improvements are suggested. Finally,
ethical considerations of the work are considered.

7.1 Results

This section discusses the results of the study, first evaluating the results of the data selec-
tion and analysis, and then the results obtained from testing the implemented recommender
systems.

Data analysis

An important point of consideration of this study was to evaluate what kind of information is
viable and significant for use in recommender systems. Such systems are domain-dependent,
and implementations are rarely possible to apply to other domains without considerable ef-
fort. One of the main points of interest was to evaluate whether it was possible to create
consistent segments using historic reading information, and whether or not interests are con-
sistent within demographic groups.

Tag analysis

One of the first issues in using tag content was handling the high dimensionality of such an
approach. The database in its entirety contains more than 100 000 different published tags.
As such, the study focused primarily on category tags, of which there are around 1000 cur-
rently in use. Because of the high dimensionality of the set of tags, dimensionality reduction
techniques, as described in section 3.3 were necessary to extract relevant data. Focusing only
on the root-level tags was an early decision essential for handling the many dimensions in
the data set. However, some information was lost in the process, which affects the possible
accuracy of the recommender system.

The correlation analysis of category tags, as displayed in figure 6.9, showed low correla-
tions between all categories of content. As such, further dimensionality reduction is difficult
without additional loss of information. Consequently, it was decided to proceed using the
root-level category tags as the basis for the recommender selection process. Further dimen-
sionality reduction and creation of alternative groupings are possible, for example, by using
machine-learning methods. However, this is outside of the scope of this study.
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7.1. Results

The most significant result of the category correlation analysis is the negative correlation
of sports contents to all other types of content. While each individual correlation coefficient
is not very high, the consistency shows significant segregation between users who consume
a lot of sports content compared to those who do not. This trend was then used as a basis
for one of the tested user grouping strategies, as separating groups of users based on such a
divisive subject was deemed likely to improve the precision and relevance of recommenda-
tions.

Reader interest

The different demographic groups analysed during the study showed clear trends in what
content is most read by the respective groups, indicating the possibility of using demographic
information for user segmenting. The interest of the various demographic groups in dif-
ferent types of content can be seen in figure B.5. However, it is important to note that the
variance of interest within the groups is still relatively high, and interest is far from uni-
form, which presented difficulty in using the demographics for very accurate predictions.
Within the groups, Sport was still the most divisive category, again indicating the possibility
of grouping by sports interest.

The largest difficulty identified in designing the recommender system during the study
of the data set was the high correlation of reader interest in content types and the availability
of the various types of content. As can be seen in figure 6.3, the amount of content consumed
from the different categories is highly correlated to the availability of such content. This trend
presented a difficulty for accurately predicting future interest in content, as user interest in the
various types of content is unlikely to stay consistent over time. When user interest changes
significantly with time, using historic data for recommendations becomes difficult. This trend
could be used to predict interest by recommending primarily content with high news value
or which has been read many times, but this is unlikely to provide much value to users, as
such content is already readily available.

Likewise, using collaborative methods such as grouping users by previously consumed
content and recommending from similar user’s histories is unlikely to be effective due to the
short time an article is of interest, as described in section 6.1. This issue of being unable to find
consistent and, more importantly, persistent groupings of users or content based on specific
items, led to further work focusing on a content-based approach more than a collaborative
one.

Recommender system implementation

As seen in section 6.2, the results from testing the various recommender systems showed that
the different implementations each might be viable for usage, and showed that the evaluated
groupings of users and articles are useful for recommending content to match user prefer-
ences, to varying extent. None of the tested implementations significantly outperformed the
others to the extent that makes the rest obsolete. Instead, the question of which system to
prefer is a matter of suiting an implementation to the intended use case.

User grouping

Unsurprisingly, the recommender system versions that make recommendations to individual
users generally perform better than the versions recommending to groups of users. The res-
ults of analysing the data set, seen in figure 6.5, showed significant variances within groups,
which was, unsurprisingly, reflected in the results of the recommender systems becoming
less accurate for larger groups.

The recommender system with the highest PCP was the tag-weighted recommender sys-
tem for individual users, seen in figure 6.2, with a PCP of 0.2480. In comparison, the best
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PCP of a grouped recommender system was the tag-weighted recommender system with
users grouped by demographics and sports interest at 0.2258 in figure 6.4, followed closely
by the category-proportionate recommender system with users grouped by demographics
and sports interest, with a value of 0.2256 in figure 6.7, meaning that the grouped strategy
performed 9% worse than the individual strategy when comparing best-case scenarios. Such
a loss of accuracy may, however, be acceptable, considering the significant difference in per-
formance between the two implementations. This indicates that the grouping strategies em-
ployed are of value and captures some, if not all, of the important information regarding user
interest.

The recommender systems using users segmented by both demographics and sports
interest consistently performed better than the recommender systems only segmenting by
demographics when comparing error metrics and PCP. This indicates that the segmentation
of users by sports interest is useful for better tailoring recommendations to the groups. How-
ever, these results are certainly affected by the segmentation also creating more groups, with
fewer individuals in each group. It is likely that reducing the size of the groups, for example,
by reducing the range of user ages within each group, would have similar results. Further
testing would be needed to determine how useful the segmentation by sports interest is rel-
ative to other possible segmentation strategies.

Relations between metrics

The diversity metric shows a clear trend in being negatively correlated with higher PCP. This
result matches expectations, as all implemented recommender systems attempt to find the
articles with tags that best fit each user’s reading history, causing the recommenders to prefer
a small subset of all available tags. This trend of further specialisation correlating to reduced
generalisation is common in recommender systems. As Aridor et al. [1] wrote, recommender
systems often lead to a trade-off between fitting user preferences and homogenising the re-
commendations of the user base. The implementations of this study primarily use the in-
dividual preferences of subjects, through reading history, and the significance of content,
through news value, and unsurprisingly follows the same trend.

The same trend can not be seen when comparing PCP to coverage. There is no apparent
correlation between the accuracy of recommendations and the total number of distinct articles
recommended. This lack of correlation implies that, while further specialisation narrows
the content consumed by each segment, it does not significantly affect the range of content
recommended to the population in its entirety.

Comparing MAE and RMSE showed no significant outliers when comparing the recom-
mender systems, indicating that the various recommenders have similar stability. As such,
no algorithm is noticeably better at minimising the amount or severity of outliers.

Parameter weighting

The results obtained from the tag-weighted recommender system again emphasises how
reader interest is significantly tied to the available content. In all tests, weighting the art-
icles by news value and tag preferences showed better results than relying solely on the tag
preferences. In the individual and demographic versions, the results improved when the
weight of the news value parameter was increased in proportion to the category tag prefer-
ence parameter. This reinforces the idea that most users rely heavily on the recommendations
already performed implicitly on the website, through the sorting and categorisation of articles
depending on their news value.

The results of recommenders weighting articles by age predictably show consistently
lower PCP than recommenders where article age is not taken into account. This is expec-
ted, as weighting by age inherently prioritises a subset of the articles, regardless of content
type. As articles quickly become irrelevant with age, more recent recommendations may be
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of more interest to users. This is, however, not something that the currently implemented
metrics can evaluate.

The results of weighing by content tag are somewhat inconclusive. Including content tag
weighting showed potential to recommend items with a higher PCP, compared to cases where
content tag was not considered, as using content tag data resulted in higher PCP for grouped
users. However, the same improvement was not found for individuals. Similarly, the error,
diversity and coverage metrics did not show any consistent improvements over using only
category tags.

Computational performance

The computational efficiency of the different recommender systems is also important to note.
The category-proportionate recommender implementations all perform significantly better
than the tag-weighted implementations. This is expected, as the category-proportional im-
plementations only have to assign weights to and sort the list of articles once, while the tag-
weighted implementations need to perform this action once for each group. It should be
noted, however, that these measurements are not accurate to real usage situations, as the
real implementation has overhead that the test implementations do not have. Still, the better
performance, coupled with the similar accuracy, suggests that the category-proportionate re-
commender is a better option for large groups, while the tag-weighted implementation may
be more useful when recommending to few subjects.

Limitations

The accuracy of recommendations, considering PCP, is generally relatively low across all the
tested recommender systems. It was expected for this value to be fairly low, as the set of
articles available for recommendation is significantly larger than the number of articles re-
commended in all the tests. Still, the values are lower than hoped, and the most accurate
recommender has only 2.2 times better accuracy than a random selection. The low accuracy
implies that recommendation based on historic tag interest alone is not sufficiently accurate
to find the specific articles a user would otherwise read, or fully matching the user’s interest.

One potential source of error in the results is the self-reported nature of the demographic
information. The distribution of age in the data set, specifically, implies that many users have
not entered their actual age, and the same may apply to gender information. Such uncertainty
decreases the accuracy of the demographic segmentation process, which potentially affects
the accuracy of the recommender systems.

Further, client information was obtained from the set of read articles, rather than a com-
prehensive list of user-client and job-client relations. Consequently, some such relations may
have been missed, and the data set may not be fully comprehensive. This is unlikely to have
had any major impact on the study or the results, however.

7.2 Method

Since recommender systems are quite domain-specific, many of the methods used to evaluate
the results were developed during the course of the study. While the metrics used in this
study are based on common metrics used previously when designing recommender systems
as described in section 4.2, their specific implementations were adjusted to fit the available
data and the given domain. As such, there are many different ways the metrics could have
been designed, which would undoubtedly have given different results. The metrics used
were selected because of their relative simplicity and easy implementation; this makes them
easy to understand and contextualise but may have caused some loss of information.

Similarly, the data analysis process was performed in an exploratory manner, by looking
at the data sets and identifying potentially useful data. This process was performed by study-
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ing the data structure and then calculating, plotting and studying the results using standard
methods such as correlation analysis, clustering and calculating means and deviations of
trends within user groups. While this method is useful for efficiently finding useful informa-
tion, it is not an exhaustive method, and there likely remains valuable information in the data
set that has been overlooked.

The error metric, in particular, is important to evaluate. The error metric was intended
as an off-line way to gauge the accuracy of recommendations, without having to reference
which articles a user has read. To fulfil this function, it should preferably correlate strongly
to PCP, the corresponding online metric. There is a correlation between the metrics, with a
Pearson correlation coefficient between MAE and PCP being -0.28. A negative correlation
is good since a lower error should correlate to a higher PCP. The correlation is, however,
relatively weak, meaning that it is not reasonable to use the implemented error metric as
an off-line substitute for PCP. The metric still has use since a lower MAE in relation to PCP
indicates a larger focus on matching content categories, relative to content with high news
value. For example, the category-proportionate grouped recommenders generally show a
higher error than the tag-weighted counterparts. It has a higher error because the category-
proportionate recommender always picks the content with the highest news value out of each
group, leading to a bigger focus on that parameter.

Another metric that could have been implemented differently is PCP. Instead of selecting
a group of articles for recommendation, and matching those to the actually read content, all
articles could have been classified as either recommended or not, and the evaluation could
have been done by checking how many actually read articles were correctly classified. This
may have been a more robust way to check that recommenders do not miss content that may
have been valuable to the user. The current implementation was chosen as recommending
a small amount of content is more reflective of the use of recommender systems live, and
because it better matches the evaluation of the other metrics.

The tests of the recommender systems were performed using a large data set of historic
reading data, and as such, they are likely to be quite robust. To further increase the robustness
of results along with improved replicability, multiple data sets of articles to recommend in the
testing process could have been used to enable cross-referencing and further validations. The
results are likely to be reliable, as the method takes the age of the data into account and
corrects for changing interests. While the specific categorisations may change somewhat, the
method also accounts for this.

In order to improve recommender systems developed, the method could have focused
more on evaluating different possible user segmenting strategies to find groups with smaller
variance between the users.

7.3 Ethics and other considerations

Designing a recommender system requires considering the ethical ramifications of the work,
ensuring that people’s rights are not disregarded. During the course of the study, all data
was anonymised before use, so that no individual’s personal information can be obtained
from the information in the data set used for development and testing. Additionally, all
information in the data set was collected from users with their permission and allowed for
use in development and promotions in accordance with the General Data Protection Regulation
of the European Union [7].

In implementing the recommender system, it is clear that the parameters and algorithms
used to perform the recommendations significantly affect the types of content recommended
to a user. Some implementations better fit user established habits by recommending only
content with tags shown previously to be of interest to the user. Utilising only such a recom-
mender system carries a significant risk of creating filter bubbles, limiting the content users
access. Other versions primarily recommend popular content, instead overly generalising
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the content accessible to users and limiting users to a very generalised view of the avail-
able content. Neither of these options are good for users if relied on exclusively. This study
presents metrics for evaluating the patterns in recommended content to better understand the
ramifications of utilising the different implementations. By considering this information, per-
sonalisation of recommendations can be used in a way that avoids the biggest risks inherent
to such an approach.

7.4 Sources

The majority of the sources used in this report are peer-reviewed and published in journals
relevant to the subject of recommender systems. Multiple sources have been previously fea-
tured in the ACM Conference Series on Recommender Systems [8]. Further, the theory features
a wide range of authors, and as such, has a low risk of author bias. Many of the referenced
articles are recent publications, which makes the study relevant for the current state of the
recommender system research.

The most notable issue regarding the sources, and this study specifically, is the difference
in data sets used in the literature compared to the data set used in this study. For example,
multiple sources use the MovieLens data set, which is not directly analogous to NTM’s data.
As such, not all the findings and methodologies of the source material can be immediately
applied to the context of this study. However, as recommender systems are domain-specific,
this was expected and taken into account during the study. The ways methods have been
applied to the current context have been described and discussed previously, in order to
manage this potential issue in a transparent manner.

7.5 Results in a wider context

This study has been performed exclusively within the limits of NTM’s systems and data. As
such, there is no guarantee that these results are applicable to other organisations. However,
some of the results are likely to be relevant for other, similar, organisations as well. For
example, the results of the data analysis showing how users consume local news content are
likely to be relevant to other publications, at least in part. Similarly, the performance of the
recommender systems give some indication regarding the general effectiveness of the used
methods in this, and similar, domains. Considering industries other than news, any industry
dealing with large volumes of data with a short time of relevance, or dealing with data having
widely distinct categorisations, may find relevant results in this study. However, it is difficult
to measure this wider relevance.
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CHAPTER 8
Conclusion

This study was performed to evaluate the potential of using existing user information for
personalised recommendations of news content, specifically studying the potential in using
demographics for personalisation of recommended content. The three research questions of
this work, and the answers obtained, follow:

1. What structures and correlations in NTM’s database are relevant when designing a re-
commender system?

The database contained much information with potential use for designing recom-
mender systems, which can be seen in section 6.1. Category tags and content tags were
shown to carry significant information about user interest, and grouping category tags
by their root-level parent resulted in distinct dimensions with low correlation between
them, suitable for a recommender system, as seen in figures 6.9 and 6.11. Segmenting
users by demographics resulted in groups with distinct preferences and less variation
within segments than when regarding the user base as a whole, as seen in appendix B.
It was found that user interest closely correlates with content availability, (figure 6.3),
and that older content quickly becomes irrelevant with time, which creates complica-
tions in designing accurate recommender systems in general, and collaborative systems
in particular.

2. Is tag-based content selection useful for personalised recommending of news articles?

Tag-based content selection was determined to be useful for personalised recommend-
ation of content, as using such information in a recommender system improved the
accuracy of recommendations for both individuals and groups, as seen in section 6.2. It
was, however, found that such information is not sufficient to create adequately accur-
ate recommendations, as reader interest depends on other factors which are not possible
to express through tag-based selection.

3. Is segmenting by demographics a viable method for accurate content recommendations
for editorial content published by NTM?

The results, shown in section 6.2, showed that segmenting by demographics allows
recommendation systems to recommend content with only somewhat lower accuracy
than performing recommendations individually. As such, segmenting by demograph-
ics is a viable tool to utilise when personalising news content. However, recommenda-
tions can be further improved by further segmenting users by other criteria, and there
are factors not covered by a purely demographic-segmented approach.
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8.1. Future work

8.1 Future work

There are many possibilities in the further research and development of a recommender sys-
tem suited for recommending personalised news content. In the specific context of NTM’s
services, the most immediate next step would be to analyse alternative groupings of users
further to improve the distinction between groups and reduce in-group variance. Since there
is no other directly usable personal information in NTM’s database, this would require group-
ing by patterns in reading habits, which could be done using machine-learning algorithms.

Another possible improvement is in the classification of news articles. Since the imple-
mented systems only use the root-level category tags, some information about preferred con-
tent is lost. This could be alleviated by further weighting recommendations by preferred
subcategories, to improve the accuracy of results. One way could be to list the preferred
sub-categories of each subject of recommendations, and favour articles with matching tags.
It would, however, require quite a lot more data processing to achieve, and would introduce
further complexity to the systems, and would have to be considered carefully.

Finally, collaborative methods of recommending content could be considered more care-
fully. There is difficulty in using collaborative filtering in this domain since items quickly be-
come irrelevant, and finding patterns to utilise may be difficult. The possibility of a method
successfully using collaborative methods undoubtedly exists, however.
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APPENDIX A
Tags

Table A.1: Root-level category tags with English translations.

Original name Translated name
Kultur och nöje Culture and entertainment
Brott & Straff Crime & Punishment
Olyckor, katastrofer Accidents, disasters
Ekonomi, näringsliv & finans Economy, business & finance
Skola och utbildning School and education
Miljö Environment
Hälsa och sjukvård Health and healthcare
Personligt Personal
Arbetsmarknad Labour market
Livsstil & fritid Lifestyle & leisure
Politik Politics
Religion och tro Religion and faith
Vetenskap & teknologi Science & technology
Samhälle och välfärd Society and welfare
Sport Sports
Konflikter, krig & terrorism Conflicts, war & terrorism
Väder Weather
Ledarkrönika Editorial chronicle
Läsarbild Reader picture
Dejting Dating
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Table A.2: Editorial content tags with English translations.

Original name Translated name
Bilagor Appendixes
Blogg Blog
Debatt Debate
Familj Family
Insändare Letter to the editor
Krönika Chronicle
Krönika Debatt Chronicle Debate
Krönika Familj Chronicle Family
Krönika Kultur Chronicle Culture
Krönika Ledare Chronicle Editorial
Krönika Nyheter Chronicle News
Krönika Sport Chronicle Sports
Kultur Culture
Ledare Editorial
Live-TV Live-TV
Live-TV Sport Live-TV Sports
Liverapportering Live Report
Liverapportering Nyheter Live Report News
Liverapportering Sport Live Report Sports
Lokalred Local Editorial
Nyheter News
Podd Podcast
Recension Review
Replik Reply
Sport Sports
TT TT
TT Ekonomi TT Economy
TT Inrikes TT Domestic
TT Kultur TT Culture
TT Sport TT Sports
TT Utrikes TT Foreign
TV-inslag TV-segment
TV-inslag Sport TV-segment Sports
United Robots Företag United Robots Corporate
United Robots Lagfarter United Robots Title Deeds
United Robots Sport United Robots Sports
United Robots Trafik United Robots Traffic

49



APPENDIX B
Demographic Groups

Figure B.1: Percentage of the demographic group bins.

B.1 Content tags
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B.1. Content tags

Figure B.2: Percentage of reads in different demographic groups.
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B.1. Content tags

Figure B.3: The difference in content tag reads for demographic groups compared to all users.
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B.1. Content tags

Figure B.4: The difference in content tag reads for demographic groups as a quota of all users.
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B.2. Category tags

B.2 Category tags

Figure B.5: Percentage of reads in different demographic groups.
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B.2. Category tags

Figure B.6: The difference in content tag reads for demographic groups compared to all users.
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B.2. Category tags

Figure B.7: The difference in content tag reads for demographic groups as a quota of all users.
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