
Medical Image Analysis 68 (2021) 101948 

Contents lists available at ScienceDirect 

Medical Image Analysis 

journal homepage: www.elsevier.com/locate/media 

Challenge report 

Non-invasive estimation of relative pressure for intracardiac flows 

using virtual work-energy 

David Marlevi a , Maximilian Balmus b , Andreas Hessenthaler c , Federica Viola 

d , 
Daniel Fovargue 

b , Adelaide de Vecchi b , Pablo Lamata 

b , Nicholas S. Burris e , 
Francis D. Pagani e , Jan Engvall d , Elazer R. Edelman 

a , Tino Ebbers d , David A. Nordsletten 

b , f , ∗

a Institute for Medical Engineering and Science, Massachusetts Institute of Technology, 77 Massachusetts Avenue, Cambridge, MA 02139, USA 
b School of Biomedical Engineering and Imaging Sciences, The Rayne Institute, King’s College London, SE1 7EH, London, United Kingdom 

c Institute for Modelling and Simulation of Biomechanical Systems, University of Stuttgart, Pfaffenwaldring 5a, 70569 Stuttgart, Germany 
d Department of Medical and Health Sciences and Center for Medical Image Science and Visualization (CMIV), Linköping Unversity, SE-58185, Linköping, 

Sweden 
e Department of Radiology, University of Michigan, 1500 E. Medical Center Drive, Ann Arbor, MI 48109, United States of America 
f Department of Surgery and Biomedical Engineering, University of Michigan, 2800 Plymouth Rd, Ann Arbor, MI 48109, United States of America 

a r t i c l e i n f o 

Article history: 

Received 26 June 2020 

Revised 10 December 2020 

Accepted 11 December 2020 

Available online 20 December 2020 

Keywords: 

Relative pressure 

4D Flow MRI 

Virtual work-energy 

Cardiac hemodynamics 

Dynamic domains 

Fluid mechanics 

a b s t r a c t 

Intracardiac blood flow is driven by differences in relative pressure, and assessing these is critical in 

understanding cardiac disease. Non-invasive image-based methods exist to assess relative pressure, how- 

ever, the complex flow and dynamically moving fluid domain of the intracardiac space limits assessment. 

Recently, we proposed a method, νWERP, utilizing an auxiliary virtual field to probe relative pressure 

through complex, and previously inaccessible flow domains. Here we present an extension of νWERP for 

intracardiac flow assessments, solving the virtual field over sub-domains to effectively handle the dynam- 

ically shifting flow domain. The extended νWERP is validated in an in-silico benchmark problem, as well 

as in a patient-specific simulation model of the left heart, proving accurate over ranges of realistic image 

resolutions and noise levels, as well as superior to alternative approaches. Lastly, the extended νWERP 

is applied on clinically acquired 4D Flow MRI data, exhibiting realistic ventricular relative pressure pat- 

terns, as well as indicating signs of diastolic dysfunction in an exemplifying patient case. Summarized, 

the extended νWERP approach represents a directly applicable implementation for intracardiac flow as- 

sessments. 

© 2020 The Authors. Published by Elsevier B.V. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Cardiovascular diagnostics are driven by hemodynamic assess- 

ents ( Richter and Edelman, 2006 ), and for the heart itself, eval- 

ation of flow and pressure is part of clinical guidelines for a 

pectrum of cardiac disorders ( Gersh et al., 2011; Baumgartner 

t al., 2017; Hunt et al., 2001 ). Intraventricular pressure gradi- 
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nts are attributed as the driving force behind both diastolic filling 

 Courtois et al., 1988 ) and systolic ejection ( Pasipoularides et al., 

987 ), and variations in intraventricular pressure have been asso- 

iated with a range of cardiovascular diseases. Disturbed intraven- 

ricular pressure gradients have been indicated in patients with left 

entricular (LV) dyssynchrony ( Arvidsson et al., 2018 ), reduction 

n early diastolic pressure gradients has been coupled to the loss 

f myocardial recoil in acute myocardial ischemia ( Courtois et al., 

990 ), and decreased diastolic pressure gradients in patients with 

ilated cardiomyopathy have been linked to reduced diastolic suc- 

ion ( Yotti et al., 2005 ). Intraventricular pressure changes have also 

een used to differentiate heart failure patients with reduced vs. 

reserved ejection fraction (EF) ( Londono-Hoyos et al., 2019 ), and 

linical guidelines specify intraventricular pressure gradients as in- 

icative of the severity of obstructive hypertrophic cardiomyopathy 

 Gersh et al., 2011; Geske et al., 2012 ). Quantitative and accurate 
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ssessment of intraventricular pressure behavior is thus an impor- 

ant diagnostic assessment tool for the management of cardiac dis- 

ase. 

To date, intracardiac catheterization provides real-time moni- 

oring of intracardiac pressure ( Courtois et al., 1988; Firstenberg 

t al., 2001 ), however, is inherently limited by its invasive nature 

nd associated risks ( Wyman et al., 1988; Vitiello et al., 1998 ). In-

tead, non-invasive imaging is routinely used to assess pressure 

ifferences in-vivo , where pressure is derived as a function of mea- 

ured flow. Doppler echocardiography is by far the most commonly 

sed modality for the evaluation of intracardiac hemodynamics, 

nd measurements of peak velocities are linked to regional pres- 

ure drops using the simplified Bernoulli equation ( Stamm and 

artin, 1983 ). This method is part of clinical guidelines on the 

ssessment valvular stenosis severity ( Baumgartner et al., 2017 ), 

owever, its assumption of unidirectional flow governed exclu- 

ively by advective motions limits its applicability within the in- 

racardiac space. Modified Bernoulli-based methods, including ex- 

ansions into an Euler momentum equation, have been proposed 

nd applied on echocardiographic data of the heart ( Firstenberg 

t al., 20 0 0; Yotti et al., 20 04; 20 05 ), However discrepancies are

till frequently reported against invasive catheter data ( Feldman 

nd Guerrero, 2016; Donati et al., 2017; Garcia et al., 2003 ), in part

ollowing from the way methods are utilized in clinical practice, 

ssuming unidirectional flow as well as assigning integration paths 

long user-defined straight lines. 

In comparison to conventional Doppler imaging, full-field map- 

ing of cardiac flow is now achievable by 4D Flow Magnetic Reso- 

ance Imaging (4D Flow MRI) ( Markl et al., 2012; Stankovic et al., 

014 ), and the technique has been used to map blood flow in both 

ealthy and diseased intracardiac chambers ( Ebbers et al., 2001; 

002; Eriksson et al., 2015; Töger et al., 2012; Vasanawala et al., 

015 ). The 4D nature of the technique allows for a complete fluid 

echanical description of the acquired flow velocity data, which 

an be used to compute relative pressure. Both simplified and ex- 

ended Bernoulli approaches have been attempted on 4D Flow MRI 

 Van Ooij et al., 2016; Allen et al., 2015; Ebbers et al., 2001; Jain

t al., 2016 ), however they are all compromised in the heart by 

omplex flow features obstructing the definition of an accurate 

enter path along which to evaluate transient flow derivatives. So- 

ution of a Pressure Poisson Equation (PPE) has also been utilized 

o map intraventricular pressure fields ( Ebbers et al., 2002; Eriks- 

on et al., 2015; Arvidsson et al., 2018 ), however the method has 

hown heavy dependence on accurate measurement of flow gradi- 

nts and defined flow domain ( Bertoglio et al., 2018; Donati et al., 

014 ). Quantification of turbulent flow by 4D Flow MRI has also 

een proposed as a way to more accurately estimate relative pres- 

ure ( Gülan et al., 2017; Haraldsson et al., 2018; Marlevi et al., 

020 ), however such estimates have yet to be applied for intrac- 

rdiac assessments. 

Recently, a set of methods were introduced, all utilizing the 

oncept of work-energy to derive relative pressure from acquired 

ow data. The Work-Energy Relative Pressure (WERP) method 

 Donati et al., 2015 ) represented an initial attempt using a direct 

ork-energy form of the Navier-Stokes equations. This approach, 

owever, was limited to peak flows as instabilities are observed 

uring phases of low flow or in instances of complex bifurcat- 

ng vasculatures. In subsequent work, the method was modified 

sing a virtual work-energy form through IMRP ( Bertoglio et al., 

018 ) and νWERP ( Marlevi et al., 2019 ), which differ subtly in

heir treatment of some integral terms. In both cases, an auxil- 

ary virtual field was introduced to overcome the theoretical lim- 

tations of WERP. νWERP was validated against invasive catheter 

ata, where intra-aortic pressure gradients were derived in a clini- 

al patient cohort with an estimation error below 1 mmHg. By in- 

orporating turbulent energy dissipation, this virtual work-energy 
2 
orm was also successfully applied onto turbulence-driven flow 

elds ( νWERP-t ( Marlevi et al., 2020 )), again with estimations val- 

dated against reference pressure measurements. However, whilst 

oth promising and extending on previous presented methods, 

one of these virtual-work energy forms include implementations 

nto time-varying intracardiac spaces, where the dynamically shift- 

ng flow domain complicates image-based assessment. 

In this study we therefore present such an implementation, 

odifying νWERP to handle the dynamically changing flow do- 

ains of the intracardiac chambers. Based on the theoretical 

ramework of the original νWERP, we here present the imple- 

entational variation required to handle dynamic flow domains, 

nd further validate performance in a generic, in-silico benchmark 

roblem. Further, we validate this implementation of νWERP in a 

atient-specific in-silico model of the left heart, mapping method 

ehavior in a realistic flow scenario, as well as over ranges of re- 

listic image noise. Lastly, we apply the method onto clinically ac- 

uired 4D Flow MRI data, assessing estimation output in a clinical 

ontrol cohort as well as in a patient with diastolic dysfunction. 

n all cases, νWERP output is compared against alternative ap- 

roaches, highlighting the benefits of the extended method, as well 

s providing theoretical and practical explanations to observed dif- 

erences. All in all, the extension presented herein showcases the 

enefits of νWERP and presents an implementation directly appli- 

able and viable for use in future cardiac flow assessments. 

. Methods 

Starting with a short recapitulation of the principles of νWERP 

nd the principles of virtual work-energy ( Section 2.1 ), we outline 

he extension onto dynamic flow domains using both a generic Ar- 

itrary Lagrangian-Eulerian approach ( Section 2.2 ) as well as with 

 so called sub-domain approach ( Section 2.3 ). We then provide 

etails of the numerical implementation of the method on 4D flow 

ata ( Section 2.4 ). Continuing, we validate the method in a nu- 

erical benchmark problem ( Section 2.5 ), as well as in a realis- 

ic patient-specific left heart model ( Section 2.6 ), including both 

patiotemporal and noise-sensitivity analyses. Lastly, we apply the 

ethod on clinically acquired 4D flow data, assessing output be- 

avior in both healthy and diseased flow scenarios ( Section 2.7 ). 

.1. Review of virtual work-energy relative pressure 

The relationship between fluid velocity and pressure is well de- 

cribed by the Navier-Stokes equations, stating that 

∂ 

∂t 
v + ρv · ∇v − μ∇ 

2 v + ∇p = 0 , (1) 

 · v = 0 , (2) 

or any isothermal, viscous, incompressible, Newtonian fluid, where 

 represents velocity, p pressure, ρ fluid density, and μ dynamic 

iscosity. 

As shown in previous work ( Marlevi et al., 2019 ), virtual work- 

nergy can be evaluated by introducing an auxiliary, arbitrary vir- 

ual velocity field w , multiplying it with Eq. (1) , and integrat- 

ng the resulting expression over the entire fluid domain �, with 

oundaries � and normal n . Doing so, the remaining energy- 

alance can, after integration-by-parts, be expressed as 

∂K e 

∂t 
+ A e − S e + V e + H(p) = 0 , (3) 

ith 

∂K e 

∂t 
= ρ

∫ 
∂v 

∂t 
· w d� (4) 
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 e = ρ

∫ 
�
(v · ∇v ) · w d� (5) 

 e = μ

∫ 
�
(∇v · n ) · w d� (6) 

 e = μ

∫ 
�

∇v : ∇w d� (7) 

(p) = 

∫ 
�

pw · n d� −
∫ 
�

p∇ · w d�. (8) 

qs. (4) –(8) represent different virtual energy components in the 

ssessed system: K e the virtual kinetic energy, A e the virtual ad- 

ective energy rate, S e the virtual power transfer due to shear, V e 
he rate of virtual viscous energy dissipation, and H(p) the virtual 

nput hydraulic power. 

The pressure difference �p between two arbitrarily selected 

lanes �i and �o can then be computed by assigning certain prop- 

rties to the virtual field w . By selecting w such that 

1. w is a strictly solenoidal field, satisfying ∇ · w = 0 

2. w = 0 at �w 

(where �w 

is the assigned domain boundary walls, 

given by splitting the complete domain boundary � into � = 

�i ∪ �o ∪ �w 

) 

e can re-express Eq. (8) into 

(p) = (p i − p o ) 

∫ 
�i 

w · n d� = �pQ, (9) 

here Q is the total inflow of w through �i , and where the expres- 

ion is derived by noting that Q i = Q o following Eq. (12) (impos- 

ng mass conservation of w ). Noteworthy is that Eq. (9) assumes 

ressure to be constant over �i and �o , respectively; a reasonable 

ssumption when probing short-axis sections in the heart. How- 

ver, in the instance that pressure varies over �i or �o , Eq. (8) is 

ot invalidated but rather represents the extraction of the weighted 

ean pressure over each plane, respectively; again being possibly 

aluable in clinical usage. 

Continuing, by assigning w such that 

3. w is aligned to the surface normal direction at �i and �o 

long with the fact that μ∇v · n is generally small at �i and �o , we

an assign Eq. (6) to be S e ≈ 0 . As such, Eq. (3) can be re-arranged

nto the final formulation of νWERP, reading 

p = − 1 

Q 

(
∂K e 

∂t 
+ A e + V e 

)
. (10) 

Note that all entities at the right-hand side of in Eq. (10) can be

irectly derived from the acquired flow field v . The only thing that 

as to be externally added is the virtual field w , being generated 

n such a way that it abides to all the previously enumerated prop- 

rties. In theory, an infinite number of w exists that fulfills these 

roperties, however, for simplicity, we choose to assign w as the 

olution to a Stokes problem defined by 

 

2 w + ∇λ = 0 (11) 

 · w = 0 (12) 

 = 

{−n , �i 

0 , �w 

(13) 

here λ is the virtual pressure field corresponding to w . Here, a 

lug inflow is defined at �i , assigned in the normal direction n . At 

o a Neumann condition is defined ( μ∇w · n − λn = 0 ), ensuring a 

ell-posed setup. 
3 
.2. Extension of νWERP to dynamic domains using arbitrary 

agrangian-Eulerian formulation 

In Section 2.1 , the Navier-Stokes equations were provided in a 

urely Eulerian form where each entity is represented as a func- 

ion of space and time on a well-defined static domain �. In com- 

arison, when dealing with fluid flow over a dynamically mov- 

ng domain - such as in the case of intracardiac blood flow - 

e can instead use the Arbitrary Lagrangian-Eulerian (ALE) form 

f Navier-Stokes equations, expressed over the dynamic domain 

= �(t) . The two are theoretically identical, however refer to dif- 

erent reference frames (the Eulerian using a fixed grid over which 

uid passes, the ALE using a projected grid that incorporates the 

ovement of the fluid domain). As such, this ALE-form, or non- 

onservative form of the Navier-Stokes equations can be expressed 

s 

∂ t v + ρ( v − u ) · ∇v − μ∇ 

2 v + ∇p = 0 , (14) 

 · v = 0 , (15) 

here u describes the velocity of the dynamic domain �(t) . 

erein, it is imperative to note that the temporal derivative ∂ t in 

q. (14) refers to a fixed point in the created ALE domain, and 

s not equivalent to the temporal derivative in Eq. (1) . Instead, as 

hown by others ( Hirt et al., 1974 ), the two are related as 

 t v = 

∂v 

∂t 
+ u · ∇v , (16) 

gain, having to take the movement u of the reference domain 

nto consideration (extracted by e.g. harmonic extension). The ALE 

rame that ∂ t is referring to can be viewed as a fixed reference 

omain 	, itself connected to the dynamic domain �(t) through 

n arbitrary mapping M : �(t) → 	. In practical use, Eqs. (14) –(15)

re therefore solved by identifying the mapping M, along with the 

omain movement. 

For the sake of νWERP, the transition into an ALE-formulation 

oes not represent any theoretical hindrance, and the derivation 

f virtual work-energy in Section 2.1 still holds. The difference be- 

ween Eq. (1) and Eq. (14) will however modify the expression of 

inetic ( K e ) and advective ( A e ) virtual energy, to instead read 

 t K e = ρ

∫ 
�

∂ t v · w d� (17) 

 e = ρ

∫ 
�

( (v − u ) · ∇v ) · w d�. (18) 

mportantly, the final expression of νWERP given by Eq. (10) still 

olds. Similarly, the properties assigned to w (1.-3. in Section 2.1 ) 

ill not be violated by the transition into an ALE form, and neither 

ill the definition of w as a Stokes flow be influenced. However, 

ince the domain of interest �(t) is now dynamically changing 

ver time, the domain boundaries �i , �o , and �w 

used to construct 

 will also have to be continuously updated, and Eq. (11) –(13) will 

lso have to be re-evaluated at each discrete time step. 

The ALE-form of the Navier-Stokes equations has been ex- 

ensively used to treat dynamically moving flow domains in a 

lethora of disciplines, however, the formulation has proven par- 

icularly useful in the computational assessment of intracardiac 

ow ( Khalafvand et al., 2011 ). For νWERP, utilizing a complete ALE- 

ormulation would sufficiently cover the issue of dynamic domains, 

nd the expression would be invariant to the magnitude of the 

mposed domain movement. Similarly, mapping the acquired ve- 

ocity field onto an ALE framework would mean that the entire 

elocity field could be maintained within the νWERP evaluation, 

hereby maximizing effective signal-to-noise ratio. However, uti- 

izing an ALE-formulation would also come with some practical 

rawbacks. In particular, when dealing with discretized flow data 
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he introduction of the arbitrary mapping M complicates computa- 

ion, where non-trivial interpolation has to be introduced to map 

ow v and the spatial gradients ∇v change along the spatiotempo- 

al trajectory of M. Similarly, an ALE-based νWERP would be com- 

utationally more demanding, as the inclusion of u and ∂ t makes 

he derivation of the virtual energy components more involved, 

nd since the method requires inherent recalculation of w for each 

efined time step. 

.3. Extension of νWERP to dynamic domains using sub-domains 

In the previous sections, it is imperative to understand that 

hese descriptions are typically utilized to described a com- 

lete fluid domain, where flow is restricted to a boundary- 

onforming spatiotemporal domain �. In such a setting, the Eu- 

erian formulation can be utilized when assessing the complete 

ow through an assumed, non-compliant vascular section (see e.g. 

 Shahcheraghi et al., 2002 )), and the ALE formulation can be uti- 

ized when describing the complete intracardiac motion of blood 

see e.g. ( Khalafvand et al., 2011 )). 

However, if we remain in the dynamic domain of �(t) , an Eule- 

ian description could still be utilized as long as we limit ourselves 

o a sub-domain �s ⊂ �(t) that maintains static over the assessed 

ime frame. That is, as long as we are satisfied with only assessing 

ow over �s , we can maintain an Eulerian description of the flow 

ithin that particular sub-domain. In theory, �s can take any form 

hat satisfies �s ⊂ �(t) . However, when working with discretized 

mage data, we can in practice define two alternative approaches. 

As a first approach, we can assign �s to be a dynamic domain 

ntersect (DDI), representing the intersect between domains of con- 

ecutive image frames, such that 

s = �(t i ) ∩ �(t i +1 ) , (19) 

here �(t i ) and �(t i +1 ) represent the complete, dynamic domain 

t time t i and t i +1 , respectively. Thus, �s represents a sub-domain 

t any given time t ∈ [ t i , t i +1 ] (as an illustration, see Fig. 1 ). 

As a second approach, we can assign �s to be the static domain 

ntersect (SDI) of all image frame domains, such that 

s = �(t 0 ) ∩ �(t 1 ) ∩ �(t 2 ) ∩ . . . ∩ �(t n ) , (20)
ig. 1. Illustration of sub-domain approach to handle dynamic domains. With a tempora

D) changes extent over time. Using a dynamic domain intersect approach (section DDI)

 i and t i +1 , such that each �
i + 1 2 
s is valid over t ∈ [ t i , t i +1 ] . Using a static domain intersect 

ime frames t 0 to t n . As such, �s holds for t ∈ [ t 0 , t n ] . 

4 
here t 0 and t n represent the first and last time frame of the flow 

cquisition, respectively. As such, �s in the SDI approach holds for 

ny given time t (see again Fig. 1 for an illustration). 

It is important to note that both DDI and SDI requires �s to be 

 true sub-set of �(t) . If we instead would assign �s as the super- 

et of the true dynamic domain (e.g. �s = �(t i ) ∪ �(t i +1 ) ), it is

o longer certain that �s stays within the assessed flow domain 

(t) . As such, the Eulerian approach would no longer hold true, 

nd for νWERP in particular, evaluations over domain boundaries 

will no longer be valid. 

However, as long as �s ⊂ �, any flow within �s can be accu- 

ately described using an Eulerian approach. Consequently, if lim- 

ting our assessment of relative pressures to within �s , νWERP 

s derived and described in Section 2.1 holds true. Similarly, the 

ransition into computations on sub-domains does not obstruct any 

f the required properties assigned to w . Instead, the sub-domain 

pproach enables all virtual energy components to remain in the 

riginal Eulerian formulation ( Eqs. (4) –(8) ), and the derivation of 

elative pressure is thus - yet again - governed by Eq. (10) . As such,

he sub-domain approach shows an inherent benefit over the com- 

lete ALE-formulation, avoiding the need for an introduced domain 

apping M and any associated interpolation of v . Similarly, uti- 

izing sub-domains avoids inclusion of the domain movement u , 

long with its associated computational complexity. 

In addition to the benefits shown over the ALE-formulation of 

WERP, the DDI and SDI approach come with their own particu- 

ar advantages. For DDI - even though the sub-domain approach 

ill inherently decrease the number of data points included in the 

WERP computation - the approach in Eq. (19) will ensure that �s 

s as inclusive as possible. On the other hand, with Eq. (19) describ- 

ng a continuously updated sub-domain, w will have to be subse- 

uently recalculated as νWERP is advanced over time. 

By contrast, the SDI approach will be limited by the size of �s , 

here Eq. (20) restricts computation to an intersect of all possi- 

le time frames. In the case of large deformations or significant 

ranslations, this will drastically reduce the number of data points 

ncluded in the νWERP computation. However, this might not be 

n inherent hindrance to any intracardiac implementation, where 

xcessive domain motion is typically rare over a physiological car- 

iac cycle ( Arts et al., 1992 ). Instead, a benefit of the SDI approach

s that �s is inherently static, meaning that a single w can be uti- 
l axis represented by the outer-most circular arc, the dynamic domain ( �, section 

, a series of sub-domains �s are created from the intersect of consecutive frames 

approach (section SDI), a single sub-domain �s is created as the intersect over all 
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ized over all time steps. As such, Eqs. (11) –(13) only has to be

olved once for the entire νWERP computation, reducing the com- 

utational effort in deriving relative pressure. 

.4. Computation of νWERP on dynamic domains using full field data 

Details of the numerical implementation of νWERP on static 

elds is outlined elsewhere ( Marlevi et al., 2019 ), however, below 

ollows a brief summary of this procedure for the extension into 

ynamic domains. 

.4.1. Data processing and dynamic domain segmentation 

As formulated, νWERP acts directly on acquired full field data, 

nd does not require any additional input data collection. However, 

o appropriately assess the dynamic fluid domain, a set of image- 

rocessing steps are required. 

(i) Domain segmentation - The dynamic fluid domain has to be 

segmented in the provided full field data. For the intracar- 

diac space, a wide variety of segmentation approaches ex- 

ists ranging from complete manual assessment to automated 

deterministic and learned methods ( Petitjean and Dacher, 

2011; Zotti et al., 2018; Bustamante et al., 2018 ). νWERP is 

however not tied to any specific approach, but can instead 

be utilized with any segmentation scheme of choice. For the 

sake of dynamic domains, segmentations are provided as a 

4D entity, describing the dynamic movement of a 3D binary 

segmentation over time. From these, sub-domain segmenta- 

tions can then be generated in accordance with either the 

DDI or SDI approach. 

(ii) Definition of inlet and outlet plane - To determine over which 

region pressure drops are to be calculated, inlet and outlet 

planes have to be indicated in the segmented flow fields. 

Most practically, these can be manually selected within the 

4D segmentations, and then propagated onto each respective 

sub-domain segmentations. 

(iii) Domain labelling - To assign boundary conditions in the com- 

putation of w , all voxels within the segmented domain have 

to be classified as either interior (being completely within 

the fluid sub-domain), exterior (being completely outside 

the fluid sub-domain), inlet or outlet (being part of the de- 

fined inlet or outlet planes), or wall (separating interior and 

exterior), respectively. 

.4.2. Computation of virtual field 

Using the sub-domain approach, the computation of w does not 

iffer from what has been previously reported. The Stokes prob- 

em of Eqs. (11) –(13) is solved using a staggered grid Finite Dif- 

erence Method (FDM), with boundary conditions projected onto 

he discretized full field data utilizing the domain labelling in 

ection 2.4.1 . To reduce numerical errors in the FDM solution, data 

ubsampling was employed, such that w was solved on an upsam- 

led version of the provided discretized domain. To exemplify, an 

psampling factor of 2 would mean that a single image voxel is 

plit by a factor of 2 in all spatial dimensions, effectively solving 

 on a grid with 2 3 times more voxels. Note that this upsampling 

oes not affect the input data v . Further details on this process can 

e found in the original νWERP publication ( Marlevi et al., 2019 ). 

.4.3. Numerical implementation 

To utilize νWERP on acquired flow field data, the expressions in 

ection 2.1 have to be re-reformulated in a discretized, spatiotem- 

oral format. This includes defining DDI or SDI sub-domains, ex- 

racting temporal and spatial derivatives, and evaluating virtual en- 

rgy components, all within the provided spatiotemporal domain. 

pecifics of such are given in Appendix A, however, important to 
5 
ote is that νWERP is solely based on provided flow data and asso- 

iated segmentation, meaning that no additional input information 

s required in order to compute relative pressure. 

.5. Verification and spatiotemporal analysis using a simplified 

ynamic domain benchmark problem 

For the extension of νWERP onto dynamic domains, a first set 

f validation tests were performed. For this, an analytical in-silico 

enchmark problem was designed, where the dynamic domain 

ovement could be described by a universally applicable, analyti- 

al expression. 

In short, the benchmark problem was designed as a spheri- 

al fluid filled domain, where flow was allowed to enter and exit 

hrough a capped top surface. By imposing a prescribed wall mo- 

ion onto the spherical boundaries - deforming the capped sphere 

nto a biconcave disc - flow entered and exited the domain over 

ime, creating a varying velocity and pressure field within the dy- 

amically shifting domain. 

To theoretically prescribe the wall motion, a 3D sphere with 

adius R 0 was created, defined at time t 0 and given in Cartesian 

oordinates (x, y, z) . The domain was cut at z > 0 . 9 R 0 , creating a

apped planar surface section at z = 0 . 9 R 0 . The imposed wall mo-

ion was for simplicity restricted to the y direction, defined by 

 (x, y, z, t) = y (1 − f (t)) + S(x, y, z) f (t) y R , (21)

here y R = y/ 
√ 

R 2 
0 

− r 2 is the distance from the xz-plane normal- 

zed by the local thickness (used to ensure that the spatial trans- 

ormation is injective, and assigning r = 

√ 

x 2 + z 2 as the xz-plane 

adial coordinate), f (t) = sin 

2 (πt/T ) acts as a weighting between 

he undeformed and maximally deformed states, and T is the 

ength of one temporal cycle. Note that as f (t) has an argument 

f πt/T , maximum deformation occurs at t = 0 . 5 T , with the origi-

al undeformed state recovered at t = T . 

In Eq. (21) , the function S represents the shape of the domain’s 

oundary at peak deformation, given by 

(x, y, z) = 

r 2 
√ 

R 

2 
0 

− r 2 + h (R 0 + r)(R 0 − r) 

R 

2 
0 

. (22) 

ere, h ∈ [0 , R 0 ] is a magnitude coefficient, used to scale the degree

f deformation. To obtain visibly sufficient deformation, the mag- 

itude coefficient was set as h = 0 . 2 R 0 , R 0 = 25 mm, and T = 0 . 5

. An overview of the created domain, velocity, and pressure field, 

s given in Fig. 2 . 

Using the above, flow was computed inside the dynamic do- 

ain by Computational Fluid Dynamics (CFD) simulations using a 

G(1)cG(1) method ( Hessenthaler et al., 2017 ) for solving the in- 

ompressible Navier-Stokes equations in an ALE coordinate frame 

technical details are provided in Appendix B). Simulations were 

un for ten cycles to ensure steady state, with data extracted from 

he final 10 th cycle. Synthetic image data - consisting of a voxelized 

elocity and pressure field, respectively - was created by project- 

ng the CFD output onto a uniform image grid. To study the ef- 

ect of spatiotemporal sampling, data was generated at 1, 2, 3, and 

 mm 

3 , with temporal sampling of 10, 20, 25, and 50 ms, respec- 

ively. 

For each set of spatiotemporal sampling, pressure drops were 

omputed between the capped surface at z = 0 . 9 R 0 and a corre-

ponding planar surface within the fluid domain at approximately 

 = −0 . 9 R 0 . Using νWERP, both the DDI and SDI sub-domain ap-

roach was used, evaluating potential differences between the two. 

o ensure that the spatial convergence analysis was not influence 

y the numerical accuracy of w , individual levels of domain sub- 

ampling was applied at the each level of spatial sampling (de- 

cription on the domain subsampling is given in Section 2.4.2 ). 
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Fig. 2. Overview of the dynamic domain benchmark problem, created to evaluate νWERP performance over dynamic domains. The domain is initiated as a capped spherical 

domain ( t = 0 ), which is then deformed into a biconcave disc (maximum deformation at t = 0 . 5 T ), before returning to its original state ( t = T ). With the deformation, 

internal fluid is allowed to enter and exit through the capped side surface, creating a varying v and p-fields inside the domain. Top row: Surface rendering of dynamic 

domain. Middle row: Perpendicular cuts through the domain, showing velocity magnitude over the temporal cycle. Bottom row: Perpendicular cuts through the domain, 

showing the pressure field over the temporal cycle. Coordinate axes are given at the top right. 

Fig. 3. Left: Patient-specific left heart model, including the left atrium ( �A ) and left ventricle ( �V ), showing initial mesh and the different inflow and outflow boundaries 

at pulmonary veins and the aorta. The red line indicates the coupling surface between atrium and ventricle. Figure from Hessenthaler (2020) . Right: Velocity magnitude at 

t = 0 . 16 s and t = 0 . 64 s at a section cutting the MV surface and AV outflow boundary. (For interpretation of the references to colour in this figure legend, the reader is 

referred to the web version of this article.) 
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.6. Verification and noise analysis using a patient-specific left heart 

odel 

To further study the extension of νWERP onto dynamic do- 

ains, and to specifically evaluate performance in a realistic flow 

cenario, a patient-specific CFD model of the left heart was uti- 

ized. 

.6.1. Numerical setup and initial assessment 

For this study, the left atrium (LA) and left ventricle (LV) do- 

ains, see Fig. 3 , were extracted from computed tomography (CT) 

ata of a cardiac resynchronization therapy (CRT) patient, suffer- 

ng from abnormal wall motion and reduced ejection fraction (EF 

 20.8%). With original image data provided at a resolution of 10 
6 
rames/cardiac cycle, motion of the outer walls was generated at 

 ms increments by means of local B-spline interpolation. Cardiac 

ycle time was 0.8 s with systole lasting for the first 0.43 s, and 

iastole lasting for the remaining 0.37 s. The fluid density and vis- 

osity were selected as ρ = 1025 g/cm 

3 and μ = 4 mPa · s. 

Similar to Section 2.5 , flow in the LA and LV was modeled us- 

ng the incompressible Navier-Stokes equations in ALE form with 

 cG(1)cG(1) stabilization approach. Note that LA and LV were 

reated as two definite sub-domains, where coupling was enforced 

sing a Lagrange multiplier. Valve leaflets were not incorporated 

nto the model, and instead the switch in valve opening between 

ystole and diastole was assumed instantaneous for both mitral 

nd aortic valve, respectively (technical details on the CFD setup 

re provided in Appendix C). To ensure periodic steady state, simu- 
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Fig. 4. The νWERP SDI approach was evaluated as a function of sub-domain size. 

The dynamic domain � at onset of systole is shown in gray, the largest possible 

sub-domain �s as per Eq. (20) is shown in green (mid panel). Removal of a set of 

outermost voxels (erosion) creates a more conservative, smaller domain, shown in 

red (left panel). Dilation of outermost voxels creates a more inclusive, larger do- 

main, shown in blue (right panel). Note that the larger blue domain is no longer a 

sub-domain of �. (For interpretation of the references to colour in this figure leg- 

end, the reader is referred to the web version of this article.) 
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ations were run for seven cardiac cycles, with data extracted from 

he final one. Synthetic image data was created for LA and LV sepa- 

ately, projecting the CFD velocity and pressure output onto a uni- 

orm image grid in a similar fashion to Section 2.5 . To mimic real-

stic imaging settings, data was sampled at 2 mm 

3 , with temporal 

ampling of 29.6 ms (extracting 27 frames over the simulated car- 

iac cycle). 

As an initial assessment, pressure drops were computed for four 

ifferent sections, using both νWERP DDI and SDI approach: 

1. From the mitral valve (MV) to a distal apical plane of the LV 

2. From a distal apical plane of the LV to the aortic valve (AV) out- 

let 

3. From the left inferior pulmonary vein inlet, to the MV 

4. From the left superior pulmonary vein inlet, to the MV 

Here 1. and 2. were chosen to represent LV, and 3. and 4. LA 

ehavior, respectively. 

.6.2. Noise sensitivity analysis 

To evaluate the effect of random image fluctuations on νWERP 

utput, synthetic image noise was added to computed image data 

f the left heart. By assigning a synthetic velocity encoding at v enc 

 1.5 m/s, and utilizing the fact that v enc relates to velocity stan- 

ard deviation σ and signal-to-noise-ratio (SNR) as 

= 

√ 

2 v enc 

π · SNR 

, (23) 

could be derived for three different noise-scenarios: low-noise 

SNR = 25), mid-noise (SNR = 15) and high-noise (SNR = 5). At 

ach SNR-level, noise was distributed over all voxels and all frames 

f the synthetic image data following a truncated Gaussian dis- 

ribution, with standard deviation given by σ, and with trunca- 

ion applied for [ −2 σ, 2 σ ] to avoid spurious noise effects. At each

oise-level, the synthetic image data was amended with 50 dif- 

erent noise fields, generating pressure drop assessments for each 

ample. As such, output could be generated as mean ± standard 

eviation. For simplicity, the evaluation of noise was only per- 

ormed in the LV, probing pressure drops from MV to a distal api- 

al planen using both the νWERP DDI and SDI approach. 

.6.3. Effect of sub-domain extent 

In all aforementioned tests, the SDI approach of νWERP utilized 

he largest possible sub-domain �s , created as the intersect of �(t) 

ver all time frames, as per Eq. (20) . However, we posed the ques-

ion of how the extent of �s would affect the output of νWERP 

nd the SDI approach. 

To evaluate this, the setup in Section 2.6.2 was again utilized, 

robing the pressure drop from MV to an apical plane in the 

atient-specific left heart model. Using the largest possible sub- 

omain �s (again created from the intersect over all frames as per 

q. (20) ), a set of additional domains were now created by either 

1. Eroding the domain around the MV-apical axis 

2. Dilating the domain around the MV-apical axis 

In practice, that meant that in 1., the outer-most layer of �s 

as effectively removed, creating a smaller �s for the SDI ap- 

roach. Conversely, in 2. an additional outer layer was added to 

s , creating a larger �s for the SDI approach (note that in this 

nstance, �s ∩ �(t) will no longer hold). A visualization of how 

his changed the assessed SDI domain is shown for three-layer ero- 

ion/dilation in Fig. 4 . 

In both instances, modifications were made by dilating or erod- 

ng up to four layers around the MV-apical axis. In each instance, 

he MV-apical pressure drop was assessed, along with a noise sen- 

itivity analysis as in Section 2.6.2 . Note that the position of the 
7 
nlet and outlet planes (between which relative pressure was com- 

uted) did not change despite any eroded or dilated domain. In- 

tead, the planes were expanded or reduced in cross-section to 

t the extent of each sub-domain set, respectively. Furthermore, 

n order to ensure complete convergence in the creation of w - 

ndependent of domain extent - additional levels of domain sub- 

ampling (as described in Section 2.4.2 ) was applied on the eroded 

ub-domains (using a subsampling factor of 2 on the 1–2 level ero- 

ion; using a subsampling factor of 3 on the 3–4 level erosion). 

.7. Application to intraventricular flows in vivo using 4D flow MRI 

To test νWERP as a tool for clinical intracardiac assessment, the 

ethod was applied on in-vivo data from 4D Flow MRI sessions. 

ata was retrospectively collected from 5 healthy subjects (EF = 

2 . 7 ± 3 . 4 %, EA-ratio = 1 . 36 ± 0 . 25 ) and 1 patient exhibiting signs

f diastolic dysfunction through impaired relaxation (EF = 60.2%, 

A-ratio = 0.65). The set of healthy subject were used to test out- 

ut consistency, whereas the patient case was used as a feasibil- 

ty test, indicating possible differences in the assessed intracardiac 

ressure drops by νWERP. 

For all subjects, images were acquired using a 3T Philips Inge- 

ia system (Philips Healthcare, Best, the Netherlands). The field- 

f-view was adjusted to cover the entire thoracic cavity, cen- 

ered on the heart, with acquired spatiotemporal resolution of 

.7x2.7x2.8 mm 

3 and 52.8 ms, respectively. Acquired data was cor- 

ected for concomitant gradients fields, phase wraps, as well as 

ackground phase errors. Further details on data collection can be 

ound in previous work ( Bustamante et al., 2015 ). 

A validated multi-atlas segmentation technique was used to 

egment intracardiac chambers, as well as great thoracic vessels in 

ll image sets ( Bustamante et al., 2015; 2018 ). Focusing on the LV, 

ressure drops were computed: 

1. From the MV to a distal apical plane 

2. From a distal apical plane to the AV 

To facilitate this, the interface between LA and LV segmentation 

as used to define the MV plane. Similarly, the interface between 

V and aortic segmentation was used to define the AV opening. 

he apical plane was manually positioned at a distal part of the 

V, qualitatively parallel to the atrioventricular plane, and ensuring 

hat it remained inside the LV throughout the cardiac cycle. Based 

n the in-silico results, the sub-domain SDI approach was used for 

ll νWERP computations. A resampling factor of n = 2 was used for 

he subsampling of w . 



D. Marlevi, M. Balmus, A. Hessenthaler et al. Medical Image Analysis 68 (2021) 101948 

2

p

a

o

(

b

m

�

w  

v

t

t

p

u

s

t

d

t  

a  

t

�

A

o  

s

a  

w

f

m

2

p

t

d

d

c

t

o

t

e

e

S

n

r

p

m

ν
w

b

a

ε

w

d

p

w

t

t

m

ε

t

g

T

a

p

t

M

3

ν
o

l

F

3

b

S

i

s

t

t

M

m

t

�

e  

a  

1

p

fi

s

D

e

p

t  

1

e

b

t

u

t  

t

i

d  
.8. Alternative methods for estimation of intracardiac relative 

ressure 

To compare νWERP output against alternative approaches, rel- 

tive pressure was in all instances derived using two other, previ- 

usly proposed methods for intracardiac analysis. 

First, relative pressure was assessed using a reduced Bernoulli 

RB) formulation. Under this formulation, the relative pressure �p

etween two points q i and q o in �i and �o , respectively, is esti- 

ated as 

p(t) = 

1 

2 

ρ
(
v 2 o (t) − v 2 i (t) 

)
, (24) 

here v k (t) = v (q k , t) · n (with k = o, i and n denoting the unit

ector from q i to q o ). While the reduced Bernoulli formulation in- 

roduces a number of simplifications regarding the flow, it also has 

he smallest requirements on measurement data, resulting in its 

opular application. 

In addition to RB estimates, relative pressure was also assessed 

sing the unsteady Bernoulli (UB) equation, representing an exten- 

ion of Eq. (24) including inertial terms appearing in the momen- 

um balance ( Firstenberg et al., 2001 ). In this case, the pressure 

rop between q i and q o is computed by considering the integra- 

ion of the inertial term along an integration line p (s ) (where s is

 parametric coordinate such that p (0) = q i and p (1) = q 0 ). In UB,

he pressure is approximated as 

p = 

1 

2 

ρ
(
v 2 o (t) − v 2 i (t) 

)
+ ρ

∫ 1 

0 

∂v 

∂t 
· ∂p 

∂s 
ds. (25) 

s before, v o and v i are the velocities projected in the direction 

f n at q o and q i , respectively. For simplicity, q i and q o were as-

igned as the mid-points on �i and �o , respectively, with s being 

 straight integration line along n . If by using this definition, p (s )

ent outside the domain �, p (s ) was split into two sections: one 

rom q i to the mid-point of the domain �(t) , and one from the 

id-point of �(t) to q o . 

.9. Statistical analysis 

For the validation in both the dynamic domain benchmark 

roblem and patient-specific left heart model in-silico setup, an es- 

imate of mean similarity was calculated by the normalized Fréchet 

istance, d f , given as 

 f = 

inf �p, �p e max t∈ [ t 0 ,t n ] || �p(t) − �p e (t) || 
inf �p max t∈ [ t 0 ,t n ] || �p(t) || . (26) 

Here, �p is the true relative relative pressure, and �p e is the 

orresponding estimated output, both given as a function of time 

. As such, d f measures the average distance between �p and �p e 
ver the entire temporal cycle T , normalized by the distance be- 

ween �p and a reference null-estimate ( �p e = 0). To enrich the 

valuated data, �p e and �p were temporally upsampled to the 

quivalent of 1 ms, achieved by piece-wise linear interpolation. 

imilarly, for the spatiotemporal convergence analysis in the dy- 

amic domain benchmark problem, true data �p was always rep- 

esented by the CFD data obtained at the highest-most spatiotem- 

oral sampling (given at 1 mm 

3 and 10 ms, respectively). Further- 

ore, to ensure fair comparison between methods, true �p for 

WERP was given as the mean pressure drop between �i and �o , 

hereas for RB and UB, true �p was given as the pressure drop 

etween q i and q o . 

For the patient-specific left heart model, errors in maximum 

nd minimum pressure drop were also assessed by 

(�P max/min ) = 

( | �p e (t m 

) − �p(t m 

) | 
| �p(t m 

) | 
)

, (27) 
8 
here t m 

is the time at either maximum or minimum pressure 

rop for the true estimate �p, respectively. To provide a 1:1 com- 

arison with the estimated pressure drops, the true estimate �p

as in this instance extracted from a voxelized pressure field, ob- 

ained by sampling the generated CFD solution at identical spa- 

iotemporal sampling (2 mm 

3 , 29.6 ms). 

Furthermore, for the patient-specific left heart model, the root 

ean square error was calculated as 

 rmse = 

1 

N 

√ 

N ∑ 

n =1 

( | �p e − �p n | ) 2 . (28) 

Lastly, data from the dynamic domain benchmark problem and 

he patient-specific left heart model was combined, and linear re- 

ression was assessed between predicted and true pressure drop. 

o represent realistic imaging settings, data was only combined for 

 spatial sampling of 2 mm 

3 or higher. Additionally, Bland-Altman 

lots were generated on the same combined data to assess poten- 

ial method bias. 

Complete data analysis and implementation was performed in 

ATLAB R2016a (MathWorks, Natick, MA, USA). 

. Results 

The following section provides results for the evaluation of 

WERP on the dynamic domain benchmark problem ( Section 3.1 ), 

n the patient-specific left heart simulation ( Section 3.2 ), a cumu- 

ative assessment of the two ( Section 3.3 ), and on the in-vivo 4D 

low MRI data ( Section 3.4 ), respectively. 

.1. Dynamic domain benchmark problem 

Estimations of relative pressure through the dynamic domain 

enchmark problem are given for νWERP using both the DDI and 

DI approach, as well as for the alternative UB and RB approaches 

n Table 1 , with output given as d f at different spatiotemporal 

ampling. As an example of the relative pressure development over 

ime, Fig. 5 presents output at 2mm 

3 spatial sampling, and 20 ms 

emporal sampling (picked to represent routinely acquired 4D Flow 

RI sampling). Note that for νWERP, true �P is represented by the 

ean �P between �i and �o , whereas in the Bernoulli instances, 

rue �P is given by the estimated drop between the mid-points on 

i and �o , respectively. 

Overall, νWERP shows consistently high accuracy, with an av- 

rage d f of 16.0% over all evaluated instances (largest d f = 37 . 8%

t 3 mm 

3 and 50 ms sampling, smallest d f = 6 . 3% at 1 mm 

3 and

0 ms sampling), corresponding to an absolute error in relative 

ressure smaller than 0.01 mmHg. For typical ranges of in-vivo full- 

eld imaging (2 mm 

3 , 25 ms), d f are below 14.7%. 

In general, νWERP output improves with refined spatiotemporal 

ampling. Further, only minor differences can be inferred between 

DI and SDI approach. For the assessment of the mean similarity 

rror, SDI appear slightly more accurate over the entire spatiotem- 

oral range ( d f ranging from 29.6% to 13.0% at 4mm 

3 and 20.0% 

o 6.3% at 1mm 

3 for DDI, compared to 22.1% to 8.4% at 4mm 

3 and

5.9% to 10.9% at 1mm 

3 for SDI, respectively). However, the differ- 

nce in d f is in average below 5.8%, indicating fairly similar output 

etween the DDI and SDI approach. 

With respect to spatiotemporal behavior, a minor favoring of 

emporal over spatial refinement seems apparent. Over the eval- 

ated ranges, a twofold increase in spatial sampling (4 to 2, or 2 

o 1 mm 

3 ) rendered an average decrease in d f by 45 and 20% for

he DDI and SDI approach, respectively. In comparison, a twofold 

ncrease in temporal sampling (50 to 25 ms, or 20 to 10 ms) ren- 

ered an average decrease in d f by 41 and 31% for the DDI and



D. Marlevi, M. Balmus, A. Hessenthaler et al. Medical Image Analysis 68 (2021) 101948 

Table 1 

Numerical data for the estimation of relative pressure over the dynamic domain benchmark problem, given for νWERP with a DDI approach (first from left), νWERP 

with an SDI approach (second from left) approach, UB (third from left), or RB (fourth from left), respectively. Results are presented for the normalized Fréchet distance 

d f , estimating the mean similarity between estimated and true relative pressure. Results are given as a function of spatial and temporal image sampling (1–4 mm 

3 and 

10–50 ms, respectively). 

νWERP - DDI νWERP - SDI UB RB 

d f d f d f d f 

dx / dt 50 ms 25 ms 20 ms 10 ms 50 ms 25 ms 20 ms 10 ms dx / dt 50 ms 25 ms 20 ms 10 ms 50 ms 25 ms 20 ms 10 ms 

4 mm 

3 29.6 15.4 13.1 13.0 22.1 10.8 8.2 8.4 4 mm 

3 110.9 94.9 93.6 89.3 136.4 173.1 178.1 169.1 

3 mm 

3 37.8 28.2 28.8 28.4 14.5 14.4 14.6 15.6 3 mm 

3 110.4 93.5 92.9 87.1 166.2 185.0 173.2 179.8 

2 mm 

3 23.2 14.6 14.6 14.7 15.7 11.7 11.2 10.5 2 mm 

3 109.6 94.7 91.2 77.8 171.5 194.5 194.1 214.9 

1 mm 

3 20.0 8.5 6.5 6.3 15.9 13.2 12.0 10.9 1 mm 

3 110.0 94.2 92.0 81.3 199.4 212.9 224.9 252.6 

Fig. 5. Results from the dynamic domain benchmark problem, given for a spatiotemporal sampling of 2 mm 

3 and 20 ms. Output given for, from left to right, νWERP using 

a DDI approach, νWERP using a SDI approach, UB, and RB, respectively. In each instance, comparative data from voxelized equivalents of the CFD pressure field is provided 

as reference: for νWERP comparisons are given against the mean pressure drop between �i and �o (black solid line), for UB and RB comparisons are given against a �i 

mid-point �o to mid-point pressure drop (black solid line) as well as an area showing the range of possible pressure differences between any two points at �i and �o (gray 

shaded area). 
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DI approach, respectively. This improvement is particularly evi- 

ent when increasing from 50 to 25 ms temporal sampling, where 

 f decreases by up to 136%. Further refinement does not come 

ith the same dramatic improvement, and d f only decreases by 

% when increasing temporal sampling from 20 to 10 ms for both 

DI ans SDI approach, respectively. 

Over all evaluated spatiotemporal ranges, the alternative 

ernoulli approaches show consistently higher normalized Fréchet 

istances. UB estimates are in average d f = 95 . 2% , with visually

pparent deviations obvious in Fig. 5 , especially towards the later 

alf of the temporal cycle. RB shows more significant deterioration, 

ith a systematic overestimation indicated in Fig. 5 , and with d f 
round or above 150% in a majority of all evaluated cases. The RB 

pproach also does not indicate any visual spatiotemporal conver- 

ence where estimates are based purely on the resolved maximum 

elocities at inlet and outlet (as per Eq. (24) ), highlighting the dif- 

culty in utilizing the approach in a dynamically moving, complex 

ow domains. 

.2. Patient-specific left heart model 

.2.1. Assessment of left atrial and left ventricular relative pressure 

Estimation of relative pressure in the patient-specific left heart 

odel for a few selected sections are given in Fig. 6 , with out- 

ut shown for νWERP using a DDI approach, and for alternative 

B and RB approaches, respectively. As visually apparent, νWERP 

rovides accurate estimates in all evaluated sections, being able 

o handle flow behavior in both LA and LV throughout the car- 

iac cycle. Only minor deviations from the true relative pressure 

race are observed, and in all sections peak maximum and mini- 

um pressure drops are captured with an absolute error of below 

.1 mmHg, corresponding to ε(�P max/min ) = 11 . 0% and 18 . 5% for LV

nd LA, respectively. UB shows similar ability to recover the tran- 

ient changes of the true relative pressure, however, higher devia- 
9 
ions seem apparent, and the accuracy in capturing peak pressure 

rops is slightly decreased ( ε(�P max/min ) = 19 . 9% and 59 . 9% for LV

nd LA, respectively). In comparison, RB is not able to replicate the 

ransient behavior of the relative pressure trace, and even at peak 

vents issues seem to prevail with respect to both under- and over- 

stimation, as well as incorrect temporal positions (peak pressure 

rop absolute error of 0.4 mmHg, with ε(�P max/min ) = 61 . 2% and

0 . 2% for LV and LA, respectively). 

.2.2. Noise sensitivity analysis 

Complete data for the noise sensitivity study is given in Table 2 , 

long with an output example given at SNR = 15 in Fig. 7 . 

In general, νWERP seems fairly invariant to added image noise, 

nd exhibits consistent accuracy in all evaluated metrics, with only 

lightly decreased accuracy at the high-noise configuration (SNR = 

). The behavior is also not overly affected by the choice of DDI 

r SDI approach, where both show similar behavior in output. For 

DI, d f goes from 14.3% to 17.4 ± 4.0% when going from a noise- 

ree (SNR = ∞ ) to a high-noise (SNR = 5) scenario; for SDI the

ame evaluation renders d f values going from 13.5% to 19.8 ± 4.8%. 

imilar behavior is observed for the estimation of peak relative 

ressure, where no significant distortion is observed in ε(�P max ) 

r ε(�P min ) . A slight opposite trend is seen for ε(�P max ) in the

WERP-SDI instance, however, the data should be contrasted to 

he absolute difference in estimate being within 0.02 mmHg. As 

uch, the trend could be attributed to mere fluctuations at the dis- 

rete time representing �P max , following the added Gaussian im- 

ge noise. Regarding absolute errors, ε rmse is also kept consistently 

elow 0.01 mmHg, highlighting the noise-invariant behavior. Simi- 

arly, the added image noise does not generate a significant spread 

n output, and even at high noise (SNR = 5) standard deviations in 

 f are kept below 5%. 

Similar behavior can be observed for the assessments of peak 

ressure drop ( ε (�P max ) and ε (�P ) ). In this instance, the
min 
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Fig. 6. Results from the patient-specific left heart model, given for four different intracardiac sections at SNR = ∞ in both left ventricle (LV) and left atrium (LA): from the 

mitral valve (MV) plane to a distal apical plane (first from left), from a distal apical plane to the aortic valve plane (second from left), from the left inferior pulmonary vein 

opening to the MV plane (third from left), and from the left superior pulmonary vein opening to the mitral valve plane (fourth from left). Relative pressure estimates are 

given for νWERP using a DDI approach (blue dashed), UB (red dashed), DB (yellow dashed), along with the true estimate given by voxelized equivalents of the CFD pressure 

field generated at the identical spatiotemporal sampling (black solid). In all instances, relative pressure is presented from systole (0 s → 0.43 s) to diastole (0.43 s → 0.8 s). 

(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Table 2 

Numerical data for the noise sensitivity analysis, performed on pressure drop assessment between the mitral valve plane and an apical plane in the patient-specific left 

heart model. Results are presented for four different pressure drop assessment methods (from left to right: νWERP with DDI, νWERP with SDI, UB, and RB), with output 

given for normalized Fréchet distance d f and the errors at peak positive ( ε(�P max ) ) and peak negative ( ε(�P min ) ) relative pressure, respectively. Data are in all instances 

given in %. 

νWERP - DDI νWERP - SDI UB RB 

SNR d f ε(�P max ) ε(�P min ) d f ε(�P max ) ε(�P min ) d f ε(�P max ) ε(�P min ) d f ε(�P max ) ε(�P min ) 

∞ 14.3 0.7 8.7 13.5 8.6 11.0 28.4 4.5 4.8 90.1 105.3 21.8 

25 14.3 ± 1.0 1.4 ± 0.9 8.8 ± 1.2 13.8 ± 1.1 8.2 ± 1.3 10.9 ± 1.4 34.8 ± 9.7 10.9 ± 7.4 11.8 ± 11.5 89.4 ± 0.9 104.8 ± 1.3 18.2 ± 5.6 

15 14.4 ± 1.7 2.0 ± 1.2 9.0 ± 2.0 14.1 ± 1.9 7.7 ± 2.1 11.3 ± 2.3 44.5 ± 16.3 16.5 ± 12.1 16.5 ± 19.1 89.4 ± 1.5 105.1 ± 1.9 15.3 ± 6.0 

5 17.4 ± 4.0 7.2 ± 4.1 13.2 ± 6.2 19.8 ± 4.8 4.8 ± 4.4 15.8 ± 7.4 103.6 ± 50.6 46.5 ± 36.5 46.2 ± 57.9 106.0 ± 12.3 120.4 ± 9.1 17.7 ± 15.5 

Fig. 7. Results from the patient-specific left heart model, given for assessment from the MV plane to a distal apical plane in the LV. Output shown as part of the noise 

sensitivity study, with data shown for νWERP using a DDI and SDI approach (first and second from left), UB (third from left) and RB (fourth from left, respectively). In all 

instances, output from 50 samples at SNR = 15 is shown (red shaded area, mean output as red dashed) together with comparative data from voxelized equivalents of the 

CFD pressure field, generated at the identical spatiotemporal sampling: for νWERP comparisons are given against the mean pressure drop between �i and �o (black solid 

line), for UB and RB comparisons are given against a �i mid-point �o to mid-point pressure drop (black solid line) as well as an area showing the range of possible pressure 

differences between any two points at �i and �o (gray shaded area). In all instances, relative pressure is presented from systole (0 s → 0.43 s) to diastole (0.43 s → 0.8 s). 

(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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WERP DDI approach indicates slightly higher accuracy (at SNR = 

5, ε(�P max ) = 2.0 ± 1.2 for DDI vs. 7.7 ± 2.1% for SDI, respec-

ively). The difference, however, diminished with increasing image 

oise (at SNR = 5, ε(�P max ) = 7.2 ± 4.1% for DDI, vs. 4.8 ± 4.4%

or SDI). 

For the alternative Bernoulli-based approaches, at the noise-free 

onfiguration UB estimates are providing fairly accurate estimates, 

hereas RB show decreasing accuracy with the method not able to 

apture the transient behavior of the true intraventricular pressure 

rop, as evident in Fig. 7 . Furthermore, both UB and RB deteriorate 

ith increasing noise level. For UB, estimates in the high-noise sce- 

ario (SNR = 5) exhibit d f = 103.6 ± 50.6, and RB exhibit similar 

utput deterioration with d f = 106.0 ± 12.3. In both instances, the 
10 
stimates of peak pressure drops are similarly affected by added 

mage noise. 

.2.3. Effect of sub-domain extent 

To show the effect of eroding or dilating domain extent on the 

WERP SDI approach, results are presented in Table 3 . 

Both erosion and dilation of the SDI sub-domain �s affects 

WERP output, however to different extents. In the case of sub- 

omain erosion (removal of outer-most layers of �s ) accuracy 

oes not change substantially from the non-eroded SDI results in 

able 2 , and at a noise-free configuration the difference in d f be- 

ween a non-eroded and a four-layer eroded configuration is virtu- 

lly negligible ( d f varying within 1.5% over all erosion tests). With 
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Table 3 

Numerical data for the sub-domain extent analysis, performed on pressure drop assessment between the mitral valve plane and an apical plane in the patient-specific left 

heart model. Results are presented for νWERP using the SDI approach, however modifying the initial SDI domain �s by either eroding (removing the outermost layer of 

�s , top), or dilating (adding an outer layer onto �s , bottom) the domain. In both instances, erosion or dilation is performed from 1 to 4 layers. Output is presented for 

mean error ε mean and the errors at peak positive ( ε(�P max ) ) and peak negative ( ε(�P min ) ) relative pressure, respectively. Data are in all instances given in %. 

Erosion - 1 layer Erosion - 2 layers Erosion - 3 layers Erosion - 4 layers 

SNR d f ε(�P max ) ε(�P min ) d f ε(�P max ) ε(�P min ) d f ε(�P max ) ε(�P min ) d f ε(�P max ) ε(�P min ) 

∞ 13.2 2.9 1.4 13.7 3.4 1.8 12.2 5.9 1.5 13.5 9.4 3.9 

25 13.3 ± 0.9 3.4 ± 1.4 1.5 ± 1.1 13.9 ± 1.7 4.0 ± 1.6 2.0 ± 1.4 12.3 ± 1.7 6.1 ± 2.1 1.9 ± 1.5 13.9 ± 2.5 9.7 ± 3.2 4.3 ± 2.4 

15 13.7 ± 1.6 4.0 ± 1.9 2.1 ± 1.6 14.4 ± 2.6 4.5 ± 2.5 2.6 ± 2.0 12.7 ± 2.7 6.2 ± 3.2 2.8 ± 2.1 15.1 ± 3.6 9.9 ± 5.0 5.5 ± 3.5 

5 16.2 ± 4.0 7.7 ± 5.5 5.7 ± 4.7 19.0 ± 5.6 8.9 ± 6.3 6.9 ± 5.5 20.2 ± 4.9 9.4 ± 7.1 7.8 ± 6.0 29.6 ± 7.8 14.7 ± 10.6 14.3 ± 10.6 

Dilation - 1 layer Dilation - 2 layers Dilation - 3 layers Dilation - 4 layers 

SNR d f ε(�P max ) ε(�P min ) d f ε(�P max ) ε(�P min ) d f ε(�P max ) ε(�P min ) d f ε(�P max ) ε(�P min ) 

∞ 21.9 0.4 8.9 59.2 49.6 59.2 64.7 60.2 64.7 71.7 72.9 71.7 

25 21.9 ± 1.0 0.9 ± 0.8 8.3 ± 1.5 57.5 ± 3.2 49.1 ± 1.6 57.5 ± 3.2 62.5 ± 3.8 59.7 ± 1.6 62.5 ± 3.8 69.3 ± 4.0 72.5 ± 1.6 69.3 ± 4.0 

15 21.6 ± 1.4 1.3 ± 1.2 8.4 ± 2.3 57.5 ± 4.1 49.0 ± 2.4 57.5 ± 4.1 62.5 ± 4.5 59.6 ± 2.4 62.5 ± 4.5 69.3 ± 4.5 72.4 ± 2.5 69.3 ± 4.6 

5 20.6 ± 3.1 3.7 ± 3.6 9.4 ± 6.0 58.3 ± 9.2 48.5 ± 7.0 58.8 ± 9.7 63.5 ± 8.9 59.2 ± 7.0 63.0 ± 9.6 70.2 ± 8.3 71.9 ± 7.2 69.5 ± 9.3 

Fig. 8. Linear correlation plots for the evaluation of relative pressure through the dynamic domain benchmark problem and the patient-specific left heart model, together. 

True relative pressures are given as �P, with estimates provided by �P e . Values and correlations for peak true relative pressure only, are shown in red. Plots are shown, from 

left to right, for νWERP using a DDI approach, νWERP using a SDI approach, UB, and RB, respectively. Note that to make the two combined in-silico settings comparable, 

data is only shown for spatial sampling of 1–2 mm 

3 , at SNR = ∞ . (For interpretation of the references to colour in this figure legend, the reader is referred to the web 

version of this article.) 
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ncreasing noise, the overall d f varies slightly more. In particular, 

he higher the degree of erosion, the higher the variation in out- 

ut becomes (at SNR = 5, d f = 16.3 ± 4.0% at one-layer erosion, 

s. 29.6 ± 7.8% at four-layer erosion). The effect is also notable for 

he errors at peak relative pressure, however, the effect is within 

10% or 0 . 1 ± mmHg, and slight variations might be attributed to 

oise-induced fluctuations at discrete time points. 

On the other hand, for sub-domain dilation (addition of outer- 

ost layers onto �s ) results are more significantly affected. In par- 

icular, for two-layer dilation and onward, a distinct decrease in 

ccuracy is observed, with d f reaching values of over 70%. The ef- 

ect on the peak pressure drop assessment is particularly evident 

t the largest four-layer dilation, for which ε(�P max ) and ε(�P min ) 

 72.9 and 71.7% at SNR = ∞ , respectively. However, in compari- 

on to the domain erosion, domain dilation is not as substantially 

ffected by image noise and instead behaves similarly to the non- 

ilated, non-eroded, original SDI approach in Table 2 over all eval- 

ated noise levels. 

.3. Cumulative analysis of validation for intracardiac relative 

ressure assessment 

Fig. 8 shows linear regression plots for estimated vs. true rela- 

ive pressure, given for all evaluated cases in Section 3.1 –3.2 (data 

hown only for 1–2 mm 

3 data, at SNR = ∞ ). Bland-Altman plots of

he same data are presented in Fig. 9 . Note that in both instances,

alues for peak relative pressures are given in red. 

As evident in Fig. 8 , both νWERP approaches show excellent ac- 

uracy, with an almost 1:1 relationship observed to the true rela- 

ive pressure data (linear regression slope k = 1.01 and 0.98 for 

DI and SDI, respectively). The accuracy is also observed in the 
11 
land-Altman analysis, with both approaches rendering a mean er- 

or of 0 ± 0.03 mmHg for DDI, and -0.01 ± 0.03 mmHg for SDI, 

espectively. Similar values are reported for peak relative pressures. 

For the alternative Bernoulli estimates, UB shows a linear re- 

ression slope of k = 0.54 and R 2 = 0.48, indicating deteriorating 

stimation accuracy. Slightly better output is observed at peak rel- 

tive pressures ( k = 0.74, R 2 = 0.98), however deviation from a 

:1 relationship remains. These results are also corroborated by the 

land-Altman data, showing a slight underestimation bias, with a 

ean error of -0.17 ± 0.24 mmHg. Still, the underestimation is less 

ronounced at peak relative pressures (-0.06 ± 0.15 mmHg). 

RB shows a stronger deterioration, with a linear regression 

lope of k = 0.96 however with R 2 = 0.33, and with a visually ap-

arent deviation from an true 1:1 relationship seen in Fig. 8 . The 

land-Altman analysis further underlines this, with a mean error 

f 0.44 ± 0.45 mmHg, and even at peak relative pressure the de- 

iation from true data seem apparent ( k = 0.65, R 2 = 0.75, bias of

.29 ± 0.27 mmHg). 

.4. Intraventricular pressure drops from 4D flow MRI 

For the assessment of intraventricular relative pressure from in- 

ivo 4D Flow MRI data, results are presented in Figs. 10 –11 . 

For the pressure drop from the MV to an apical plane ( Fig. 10 ),

WERP indicates an initial systolic negative pressure drop of -1.6 

o -4.7 mmHg, with no visible difference between healthy subjects 

systolic peak at -3.1 ± 1.2 mmHg) and the patient with impaired 

elaxation (systolic peak at -3.1 mmHg). However, during diastole 

he differences become more pronounced. For the healthy sub- 

ects, two separate, negative pressure drops can be observed, cor- 

esponding to the E- and A-wave inflow shown in the flow traces 
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Fig. 9. Bland-Altman plots for the evaluation of relative pressure through the dynamic domain benchmark problem and the patient-specific left heart model, together. True 

relative pressures are given as �P, with estimates provided by �P e . Values and bias at peak true relative pressure only, are shown in red. Plots are shown, from left to right, 

for νWERP using a DDI approach, νWERP using a SDI approach, UB, and RB, respectively. Note that 95% limits are indicated by the gray dashed lines, and mean ± standard 

deviation is explicitly given in each plot. Note further that to make the two combined in-silico settings comparable, data is only shown for spatial sampling of 1–2 mm 

3 , at 

SNR = ∞ . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 10. Results from the in-vivo estimation of relative pressure ( �P) from the MV down to an apical plane. Pressure drops are shown as derived by νWERP, UB, and RB, 

respectively (left to right). The five healthy subjects and the patient with impaired relaxation are given by black dashed, and a red solid line, respectively. For reference, mitral 

valve through-flow is given on the far right, indicating the timing of the systolic and diastolic cardiac phases (E-wave around 0.5, A-wave around 0.8). (For interpretation of 

the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 11. Results from the in-vivo estimation of relative pressure ( �P) from an apical plane up to the AV. Pressure drops are shown as derived by νWERP, UB, and RB, 

respectively (left to right). The five healthy subjects and the patient with impaired relaxation are given by black dashed, and a red solid line, respectively. For reference, 

aortic valve through-flow is given on the far right, indicating the timing of the systolic and diastolic cardiac phases. (For interpretation of the references to colour in this 

figure legend, the reader is referred to the web version of this article.) 
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o the far right in Fig. 10 (E-wave relating to early diastolic fill- 

ng and ventricular relaxation, around 0.5 in normalized time in 

0 , A-wave relating to atrial contractoin, around 0.8 in normalized 

ime in Fig. 10 ). During E-wave, the healthy subjects show a nega- 

ive pressure drop of -3.2 ± 0.7 mmHg, subsequently recovering to 

n effective zero pressure drop state, before returning to a nega- 

ive pressure drop of -2.5 ± 1.2 mmHg during A-wave. For the im- 

aired relaxation patient, however, an apparent absence of E-wave 

ressure drop can be observed, with mere fluctuations around an 

ffective zero-level seen throughout (coupled to the altered mitral 

lane through-flow, to the far right in Fig. 10 ). Only during late di-

stole and at the end of the A-wave inflow does any observable 

egative pressure drop return, peaking at -2.6 mmHg. 
12 
For the alternative approaches, UB shows an almost complete 

bsence of systolic events, however, with some indicated E- and 

-wave behaviour during diastole. Specifically, using the UB ap- 

roach, the healthy subjects exhibited a negative pressure drop of 

2.1 ± 0.7 mmHg at E-wave, and -1.7 ± 0.6 mmHg at A-wave, com- 

ared to no E-wave pressure drop, and -2.1 mmHg A-wave pres- 

ure drop, for the impaired relaxation patient. For the RB, even 

urther dampening of derived relative pressure is observed dur- 

ng diastole, with only minor peaks appearing at E- and A-wave 

espectively. During systole, indications of increased relative pres- 

ure is observed, however without any differences inferrable be- 

ween healthy subjects (systolic peak at -1.4 ± 0.5 mmHg) and the 

mpaired relaxation patient (systolic peak at -2.1 mmHg). 
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Continuing with data from an apical plane to the aortic out- 

et ( Fig. 11 ), νWERP shows a distinct positive pressure drop during 

ystole, being similar in magnitude between the healthy subjects 

4.2 ± 1.0 mmHg) and the impaired relaxation patient (7.2 mmHg). 

uring diastole, early E-wave positive pressure drops can be ob- 

erved for the healthy subjects (1.8 ± 0.3 mmHg), however, seem 

bsent in the diseased patient. During A-wave and late diastole, 

lightly dampened pressure drops are observed, however in this in- 

tance similar between healthy subjects (1.2 ± 0.8 mmHg) and the 

iseased patient (2.3 mmHg). For the apical plane to aortic out- 

et assessment, both UB and RB indicate positive systolic pressure 

rops in both healthy and diseased subjects. For both UB and RB, 

imilar magnitude are observed between the impaired relazation 

atient and the healthy subject cohort (UB showing a systolic peak 

t 3.8 ± 1.3 mmHg in healthy, 6.3 mmHg in diseased, RB show- 

ng a systolic peak at 5.2 ± 1.5 mmHg in healthy, 5.7 mmHg in 

iseased). 

. Discussion 

In this study, we have presented an extension of the virtual 

ork energy method, νWERP, designed to handle dynamic do- 

ains and specifically tailored for intracardiac flow assessment. 

y solving a virtual work-energy balance on a sub-domain prob- 

em, we show that accurate estimates of relative pressure can be 

chieved, validating output in-silico , as well as indicating diagnostic 

bilities in-vivo . With νWERP outperforming alternative estimation 

echniques, the method promises refined assessment of intracar- 

iac relative pressure. 

.1. Evaluation and validation of νWERP performance 

For all evaluated in-silico datasets, νWERP showed excellent ac- 

uracy, with an almost 1:1 relationship indicated against true rel- 

tive pressure ( k = 1.01 and 0.99, R 2 = 0.99 and 0.99 for DDI

nd SDI approaches, respectively). From the Bland-Altman plots in 

ig. 9 , a small tendency towards increasing deviation with increas- 

ng absolute pressure drops can be observed, however average de- 

iations are within 0 ± 0.04 mmHg for all evaluated cases. 

In Section 3.1 , the dynamic domain benchmark problem was 

tilized to map νWERP performance over ranges of spatiotemporal 

mage sampling, with generally excellent output reported (average 

 f = 16.0%, corresponding to an absolute error below 0.05 mmHg). 

s briefly noted, a minor favoring of temporal over spatial refine- 

ent seems apparent, even though at finer temporal scales spa- 

ial dependence seem slightly more dominant. Noteworthy is that 

trict improvement is not apparent at the very coarsest spatial res- 

lutions of the dynamic domain benchmark problem (going from 

 to 3 mm 

3 ). This is most likely a result of the complex flow field

eing represented by an overly coarse grid, and where domain 

oundaries are slightly differently represented at the two resolu- 

ions due to the indivisible match between 3 and 4 mm 

3 grids. 

f instead following a traditional convergence rate (using divisible 

oxel splitting, going from 4 to 2 mm 

3 , and 2 to 1 mm 

3 ) more

teady convergence is observed. 

Regardless, fairly low errors reported throughout, and differ- 

nces in error between increased temporal vs. increased spatial 

ampling are within 5–10%. As such, the appropriate choice of spa- 

iotemporal sampling might instead depend on the physical na- 

ure of the evaluated clinical case: if assessing narrow intracardiac 

paces where flow is governed by advective motion (such as the 

utflow tract of an obstructive hypertrophic cardiomyopathy pa- 

ient), one might opt for improved spatial sampling. Conversely, if 

ssessing transient cardiac events where flow is governed by ki- 

etic motion (such as rapid filling or early ejection), preference 

ight instead be on temporal sampling. Such consideration, and 
13 
onfirmation of these trends, might however have to be decided as 

 function of evaluated disease type. Here, it should also be noted 

hat evaluations at the coarsest most temporal sampling (50 ms) 

howed an apparent increase in estimated output error. 40–50 ms 

emporal sampling is not uncommon for clinical cardiac 4D Flow 

RI, and as such, increased spatial sampling might be recom- 

ended to compensate for the lack of temporal accuracy. However, 

ven though indicating highest d f , absolute errors in relative pres- 

ure at 50 ms were still below 0.1 mmHg. Further, with contem- 

orary acceleration techniques promising improved temporal reso- 

ution ( Jung et al., 2011; Giese et al., 2014 ), this might not be an

nherent clinical drawback to the presented νWERP approach. 

Continuing, the patient-specific left heart model was used to 

alidate νWERP in a realistic flow scenario, as well as to specifi- 

ally map output over different level of image noise. As reported 

n Table 2 , νWERP exhibits stable performance over all evaluated 

oise levels, in part following from its integrative nature. Here, 

he consistently high accuracy also showcases how the complete 

uid mechanical description utilized by νWERP - including kinetic, 

dvective, and viscous flow components in the formulated virtual 

ork-energy balance - sufficiently captures the flow features en- 

ountered within the intracardiac space. 

.2. Alternative estimation techniques and comparative performance 

In addition to the evaluation of νWERP performance, relative 

ressure was also derived using an RB and a UB formulation; both 

epresenting clinically utilized methods. As indicated, varying out- 

ut was reported for the two approaches. 

.2.1. Unsteady bernoulli and intracardiac flow 

For UB, linear correlation output shows distinct deviation from 

rue relative pressure ( k = 0.54, R 2 = 0.48), with output accu- 

acy decreasing with increasing relative pressure - notably with 

he main decrease in accuracy coming from the dynamic do- 

ain benchmark problem (see Fig. 5 ). The Bland-Altman plot in 

ig. 9 also indicates a slight underestimation bias (in average, -0.17 

0.24 mmHg), even at peak relative pressures. In particular, UB 

hows increasing deviation with increasing image noise, where re- 

ults in Table 2 show how at high-noise (SNR = 5), UB output in-

reases to d f = 103.6 ± 50.6%. The reason for all of this behavior 

an be explained by appreciating the nature of the method and 

ow it is used. 

The expression given in Eq. (25) is derived from the Navier- 

tokes equations, assuming negligible viscous impact, and further 

educing the evaluation of relative pressure to assessments along 

n integration line connecting �i and �o , with velocity data pro- 

ected in the direction of this selected path. In strict theoretical 

erms, this formulation only holds for an integration line that fol- 

ows the physical path or instantaneous streamline of an arbi- 

rary particle sampled into the assessed flow field ( Segletes and 

alters, 2002 ). In practice, however, extracting a physical parti- 

le streamline requires access to accurate full-field data, and is a 

omparably data heavy approach. Instead, a user-defined integra- 

ion line is often selected to represent the evaluated path (as also 

sed in Eq. (25) , in conventional practice, and throughout our as- 

essments). This is not only a practical choice, but works well if as- 

essing unidirectional flow along a dominant jet structure, as sup- 

orted by the well-captured peak pressure drops in Fig. 6 . Similarly 

his explains the fairly well-coinciding output between νWERP and 

B in assessing early diastolic filling through the MV ( Fig. 10 ), as

ell as in systolic ejection towards the AV ( Fig. 11 ). However, in

hases of non-unidirectional flow, or if assessing pressure drops in 

irections that are non-aligned with dominant flow features, the 

hoice of a linear integration path will no longer validly represent 

 true physical streamline. Furthermore, the projection of data in 
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he direction of the integration line will mean that only a portion 

f the true field is taken into account, when flow is non-aligned 

ith this interrogation direction. With intracardiac flow character- 

zed by transiently varying, complex flow features ( Töger et al., 

012; van der Geest and Garg, 2016 ), the assumptions made by a 

B assessment might thus vary in validity over the cardiac cycle: 

 fact corroborated by the UB output given in the in-silico valida- 

ions where UB accuracy varies over time. Similarly in the in-vivo 

valuation, UB systolic pressure drop is seemingly absent in MV to 

pex assessment ( Fig. 10 ) - a phase where flow is not co-aligned

ith the selected integration line going from mid-MV to apex. 

Re-iterating, the issues surrounding the UB approach can be di- 

ided into two parts: A) that velocities used - in particular for the 

dvective part of UB - are projected in the direction of a selected 

ntegration line, and B) that the selected integration line might not 

epresent a physical instantaneous streamline. For A) , this choice 

f velocity projection is typically done in conjunction to Doppler- 

ased evaluations, where the nature of the ultrasound acquisition 

estricts assessments to velocity components aligned with the in- 

errogating ultrasound beam ( Firstenberg et al., 20 0 0; Yotti et al., 

0 04; 20 05 ). This does not limit the assessment of the inertial

omponent of Eq. (25) (where data is - by definition - projected 

long the integration line), however does restrict accuracy with re- 

pect to the advective part. In the instance of 4D Flow MRI, full- 

eld data is readily available and such velocity projection is not 

ecessary ( Ebbers et al., 2001 ). In fact - as expanded upon in Ap-

endix D - when including the complete velocity field in the eval- 

ation of the advective momentum drop of Eq. (25) , a distinct in- 

rease in method accuracy is observed for the evaluated in-silico 

ases. Specifically, for the dynamic domain benchmark problem, 

hen incorporating the complete velocity field into the UB eval- 

ation, average d f decreases from 95.2% to 33.5% (see Appendix 

able D.1). Similarly, the deviation from true relative pressure seen 

n Fig. 8 diminishes when avoiding velocity projections (see Sup- 

lementary Fig. D.1). It should however be stressed that this rep- 

esents a non-conventional usage of the UB approach given in 

q. (25) . 

Secondly for B) , the main issue with replacing a physical 

treamline with a user-defined integration line, is that the selected 

ine direction is not always aligned with the direction of the real, 

ssessed flow. With a step-by-step theoretical description again 

rovided in Appendix D, this can be overcome by avoiding to sim- 

lify the advective component into a squared magnitude difference 

as per Eq. (25) ), and instead derive relative pressure from a full 

uler form of the UB approach. Here, the reason to why a full Euler 

B expression is not considered a standard UB form, is that in the 

bsence of full-field data, the spatial gradient of v - required for 

 full Euler UB formulation - is typically unknown. Using 4D Flow 

RI, spatial gradients are though readily available. In fact, in addi- 

ion to the improvements observed with avoiding velocity projec- 

ions, further incremental improvement is observed when using a 

ull Euler form of UB. Over the dynamic domain benchmark prob- 

em, average d f decreases further to 24.7%. As such, accurate out- 

ut can be achieved by UB, although the observed behavior under- 

ines practical difficulties in using UB with projected velocity com- 

onents and user-defined integration lines. Similarly, the variation 

n output speaks to the user-dependency of UB, which - in com- 

arison to νWERP - yields potential variation dependent on user 

elected points. Summarizing, UB might thus still have potential in 

he intracardiac space, however dedicated, separate studies are re- 

uired to clarify specific variations and data processing strategies 

ailored for this application area. 

Importantly, a final observation of the UB approach is its noise 

ependency, where significant deviations were indicated at in- 

reasing image noise ( d f = 103.6 ± 50.6% at SNR = 5), as well

s its dependence on the selected inlet and outlet points q i and 
14 
 o (rendering the variation in estimated output shown by the gray 

haded areas in Figs. 5 –7 ). In both of these instances, the behav-

or can be explained by the reduction of data to a user-defined 

ntegration line: in comparison to νWERP where output is gen- 

rated by integrating over an entire defined sub-domain, UB will 

ely only on the image voxels given along this specified line. Con- 

equently, the method becomes much more prone to spurious im- 

ge noise, rendering - as indicated in the in-silico tests - higher 

rrors under evaluated, realistic acquisition scenarios. Importantly, 

his noise-dependency will be evident regardless of theoretical ap- 

roach (utilizing projected velocities, full-field data, or an irrota- 

ional UB form), representing a drawback of UB as compared to 

he full-field equivalent of νWERP. 

.2.2. Reduced bernoulli and intracardiac flow 

In comparison to both νWERP and UB, the RB shows higher 

eviations to true pressure data, and d f is frequently above 80% 

ver all evaluated tests. Likewise, no apparent convergence is ob- 

erved in Table 1 , stemming from the fact that RB assumes flow 

eing governed by peak velocities, which - in instances of com- 

lex flow fields - causes method deterioration as higher velocities 

re being resolved. Importantly, the method is also not particu- 

arly designed to capture temporal variations in relative pressure, 

s seen in Figs. 5 –7 , where temporal mis-alignments seem visu- 

lly apparent. Here, the principal drawback comes from the fact 

hat RB assumes relative pressure being exclusively governed by 

dvective accelerations, and that flow can be further assumed as 

nidirectional. Albeit this assumption holds for a subset of intrac- 

rdiac flow scenarios (such as around severe outflow tract obstruc- 

ion, or over high-magnitude flow valvular stenosis), this cannot be 

eld valid for broader intracardiac assessments. Importantly, even 

hen assessing instantaneous pressure drops over stenosed valve 

penings - a hemodynamic scenario where RB assumptions could 

e viewed as sensible - indications of method bias are frequently 

eported ( Baumgartner et al., 1999; Feldman and Guerrero, 2016; 

onati et al., 2017 ). Separate, dedicated studies might again help 

pecify data processing steps to improve RB estimates, however, 

uch goes beyond the scope of this current work. 

.3. Comparative performance and implications of dynamic vs. static 

ub-domains 

In all of the above presented sections, the extended νWERP ap- 

roach was evaluated using both a DDI and an SDI approach. As 

iven in Section 2.3 , the two both rely on the concept of solv- 

ng νWERP on a defined sub-domain, however, where the DDI ap- 

roach generates dynamically updated �s from the intersect of 

onsecutive image frames, the SDI approach will utilize a smaller 

s generated as the complete intersect over all existing image 

rames. 

Even though different in its practical implementation, both are 

qually valid thanks to the fact that the posed virtual work-energy 

alance holds on any arbitrarily chosen sub-domain. The results 

rom our evaluations also corroborate this: in the dynamic domain 

enchmark problem the difference between DDI and SDI output 

s almost negligible, and in the patient-specific left heart model 

nly minor preference is indicated for the static, SDI approach (SDI 

howing in average 0.2% lower d f compared to DDI). 

Thus, the choice between a DDI or an SDI approach will be gov- 

rned by practical rather than theoretical considerations. As noted 

n Section 2.3 , any choice of sub-domain approach will inherently 

ecrease the number of data points included in the νWERP com- 

utation. Herein, the DDI approach will maximize utilized data, 

hereas the SDI approach will be limited to the global intersect 

ver all time frames. Thus, if assessing a dynamic domain with sig- 

ificant translational motion, and where there is no joint intersect 
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nion (i.e. �s = �(t 0 ) ∩ �(t 1 ) ∩ �(t 2 ) ∩ . . . ∩ �(t n ) = ∅ ), SDI will

o longer be applicable. Similarly, even if �s  = ∅ , a reduction in

ub-domain extent might make SDI more sensitive to local fluctu- 

tions in data quality. For the sake of intracardiac assessments, ex- 

essive translational motion is not of any major concern ( Arts et al., 

992 ), however volumetric changes of over 50% are routinely en- 

ountered in the ventricles. As such, the choice of DDI vs. SDI could 

e made based on probed intracardiac space: physiological move- 

ents in and around the atrioventricular plane will make assess- 

ent of MV behavior more suited for a DDI-approach, whereas as- 

essment in and around the more anchored apical end might make 

DI a viable candidate. Nevertheless, with interchangeable DDI vs. 

DI output indicated in the dynamic domain benchmark problem 

where volumetric changes are up to 46%), and with neither of the 

pproaches overly affected by image noise in the patient-specific 

eft heart model, the two approach could possibly be seen as iden- 

ical for the sake of output accuracy when assessing pressure drops 

hrough entire cardiac chambers. 

Lastly, a minor practical benefit exists with the SDI approach. 

ere, the static nature of the defined �s means that a single vir- 

ual field w holds over all time frames, and Eqs. (11) –(13) will 

nly have to be solved once for a given cardiac cycle. Conversely, 

n the DDI approach, w has to be continuously re-calculated, and 

qs. (11) –(13) have to be separately solved for each updated defini- 

ion of �s . To exemplify, in the patient-specific left heart model a 

WERP SDI assessment is completed in about 20 s, whereas a DDI 

quivalent - with w solved separately for each 27 time frames - re- 

uires about 7 minutes. With increasing computational power, this 

iscrepancy might diminish as the νWERP process is trivially par- 

llelizable in time, however, for increasing domain sizes, SDI might 

epresent a more practical implementation. 

.4. Effect of sub-domain extent 

In Section 3.2.3 , the effect of sub-domain extent on νWERP SDI 

utput was evaluated, achieved by iteratively eroding or dilating 

he initial �s , given by Eq. (20) . As reported, eroding the domain 

nd effectively creating a more conservative, smaller �s did only 

mpact output slightly, with d f remaining at around 15% for most 

evels of evaluated erosion. Conversely, however, dilating the sub- 

omain and effectively creating a �s being larger than the dynamic 

omain � had a significant negative impact on output accuracy. 

This is an interesting finding, but has a natural explana- 

ion when acknowledging the theoretical derivation of νWERP. In 

ection 2.1 , the virtual work-energy components in Eqs. (4) –(8) 

re derived by converting the Navier-Stokes equation into a work- 

nergy balance, and integrating over the fluid domain �. Herein, 

ressure p is extracted from the virtual input hydraulic power 

omponent H(p) , using integration by parts. Similarly, simplifica- 

ions of V e and S e are arrived at applying integration by parts. 

his manipulation is allowable under the generally held assump- 

ion that the integrands are continuously differentiable ( e.g. that 

 p and μ∇ · ∇ v are continuously differentiable functions). This is 

 reasonable assumption over the domain of the fluid, but should 

ot hold in the dilation case where the domain is larger than the 

rue fluid, and where discontinuous jumps likely occur at the true 

uid boundary. Hence, when the evaluated domain does not con- 

orm to the true flow domain, the inclusion of surrounding static 

issue renders non-smooth transitions (in a physiological imaging 

cenario, p will exist in surrounding tissue, however, the transition 

rom blood to tissue will be non-smooth). The issues surround- 

ng pressure estimation over non-smooth and non-continuous ar- 

uments when performing integration by parts is also highlighted 

n an analytic example provided in Appendix E. 

When �s ⊆ �, v , p and w are continuously and smoothly de- 

ned within �s , assumptions of continuous differentiability stays 
15 
alid, and νWERP estimates should hold. This is the case for both 

he general SDI approach, and for any given erosion of that domain. 

owever, if �s spans beyond � meaning that �s ⊆ �, assumptions 

n continuity breaks down, and errors appear (as again exempli- 

ed in Appendix E). It is here worth noting that in the patient- 

pecific left heart model, � was embedded with zero space. As 

uch, any domain dilation would cause an inclusion of voxels 

here p = 0, representing a worst-case scenario with respect 

o differentiability and smoothness. Such drastic singular changes 

ight not be present in-vivo , regardless, our evaluation on sub- 

omain extent highlight the dependency on domain definition. 

In practice, this behavior does however not represent any prin- 

iple limitation, but does instead highlight the benefits of νWERP: 

f assessing an intracardiac domain where limited acquisition qual- 

ty or rapid anatomical movements complicates accurate defini- 

ion of domain boundary, νWERP permits using a more conser- 

ative segmentation, where only the core of the flow domain is 

sed to derive accurate pressure drops. That is, where other alter- 

ative approaches such as the PPE method relies more heavily on 

ccurately resolved boundary flows ( Bertoglio et al., 2018; Donati 

t al., 2014 ), νWERP only requires accurate and continuous esti- 

ates within a virtually created sub-domain. Here, the trade-off

ith using a smaller sub-domain is that estimates become more 

ependent on data quality, and that care needs to be taken to en- 

ure convergence when solving for w in Eqs. (11) –(13) . Whereas 

he latter can be handled by increasing the level of data subsam- 

ling (as outlined in Section 2.4.2 ), the importance of sufficient 

ubsampling should not be overlooked: if using insufficient sub- 

ampling, w will not be solved to complete numerical convergence, 

nd we can no longer ensure that the utilized field abides to the 

rucial properties outlined in Section 2.1 (in practice, a level of 

ubsampling should instead be selected such that a well-converged 

 can be ensured, e.g. by assigning a user-defined residual when 

olving Eqs. (11) –(13) ). Regarding noise, this might remain an is- 

ue for highly eroded geometries at high-noise configuration (as 

ndicated in Table 3 . However, as also shown therein, even at a 4- 

ayer erosion (effectively shrinking the original domain by ≈ 84%, 

oing from a total of ∼17500 to ∼30 0 0 flow voxels), the normal- 

zed Fréchet distance d f only increases by 13.4% at the high-noise 

onfiguration of SNR = 5. Instead, the choice between a more con- 

ervative or a more inclusive sub-domain should instead be based 

n apparent data quality and segmentation accuracy. 

.5. Clinical indications of intraventricular relative pressure 

ssessment 

In addition to the in-silico validation and verification, νWERP 

as also applied on a small cohort of subjects scanned in 4D Flow 

RI. Specifically, this was performed to (i) verify applicability on 

linical data, (ii) evaluate performance in a clinical setting, but also 

o (iii) infer potential signs of diagnostic differentiation using quan- 

itative assessment of intraventricular relative pressure. 

As reported, consistent output is seen between all healthy sub- 

ects, and the temporal variations in relative pressure follow sim- 

lar patterns for both the MV to apex, and apex to AV evaluation, 

ndicating robust νWERP behavior. For the healthy subjects, great- 

st intersubject variability is seen at peak systole, where the rela- 

ive pressure from MV to apex equals -3.1 ± 1.2 mmHg, and apex 

o AV equals 5.1 ± 2.1 mmHg. However, similar variations can also 

e inferred for the flow through both MV and AV (right-most pan- 

ls, Figs. 10 –11 ), supporting the notion that the deviations seen in 

he νWERP-derived relative pressures are originating from phys- 

ological flow phenomena. That peak intraventricular flow events 

ome with greater intersubject variations - even within healthy 

ohorts - is also corroborated by previous 4D Flow MRI studies 

 Eriksson et al., 2015 ). 
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The results from the healthy subjects should be contrasted to 

he output from the patient with impaired relaxation and as- 

ociated diastolic dysfunction. As apparent in Figs. 10 –11 , early 

iastolic relative pressures are almost completely suppressed in 

he impaired relaxation patient ( ∼0.5-0.75 in normalized time, 

n Figs. 10 –11 ). The behavior is supported by the delayed E- 

ave inflow in the right-most panel of Fig. 10 , being seemingly 

used with the later A-wave inflow. The output is further in- 

ine with hemodynamic changes associated with diastolic dysfunc- 

ion: reduced early diastolic accelaration seen in end-stage dilated 

ardiomyopathy patients ( Goar et al., 1991 ), disturbed diastolic 

elaxation patterns associated with ventricular volume overload 

 Schannwell et al., 2002 ), and a loss of apically directed hemody- 

amic forces inferred in LV dyssynchrony patients ( Arvidsson et al., 

018 ). As such, and even though only applied in one patient as 

 proof-of-principle, the results exemplify the role of intracardiac 

elative pressure assessment in quantifying differences between 

iseased and normal subjects, and does highlight the promise of 

he presented νWERP approach. 

For alternative Bernoulli estimates, the intersubject variability 

n relative pressure does not increase, however the differentiation 

gainst the impaired relaxation patient is diminished. Specifically, 

or the MV to apex assessment, the difference between healthy 

ubjects and the patient at peak E-wave is 3.9 mmHg for νWERP, 

ompared to 2.1 and 1.4 mmHg for UB and RB, respectively. Fur- 

her, systolic MV to apex events seem completely suppressed in 

he UB assessment ( Fig. 10 ), and diastolic apex to AV events ob-

erved with νWERP seem similarly attenuated in both Bernoulli 

pproaches ( Fig. 11 ). Limitations with RB in complex flow fields has 

een highlighted in numerous previous studies ( Baumgartner et al., 

999; Garcia et al., 2003; Donati et al., 2017 ), and in the intraven-

ricular space, the development of diastolic vortices ( Töger et al., 

012; Pedrizzetti et al., 2014 ) might hinder appropriate integration 

ine definitions in UB. In combination with the increased accuracy 

nd more robust noise sensitivity shown for νWERP in-silico , this 

nderlines the advantages of νWERP compared to alternative esti- 

ates, and highlights the potential of utilizing the method for ac- 

urate quantification of intracardiac relative pressure. 

.6. Contextualizing intraventricular νWERP assessment 

It is worth contrasting the νWERP-derived in-vivo results with 

revious published work on intracardiac relative pressure. In a 

eminal pre-clinical work, ( Courtois et al., 1988 ) indicated pressure 

ncrease from MV to apex, and ( Firstenberg et al., 20 0 0 ) assessed

imilar transmitral pressure gradients using catheter and Doppler- 

ased UB-estimations in humans. Here, both E- and A-wave indi- 

ate distinct pressure gradients in the apical direction, much simi- 

ar to the diastolic behavior observed by νWERP in Fig. 10 . Further, 

lbeit assessed over a slight more basal section, the magnitudes of 

ransmitral pressure drop observed in ( Firstenberg et al., 20 0 0 ) -

eing in average 4–6 mmHg - coincide with our presented data on 

V to apex behavior. Continued work from the same group of au- 

hors indicate similar transient behavior, albeit with slightly lower 

agnitudes ( Firstenberg et al., 20 01; 20 08 ). 

For full-field 4D Flow MRI data, ( Ebbers et al., 2002 ) and 

 Eriksson et al., 2015 ) both solved a PPE to extract pressure differ-

nces in the healthy LV, whereas ( Thompson and McVeigh, 2003 ) 

tilized an UB approach. In all instances, apically directed E- and 

-wave peaks were again observed, however with peak differences 

omparably lower in magnitude ( ∼ 1–2 mmHg). Later work on 

emodynamic forces (integrating pressure gradients over the LV 

olume) seem to corroborate these findings ( Arvidsson et al., 2018 ). 

t should however be noted that the utilized PPE approach has 

hown highly dependent on the definition of the assessed flow do- 

ain, with signs of an underestimation bias even in simplified in- 
16 
ilico settings ( Bertoglio et al., 2018; Donati et al., 2014 ). Numerous 

orks have also assessed intraventricular systolic pressure drops 

owards the aortic outflow tract, confirming the systolic pressure 

rops observed by νWERP in Fig. 11 with peak magnitudes ranging 

rom 2 to 3 mmHg in PPE-based assessments on cardiac 4D Flow 

RI with relatively low temporal resolution ( Ebbers et al., 2002 ), 

oing up to 6–7 mmHg using UB in more contemporary data 

 Buyens et al., 2005; Thompson and McVeigh, 2003; Yotti et al., 

004 ). Regarding relative pressure behavior in diseased ventricles, 

mage-based assessments are more scarce. Yotti et. al. ( Yotti et al., 

005 ) used M-mode Doppler to assess diastolic basal-to-apex pres- 

ure drops in dilated cardiomyopathy patients, indicating magni- 

udes of around 1.2 mmHg in these diseased ventricles; slightly 

uppressed as compared to our healthy volunteer data. Using 4D 

low MRI, ( Eriksson et al., 2013 ) compared inflow characteristics 

etween healthy subjects and patients with dilated cardiomyopa- 

hy, showing depressed E-wave but preserved A-wave behavior; 

n-line with the νWERP-derived reduced E-wave pressure drop in 

he subject with impaired relaxation (see Fig. 10 ). ( Rovner et al., 

005 ) assessed transmitral pressure drops in patients with dias- 

olic dysfunction using UB and Doppler imaging, indicating simi- 

arly depressed peak drops, and reduced diastolic pressure drops 

ave also been inferred in patients with diastolic impairment in- 

uced by acute myocardial ischemia ( Courtois et al., 1990 ). 

Summarized, νWERP-estimates coincides with existing litera- 

ure and shows promising potential in recovering realistic intrac- 

rdiac relative pressure behavior in-vivo . Further, with νWERP in- 

ariant to the definition of inlet and outlet section, arbitrary prob- 

ng of relative pressure is permitted, making previously inacces- 

ible or unexplored domains readily available. To exemplify, this 

ould mean quantifying changes in LA pressure, or assessing in- 

raventricular septal-to-lateral pressure changes, where only either 

atheter-based evaluations or preliminary, exploratory image-based 

ssessments have been performed so far ( Fisher et al., 1998; Eriks- 

on et al., 2015 ). 

.7. Limitations 

In this study, the extension of νWERP into dynamic domains 

as validated in-silico , with in-vivo examples provided as a proof- 

f-concept. As such, a strict in-vivo validation with catheter based 

ressure data as reference remains to be performed. However, ac- 

uiring intracardiac pressure data in combination with full field 

ow imaging comes with its own set of challenges, including co- 

egistration issues and catheter-induced flow disturbance. How- 

ver, with νWERP successfully validated on aortic in-vivo data 

 Marlevi et al., 2019 ), with the extracted intracardiac relative pres- 

ure traces coinciding with previously reported data ( Firstenberg 

t al., 20 0 0; 20 01; Yotti et al., 2004; Eriksson et al., 2015 ), and

ith alternative approaches showing limited performance even in 

dealized in-silico scenarios ( Bertoglio et al., 2018 ), the herein pre- 

ented extended νWERP approach has definite potential to provide 

mproved estimates of intracardiac pressure changes in clinics. 

As formulated, νWERP makes use a virtual field with pre- 

efined properties to extract virtual energy components, all con- 

ributing to the real relative pressure. Herein, the only data-based 

ssumption is that the contribution of virtual shear power transfer, 

 e , is negligible. This is based largely on the fact that w = 0 along

w 

, however, terms will remain at �i and �o . These might grow 

n value in instances of non-laminar flow, as sometimes encoun- 

ered in the intracardiac space. However, as the term is scaled by 

he dynamic viscosity μ its contribution will still be comparably 

mall. To this, even if including S e in the data analysis performed 

n Section 3 , the term only contributes with less than 0.1% of the 

otal pressure drop, being magnitudes smaller than all other vir- 

ual energy components. Its impact may be more pronounced in 
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eripheral vessels with slower flow, however, the data confirms its 

egligible impact in intracardiac applications, and further validates 

he assumption made in the method derivation. 

Furthermore, as formulated, νWERP requires full field data as 

nput for the virtual work-energy evaluation. As showcased in our 

tudy, this can be achieved by 4D Flow MRI. However, even though 

cquisition settings for 4D Flow MRI are part of all contempo- 

ary clinical scanners, full field acquisitions are not part of routine 

rotocols for incoming cardiac patients. However, recent develop- 

ents on accelerated 4D Flow MRI sequences promises thoracic 

ull-field imaging in less than two minutes ( Bollache et al., 2018 ), 

nd increased accuracy and quantification abilities promises a cost 

ffective use of the technique in the near future ( Heydari et al., 

015 ). Similarly, full-field mapping by ultrasound vector flow imag- 

ng is another emerging technology, which might aid the clinical 

ranslation of full-field analysis ( Correia et al., 2016; Wigen et al., 

018 ). An extension of νWERP into 2D flow imaging could also 

e envisaged (using 2D PC-MRI, ultrasound vector flow imaging 

 Pedersen et al., 2014 ), or similar), modifying the virtual work- 

nergy balance to act on a 2D virtual field. However, such exten- 

ion would have to be separately evaluated, in particular when ap- 

lied on dynamic intracardiac flows. 

It should also be noted that the utilized in-silico datasets rep- 

esent idealized analogs of an in-vivo scan, where synthetic flow 

ata is generated by data projection onto an image-like grid. In a 

linical scenario, patient movement, respiratory motion, heart rate 

ariability, and acquisition-related errors might all reduce data ac- 

uracy. However, as shown in this and previous studies, νWERP is 

airly invariant to added, realistic image noise, in part due to its 

ntegrative nature. In case of extensive data variations, contempo- 

ary machine learning methods have been proposed with which 

o both de-noise and upsampla apparent resolution ( Ferdian et al., 

020 ); something that could prove useful also for subsequent rel- 

tive pressure estimation using e.g. νWERP. Alternatively, if want- 

ng to maintain acquired data without additional de-noising, the 

odified νWERP-t approach - incorporating turbulent energy dis- 

ipation in the theoretical derivation in order to compensate for 

tochastic flow variations - could also be utilized ( Marlevi et al., 

020 ). The performance of νWERP-t in dynamic intracardiac do- 

ains, however, remains to be investigated. Further, comparing our 

n-silico models to clinical reality, the utilized patient-specific left 

eart model did not include any high-magnitude pressure gradi- 

nts as encountered in severe valvular stenosis ( Baumgartner et al., 

017 ) or obstructive hypertrophic cardiomyopathy ( Sigwart, 1995; 

an Ooij et al., 2016 ). Even if constrictive high-magnitude flows 

ight induce post-stenotic turbulence, strong intracardiac jets will 

esult in higher SNR and improved accuracy. Previous intraaor- 

ic νWERP validations have also shown accurate output perfor- 

ance through high-magnitude flow jets, indicating promise even 

or high-magnitude intracardiac flow scenarios. 

Lastly, it should be noted that the utilized in-vivo cohort was 

imited in size. However, the cohort was not assessed to infer sta- 

istical differences or identify clinically valid trends, but rather to 

howcase potential and evaluate the feasibility of implementing 

WERP on clinically acquired patient data. Larger cohorts will have 

o be explored to clarify diagnostic potential, however, the results 

n this study indicates that νWERP could serve as a viable tool for 

ssessing intracardiac relative pressure at high accuracy. 

.8. Clinical outlook 

Hemodynamic assessments are central in cardiac diagnostics 

 Richter and Edelman, 2006 ), and a plethora of studies exist high- 

ighting how quantitative hemodynamic assessment improve car- 

iac disease management ( Heydari et al., 2015; De Bruyne et al., 

014; Pedrizzetti et al., 2014 ). Changes in intracardiac pressure gra- 
17 
ients have been used to describe both diastolic ( Courtois et al., 

988 ) and systolic ( Pasipoularides et al., 1987 ) dysfunction, how- 

ver the assessment of such has so far been limited to either 

atheterization performed during percutaneous or invasive inter- 

entions, or to a subsets of disorders where simplified method as- 

umptions hold. 

As such, the presented extension of νWERP for intracardiac as- 

essments widens the scope of quantitative hemodynamic diagnos- 

ics, and permits established clinical biomarkers to be applied in a 

roader intracardiac setting. As highlighted in the in-vivo assess- 

ent, νWERP acts directly on imaged full-field data and the sub- 

omain approach makes it readily available for use on clinically ac- 

uired flow images. Furthermore, being based on a complete fluid 

echanical description of intracardiac blood flow - including ki- 

etic, advective, and viscous flow behaviour - νWERP has the abil- 

ty to effectively handle all types of flow events encountered in 

he intracardiac space: from highly transient flows during early fill- 

ng or ejection, to more subtle variations experienced during later 

hases. 

With quantitative flow assessment providing novel insights into 

ardiac disease manifestations ( Heydari et al., 2015; Eriksson et al., 

015; Zajac et al., 2015; Corrado et al., 2019 ), the herein presented 

xtension of νWERP shows particular promise for improved clini- 

al evaluation. Using a combination of advanced full-field imaging 

ith a physics-based fluid mechanical description of intracardiac 

lood flow, νWERP permits for accurate and robust estimation of 

ntracardiac relative pressure in-vivo . 

. Conclusion 

We have presented an extension of the νWERP formulation, al- 

owing for accurate assessment of relative pressure through dy- 

amically shifting flow domains, being specifically tailored for 

ntracardiac assessments. With relative pressure being a rec- 

gnized marker for pathological cardiac developments, νWERP 

hows promising potential, performing favourable to alternative 

pproaches and enabling arbitrary probing of the intracardiac 

pace. With continued clinical validation, νWERP is poised to serve 

s a powerful tool for refined intracardiac diagnostics. 
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