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Abstract

Time series prediction has many applications. In cases with simultaneous series (like
measurements of weather from multiple stations, or multiple stocks on the stock market)
it is not unlikely that these series from different measurement origins behave similarly,
or respond to the same contextual signals. Training input to a prediction model could be
constructed from all simultaneous measurements to try and capture the relations between
the measurement origins. A generalized approach is to train a prediction model on samples
from any individual measurement origin. The data mass is the same in both cases, but in
the first case fewer samples of a larger width are used, while the second option uses a
higher number of smaller samples. The first, high-width option, risks over-fitting as a
result of fewer training samples per input variable. The second, general option, would
have no way to learn relations between the measurement origins. Amending the general
model with contextual information would allow keeping a high samples-per-variable ratio
without losing the ability to take the origin of the measurements into account.

This thesis presents a vector embedding method for measurement origins in an envi-
ronment with shared response to contextual signals. The embeddings are based on multi-
variate time series from the origins. The embedding method is inspired by co-occurrence
matrices commonly used in Natural Language Processing. The similarity measures used
between the series are Dynamic Time Warping (DTW), Step-wise Euclidean Distance and
Pearson Correlation. The dimensionality of the resulting embeddings is reduced by Princi-
pal Component Analysis (PCA) to increase information density, and effectively preserves
variance in the similarity space.

The created embedding system allows contextualization of samples, akin to the human
intuition that comes from knowing where measurements were taken from, like knowing
what sort of company a stock ticker represents, or what environment a weather station
is located in. In the embedded space, embeddings of series from fundamentally similar
measurement origins are closely located, so that information regarding the behavior of one
can be generalized to its neighbors. The resulting embeddings from this work resonate well
with existing clustering methods in a weather dataset, and partially in a financial dataset,
and do provide performance improvement for an LSTM network acting on said financial
dataset. The similarity embeddings also outperform an embedding layer trained together
with the LSTM.
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1 Introduction

Time series prediction includes tasks like forecasting weather [1], prediction of stock prices
[2], assessment of road conditions [3], but also series that are not as strictly related to time like
Natural Language Processing (NLP)[4]. Long Short-Term Memory networks are powerful
prediction tools for many tasks, but to optimize their ability to learn it is important to select
good input features [5]. Furthermore, to reduce the risk of over-fitting, the number of samples
compared to the number of weights is needed to be kept high [6]. In some systems, there is a
natural way to group simultaneous series based on their measurement origin.

This could be shown with an example; let’s take a look at a small portion of a weather
dataset (hourly measurements of temperature and humidity, 1 day, 10 stations)1. Table 1.1
shows the original data with one column for each feature and station (measurement origin).
With this structure, it’s possible to create a model predicting the weather in any fixed number
of locations, based on measurements from all. To predict the weather in S1, there would be
24 hours of data to create training samples from.

Table 1.1: Wide input weather data, (20 features x 24 rows)

Sample ID hour S1_prcp S1_temp S2_prcp S2_temp ... S9_prcp S9_temp S10_prcp S10_temp

0 0:00 0.0 15.8 0.0 17.2 ... 0.0 10.0 0.0 9.4
1 1:00 0.0 15.2 0.0 17.0 ... 0.0 10.6 0.0 8.6
2 2:00 0.0 12.4 0.0 17.0 ... 0.0 8.9 0.0 9.2
3 3:00 0.0 12.7 0.0 16.9 ... 0.0 8.9 0.0 9.4
... ... ... ... ... ... ... ... ... ... ...
20 20:00 0.0 24.0 0.0 18.1 ... 0.0 21.0 0.0 20.8
21 21:00 0.0 23.1 0.0 17.3 ... 0.0 20.2 0.0 18.9
22 22:00 0.0 21.3 0.0 17.3 ... 0.0 19.0 0.0 17.4
23 23:00 0.0 19.7 0.0 17.1 ... 0.0 17.6 0.0 15.2

If a particular pattern (like heavy rainfall) is not in this training data for S1, the model
would not know how to interpret such a pattern in the future. Let’s pretend for a second that
predicting the weather in one location is much more dependent on its past measurements
than those from other locations. We could then train a model that takes any station history
and predicts the future for that single station. The model would see input samples from any

1This is an extremely downsized example, for clarity. For any sort of prediction to work we’d likely need hun-
dreds of stations, data from several years, and more features like barometric pressure, etc.
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individual measurement origin, but would not know which one. Table 1.2 shows how the
data can be restructured for the new setup.

Table 1.2: Narrow input weather data (2 features x 240 rows)

Sample ID hour station prcp temp

0 0:00 S1 0.0 15.8
1 1:00 S1 0.0 15.2
2 2:00 S1 0.0 12.4
3 3:00 S1 0.0 12.7
... ... ... ... ...
236 20:00 S10 0.0 20.8
237 21:00 S10 0.0 18.9
238 22:00 S10 0.0 17.4
239 23:00 S10 0.0 15.2

If in the future, S1 sees heavy rainfall, and the training data for S4 has samples with that
pattern, the model has been exposed to such a pattern and would be more likely to produce
a better prediction of S1s future. The generalization has allowed behavior from one origin
to affect predictions on another, but if the stations are in widely different climates this could
over-generalize the predictions for uniquely behaving stations. All information regarding the
relationship between stations is also lost. The ideal setup depends on the domain. In some
cases there may be lots of interaction between the measurement origins, in others it may be
important to have a lot of training history to predict the future.

This example shows that in an environment with multiple measurement origins, the
samples-per-variable ratio can be greatly increased by training a model with input from only
one origin at a time. In such a case, when an LSTM is trained to predict the future for any gen-
eral measurement origin in an environment (any weather station in a country, any stock on an
exchange, or any road in a road network), it might benefit from knowing characteristics of the
measurement origin where the current sample is from (where is the weather station located,
what business does the company conduct, what capacity does the road have, etc.). Character-
istics for different types of measurement origins could be learned by the LSTM if time series
from all origins are contained in each training sample, but on top of greatly increasing the
size of the input and thus increasing the risk of over-fitting, this does constrain the trends of
the relationships to lengths up to the input sequence length. A solution might be to evaluate
the relationships between measurement origins beforehand and input a dense representation
of them into the network. This would correspond to replacing the station column in table
1.2 with a set of features characterizing the station, for instance its latitude, longitude, and
altitude (on the assumption that geographically close stations behave similarly). Ideally, this
representation does not rely on human intuition but is somehow constructed from the data it-
self. This thesis aims to construct such a method that is agnostic to the domain of the dataset;
it should work for any parallel time series data.

Already in the 1950s linguist John Rupert Firth coined the phrase "You shall know a word
by the company it keeps" [7]; entailing co-occurrence matrices are suitable constructions from
which to draw word embeddings. This idea has since been generalized to "You shall know
an object by the company it keeps", and successfully adapted into other fields, like representing
real-world objects by their surrounding context in photographs [8]. Time series data could
potentially benefit from the same treatment, i.e. a measurement origin could be defined by
how time series from other measurement origins are relating to its own. Basing a repre-
sentation on the measurements themselves allows bypassing the need for human intuition
to define important aspects identifying the series. Furthermore, these similarities could be
calculated for long sequences, much longer than the training samples, to allow an Artificial
Neural Network (ANN) to take longer trends into account when making predictions, with-

4



1.1. Aim

out inflating input too much. This thesis will specifically examine series similarities based on
Pearson Correlation, Dynamic Time Warping, and simple Step-wise Euclidean Distance.

1.1 Aim

The work presented in this thesis aims to create a system that can embed a set of time series
measurement origins based on their similarities with each other, and utilize these embed-
dings to improve the predictive performance of an LSTM network. This is done to create a
middle way between training a separate model for each measurement origin, and training a
single network with all available measurement origins in the environment as input in each
sample.

1.2 Research Questions

1. How can a system that creates embeddings from time series similarity be designed?

2. Are embeddings based on time series similarity useful tools in feature engineering for
an LSTM?

3. What similarity measures are suitable for such a system?

4. How can features from the time series (to base the embeddings on) be efficiently se-
lected?

1.3 Delimitation

This thesis will only evaluate a single LSTM’s performance change from receiving extra em-
bedding information together with the input series. It will not regard optimization to said
LSTM.

5



2 Background

This chapter presents the relevant theoretical background for the project. Section 2.1 covers
similarity measurements. Embedding is covered in section 2.2. Section 2.3 covers dimen-
sionality reduction. Relevant Artificial Neural Network architectures are briefly covered in
section 2.4, first by presenting the general Recurrent Neural Network (2.4.1), then Long Short-
Term Memory specifically (2.4.2), focusing on its input and output as they constitute the most
relevant aspects for this project.

2.1 Similarity Measurements

This section will explain the basics of Time Series Similarity in section 2.1.1, then present
similarity measurements; first the simple Step-wise Euclidean Distance similarity in 2.1.2,
then Pearson Correlation in 2.1.3, and finally Dynamic Time Warping in section 2.1.4.

2.1.1 Time Series Similarity

Naturally, there are several ways to define similarity in time series data. In some cases, a
similar response to an external input may lag between measurement points (called a lead-lag
relationship), where one signal seems to follow the other [9]. In the case of weather data, we
might observe this in the temperature variable for stations with an east-west offset since the
sun will rise over the eastern station before the western. A distance or similarity measure
could account for such a lag and allow these signals to be intuitively scored as more similar
if the domain calls for it [10]. Another form of adjustment is stretching; scaling one series in
time to make its shape more like another [9]. In the case of weather, a heat wave may show its
effects faster on a station in a dry location than one close to a body of water, since the water
can act as a temperature damper. To properly correlate these signals, and identify the heat
wave, a similarity measure needs to take stretching into account.

6



2.1. Similarity Measurements

2.1.2 Step-wise Euclidean Distance Similarity

A simple way to compare two series would be to measure the difference between them in
each time step, and sum that as the result, i.e. as shown in equation 2.1 [11].

X = (x1, x2, ..., xn)

Y = (y1, y2, ..., yn)

disteucl(X, Y) =

g

f

f

e

n
ÿ

i=1

∥xi ´ yi∥2 (2.1)

If there is some idea of the maximum expected distance dmax, a similarity measurement could
then be constructed from the distance through equation 2.2.

simeucl(X, Y) = 1 ´
disteucl(X, Y)

dmax
(2.2)

A shortcoming of this method is that it assumes both series to be of equal length, which
may not always be the case. DTW (explained in section 2.1.4) allows similarity measurement
of series of unequal lengths.

2.1.3 Pearson Correlation

Correlation (formally referred to as "Pearson Correlation", after its development by Karl Pear-
son [12]) is the quantification of linear dependence between two continuous variables X and
Y. Correlation is based on the standard deviation of X and Y (denoted σX and σY respec-
tively), as well as their covariance, according to the formula presented in equation 2.3. [13]

ρX,Y =
cov(X, Y)

σXσY
(2.3)

With X = (x1, x2, ..., xn) and Y = (y1, y2, ..., yn), the correlation can be expressed in an
expanded form as shown in equation 2.4.

ρX,Y =
n
řn

i=1 xiyi ´
řn

i=1 xi
řn

i=1 yi
b

n
řn

i=1 x2
i ´ (

řn
i=1 xi)

2
b

n
řn

i=1 y2
i ´ (

řn
i=1 yi)

2
(2.4)

We can conclude that just like Step-wise Euclidean Distance, Correlation requires series
of equal lengths, and does not account for lag or stretch. An advantage of Correlation is that
it detects inverse linear dependence between X and Y, in the form of a negative value. The
Pearson Correlation output will always be in the range (´1, 1). [13]

2.1.4 Dynamic Time Warping

Dynamic Time Warping takes two series and warps one against the other to minimize
their difference, then returns the difference for the warped series pair. With series X =
(x1, x2, ..., xn) and Y = (y1, y2, ..., ym), an n-by-m matrix D is constructed, where the squared
distance1 dist(xi, yj) = (xi, yj)

2 defines each (ith, jth) element di,j [10]. It is also possible to use
another ground metric than the euclidean distance, tailored for a specific domain [14]. When
the matrix has been constructed, a minimal cost warping path W(bound by the constraints in
equation 2.5) is created from d1,1 to dn,m.

W = (w1, w2, ..., wK) max(n, m) ď K ă n + m ´ 1 (2.5)

1To avoid the square root seen in 2.1.
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To be considered a valid warping path, W needs to conform to a set of conditions. These are
the Boundary conditions (2.6), the Continuity condition (2.7), and the Monotonic condition (2.8)
[10].

w1 = (1, 1) wK = (n, m) (2.6)

@wk P (w1, .., wK´1), (wk = (ik, jk)) : max(|ik+1 ´ ik|, |jk+1 ´ jk|) = 1 (2.7)

@wk P (w1, .., wK´1), (wk = (ik, jk)) : min(ik+1 ´ ik, jk+1 ´ jk) = 0 (2.8)

Intuitively the boundary condition (2.6) can be interpreted as requiring the comparison to
start at the beginning of both series, and stop at the end of both series. The continuity condi-
tion (2.7) states that each step w P W must be adjacent to the previous one. The monotonic
condition (2.8) assures that no step goes backward in time.

Further conditions are sometimes also used. Two examples are the Slope constraint condi-
tion and the Adjustment window condition. The slope constraint condition concerns the slope
of the alignment path, avoiding too long sequences of one series to be compared to too short
ones in the other series. The Adjustment window constraint (2.9) can be seen as putting a
band along the diagonal, and only allowing paths going through this band. The parameter
C controls the width of the band. The result of the band is a restriction of how far apart the
compared series points can be in time. [10]

@(i, j) P W : max(|i ¨
n
m

´ j|, |j ¨
m
n

´ i|) ď C (2.9)

With optimal path W2, equation 2.10 shows the final DTW calculation. In contrast to Step-
wise Euclidean Distance (2.1), DTW does evidently not require inputs of equal lengths, but
for the comparison to make sense each series should represent comparable horizons. A series
could for instance be daily weather measurements every 10 minutes, and another every 20
minutes. One series would contain twice as many steps as the other, but they span the same
length of time.

DTW(X, Y) =
d

ÿ

(i,j)PW

∥xi ´ yj∥2 (2.10)

Figure 2.1 shows the DTW matrix and the optimized path for two series (in this case normal-
ized volume weighted price for two stocks, over one day). The color represents the value
in the DTW matrix, i.e. the distance between (xi, yj), ranging from dark blue (low) to yel-
low (high). Plot 2.1a shows the DTW path and 2.1b what the Step-wise Euclidean Distance
comparison would correspond to. Note that the vertical axis has its positive direction up-
ward, unlike how two-dimensional matrices are usually displayed, so that d1,1 is located at
the bottom left corner.

2I.e. minimal cost path through distance matrix D
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2.2. Embedding

(a) DTW path (b) Step-wise Euclidean Distance path

Figure 2.1: Warping path (W) through distance matrix (D) for the normalized price of two
stocks over one day.

2.2 Embedding

In information technology, vector embedding is the act of representing a set of complex ob-
jects by continuous vectors in a vector space. This can be done to allow similar objects to have
similar representations (instead of for example representing cities by their name, we can rep-
resent them by their latitude, longitude, and altitude). An early example of this practice is
the embedding of text documents for faster information retrieval and more relevant compar-
isons between objects. In this case, a document vector Di = (di1, di2, ..., din) would represent
the frequency (or another suitable measure) of some fixed indexing terms (t1, t2, ..., tn) in the
document [15]. A scaled-down example of such potential document vectors is shown in table
2.1, where each row would make up the document vector D for that document.

Table 2.1: Example document vectors

Term

love heat dinner warranty button

Document
Diary 0.8 0.1 0.3 0 0.1

Cookbook 0.2 0.5 0.6 0 0
Oven Manual 0 0.7 0.1 0.5 0.5

In NLP, co-occurrence has been used as a base for word embedding, where each word
is represented by how often it appears together with a set of vocabulary words. Compared
to the document embedding, the dimensions do not correspond to search terms, but rather
a subset of the entire vocabulary. Since the vocabulary can be very large, the vectors will be
long from the start. It is common to reduce the length of the vectors by some means. One such
method (PCA) will be presented in section 2.3.2. For example a space with a vocabulary size
of 5000 was reduced to 50-dimensional vectors by Maas, Daly, Pham, Huang, Ng, and Potts
[16]. Other modern techniques can efficiently embed words in million-term vocabularies
down to 50-100 dimensions [17].

2.2.1 Similarity Matrices

With two series of objects x = (x1, x2, ..., xn) and y = (y1, y2, ..., ym), a similarity matrix C :
Rnˆm is created where each cell Ci,j, 1 ď i ď n, 1 ď j ď m represents the similarity between
xi and yj (in the interval (0, 1)). If x = y this means the matrix is symmetric, and that all
elements along its diagonal will be ones (@ci,i P C : ci,i = 1), since any object will be identical
to itself, and the (binary) similarity relation is commutative. [18]

Table 2.2 shows an example of such a self-similarity similarity matrix; in this case the
similarities of weather stations, for one day.
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2.3. Dimensionality Reduction

Table 2.2: Example similarity matrix

A021 A203 A313 A409 A537 A538 A738 A813 A831 A925

A021 1.00 0.64 0.65 0.64 0.63 0.66 0.46 0.64 0.63 0.63
A203 0.64 1.00 0.65 0.64 0.67 0.67 0.49 0.64 0.61 0.66
A313 0.65 0.65 1.00 0.64 0.57 0.67 0.37 0.59 0.58 0.55
A409 0.64 0.64 0.64 1.00 0.62 0.65 0.43 0.61 0.62 0.58
A537 0.63 0.67 0.57 0.62 1.00 0.74 0.50 0.72 0.65 0.69
A538 0.66 0.67 0.67 0.65 0.74 1.00 0.46 0.69 0.63 0.66
A738 0.46 0.49 0.37 0.43 0.50 0.46 1.00 0.52 0.50 0.50
A813 0.64 0.64 0.59 0.61 0.72 0.69 0.52 1.00 0.72 0.67
A831 0.63 0.61 0.58 0.62 0.65 0.63 0.50 0.72 1.00 0.64
A925 0.63 0.66 0.55 0.58 0.69 0.66 0.50 0.67 0.64 1.00

Each row in the similarity matrix can now be used as an embedding of the time series from
the measurement origin specified on that row. Since such a matrix is made up of similarities,
its columns should be far from linearly independent. It is thus possible to extract a more
compact representation, and the technique for this is explained in section 2.3.
If a distance or dissimilarity metric is used in place of a similarity measure, the resulting
matrix D can easily be converted into a similarity matrix S according to equation 2.11. Just as
in equation 2.2, this formula does depend on an expected maximum value and will scale the
similarities to end up between 0 and 1. If the denominator is changed it will however only
affect the lower bound, so the self similarities along the diagonal will still be 1.

Sij = 1 ´
Dij

max(D)
(2.11)

An example of a distance to similarity conversion according to equation 2.11 is shown in
table 2.3.

Table 2.3: A distance matrix converted to a similarity matrix

A B C D

A 0.00 16.00 20.00 12.00
B 16.00 0.00 5.00 4.00
C 20.00 5.00 0.00 9.00
D 12.00 4.00 9.00 0.00

ñ

A B C D

A 1.00 0.20 0.00 0.40
B 0.20 1.00 0.75 0.80
C 0.00 0.75 1.00 0.55
D 0.40 0.80 0.55 1.00

2.3 Dimensionality Reduction

This section will present two tools to achieve effective dimensionality (also known as rank)
reduction. Singular Value Decomposition (SVD) will be explained in section 2.3.1, and its
extension to Principal Component Analysis (PCA) is covered in section 2.3.2.

2.3.1 Singular Value Decomposition

Singular Value Decomposition is a common tool in linear algebra. In essence, it is a way to
express a matrix X P Rnˆm in the form of three other matrices U P Rnˆn, Σ P Rnˆm, and
V P Rmˆm, according to equation 2.12 [19].

X = UΣVT (2.12)

U and V are unitary matrices with orthonormal columns, and Σ is a diagonal matrix (with
extra rows of zeroes, if n ‰ m) with descending non-negative values (the singular values) along
its diagonal, i.e. they satisfy the constraints listed in equation 2.13
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2.3. Dimensionality Reduction

UUT = UTU = 1

VVT = VTV = 1

@
␣

σi,j P Σ|i ‰ j
(

: σi,j = 0

@
␣

σi,i, σi+1,i+1 P Σ
(

: σi,i ě σi+1,i+1 ě 0 (2.13)

The decomposition in 2.12 is guaranteed to exist uniquely (apart from being able to simul-
taneously change signs of both U and V).

Possibly the most typical usage of SVD in statistical data science is dimensionality ("rank")
reduction. According to the Eckart-Young theorem the optimal rank-r approximation to X, in
the least squares sense, is given by the rank-r SVD truncation X̃ [20]. This truncation is defined
according to equation 2.14

argmin
X̃,s.t.rank(X̃)=r

∥X ´ X̃∥F = ŨΣ̃ṼT (2.14)

Ũ and Ṽ are defined as the first r leading columns of U and V, respectively. Σ̃ is made up
of the leading r ˆ r sub-block of Σ. Since Σ is diagonal (and therefore Σ̃), X̃ can be written as
the so-called dyadic summation, shown in equation 2.15.

X̃r =
r
ÿ

k=1

σkukvT
k = σ1u1vT

1 + σ2u2vT
2 + ... + σrurvT

r (2.15)

From this notation, it is evident that each term k only depends on columns k from U and
V, and one value from Σ. Since the Eckart-Young theorem holds for any reduced dimension-
ality r˚, the sum can be cut after r˚ terms to achieve the optimal reduced representation X̃r˚ .
[19]

The amount of the original variance (0 to 1) captured by the new representation X̃r can be
calculated by equation 2.16, where 0 means all information from the original data is lost, and
1 means no loss of information. [19]

var(X̃r) =

řr
k=1 σk
ř

Σ
(2.16)

2.3.2 Principal Component Analysis

PCA builds on the concept of SVD to efficiently translate data vectors into a new space of
lower dimensionality. The transformed data will keep as much of the variance from the origi-
nal data as possible. With the results from SVD, the data matrix X P Rnˆm can be transformed
into its reduced space representation T P Rnˆr (i.e. of rank r) by multiplication with Ṽr, ac-
cording to equation 2.17. [19]

Tr = ŨrΣ̃r = XṼr (2.17)

To efficiently preserve as much of the original data’s shape, X is shifted to be centered
around the origin before the SVD is computed. In practice, PCA is trained by giving it a set of
training samples as X to calculate the SVD for. Then any new samples X˚ are reduced to rank
r by applying the same shift to the center and then the formula that is shown in equation 2.17,
which should efficiently preserve the variance of the original data if X and X˚ have similar
distributions.
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2.4 Neural Networks

This section will briefly present the relevant neural network architectures; first the general
RNN in section 2.4.1, then LSTM in section 2.4.2. In the following sections, the reader is
assumed to have a basic understanding of Artificial Neural Networks, such as knowing the
concepts of the perceptron, back-propagation, and gradient descent.

2.4.1 Recurrent Neural Networks

A Recurrent Neural Network is an ANN tailored for working with sequential data where
each position in the sequence should be treated equally. The data could for instance be a time
series or a sequence of text. RNN achieves this position agnosticism by storing a hidden state
to represent the past steps in the sequence, updating it with new information for each new
input data step. In contrast to fixed-window models, the weights are shared between every
time step. As an example, if a fixed window language model has seen the word "Christmas",
but never in the first position of a sample, it will not be able to handle a sample starting
with that word properly. An RNN treats all positions equally, and it would thus suffice to
have learned the characteristics of the word at any position. The weights are updated for
an entire input sequence of some length t, and backpropagation is done via a specialized
function called Backpropagation Through Time (BPTT), to account for the bound weights.
It’s possible to "Unroll" the RNN, resulting in a sequence of duplicated blocks, one for every
step in the sequence. This is shown in figure 2.2. [21]

Figure 2.2: RNN structure

As seen in the unrolled network, there are several ways to construct the input X and the
output Y, since the back-propagation works with 1 to t outputs, and 1 to t inputs.

1. One to One (2.3a): The classic ANN setup where the network takes a single input and
produces a single output, i.e. no time steps. Does not utilize the specific functionality
of the RNN in any way.

2. One to Many (2.3b): Also known as a decoder, takes a single input and outputs a se-
quence. An example of usage is captioning, where the input would be an image and
the output sequence is the caption text.

3. Many to One (2.3c): Also known as an encoder, takes a sequence as input and outputs a
single prediction. An example from NLP is sentiment analysis, where the input would
be the words in the sentence, and the single output would be the positive or negative
sentiment.

4. Many to Many (2.3d): Full RNN, all inputs and outputs used, also known as transcoder.
Could for example be used to label frames in video sequences. Compared to running
single One to One (1) prediction for each frame, the hidden state of the RNN provides
temporal memory of past input.
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2.4. Neural Networks

5. Offset Many to Many (2.3e): Takes a sequence as input and outputs a delayed sequence
prediction. Can be used in machine translation of natural language, where the order of
words is not necessarily the same.

(a) One to One (b) One to Many (c) Many to One

(d) Many to Many (e) Offset Many to Many

Figure 2.3: RNN input-output structures

Backpropagation updates weights in the ANN based on their contribution to the loss,
according to the derivative of each weight on the loss. Since the derivative of weights in the
first layers depend on derivatives in the second layer, and so on, the gradients tend to vanish
from the last to the first layer. Even when the weights are increased to account for the low
derivative, the effect of the last layers being much more affected by the loss than the early
layers persists, and thus training of deep networks becomes very difficult. [22] In the next
section, LSTM will be shown, and how it can mitigate this issue.

2.4.2 Long Short-Term Memory

This section briefly explains the Long Short-Term Memory ANN structure. Since the project’s
scope only concerns the input and output of the network, the details of the internal layers will
not be covered. LSTM is a Recurrent Neural Network (RNN) model which was created to re-
duce the back-propagation error without negatively affecting training times [23]. A straight-
forward way to visualize an LSTM is to show each recurrent step as a memory cell consisting
of three gates3; this basic concept is shown in figure 2.4.

Figure 2.4: LSTM memory cell

3Some sources count this as four gates by considering the new memory gate as two; an input, and an input
modulation gate
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1. The first gate in the memory cell is the Forget gate, which appends the input xt to
the previous hidden state (also known as working memory) ht´1. This vector is then
passed through a sigmoid-activated layer and element-wise multiplied with the previ-
ous long-term memory state Ct´1. The first gate is thus trained to suppress unnecessary
information in the long-term memory (also known as cell state).

2. The second gate is the New memory gate which feeds the same combination of xt and
ht´1 into two layers; one sigmoid-activated and one tanh-activated. The output of these
two layers is element-wise multiplied and then added to the output from the forget gate
to form the new long-term memory state ct. This gate is thus responsible for moving
short-term memory and new input information to the long-term memory.

3. The last gate, the Output gate again takes the xt and ht´1 combined vector and feeds it
into a sigmoid-activated layer. The long-term memory vector Ct from the New Memory
gate is put through a tanh activation. The results from these two are then element-wise
multiplied to form the new hidden state. The tanh activation can thus be seen as having
the role of interpreting the long-term memory, while the sigmoid-layer is responsible for
discriminating the output from the long-term memory based on the input data and the
previous hidden state. [21]

In some encoding cases, there is a final linear layer that takes the last hidden state and outputs
the network prediction (such as a classification or regression). Note that this is not included
in the memory cell in figure 2.4 since it does not take place in the general recurrent step. The
options for feature input to the LSTM are, therefore:

• xt: The input vector in each step.

• h0: The initial hidden state

• C0: The initial long-term memory

LSTM mitigates the vanishing gradient issue commonly found in deep neural networks
by letting the c-line (top part of the cell in figure 2.4) pass its data through the entire cell
without activation functions, thus staying unaffected by the vanishing gradient.
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3 Related work

This section presents other related studies. The topics include general time series studies (3.1),
time series studies with multiple measurement origins (3.2), embeddings for LSTM networks
(3.3), DTW applications (3.4), and DTW efficiency improvements (3.5).

3.1 Time Series

Various time series similarity measures were examined in a survey by Gunopulos and Das
[24]. Some examples are Edit Distance with Real Penalty (ERP) [25] Longest Common Sub-
sequence (LCSS) [26] and Edit Distance on Real Sequence (EDR) [27]. They also explored
reduction techniques, but on the time dimension of the series to allow efficient indexing. This
study also looked into sub-sequence indexing.

The computational complexity of similarity measures based on dynamic programming
(like DTW) was recognized by Morse and Patel [11]. They proposed a new, more efficient way
to carry out similarity calculations called Fast Time Series Evaluation (FTSE). The technique
enhances threshold-based similarity measures by avoiding evaluation of the entire compari-
son space (like the one shown in figure 2.1a). Their scoring model called Swale was about 2-3
times faster than regular DTW with a Sakoe-Chiba Band, and produced more accurate results
on their tested datasets.

Wang and Megalooikonomou [28] also looked into the possibility of efficiently compress-
ing time series for indexing, search, and clustering. Their technique relies on resolution re-
duction of the input series by representing a series of length n by a set of w (w ! n) indexes
to common sub-sequences in a shared codebook.

3.2 Multi-origin Time Series Prediction

In the weather domain, the importance of handling parallel data is stressed by Eames, Ker-
shaw, and Coley [29]. They explore weather data synthesis in the UK, using an interpolated
grid structure based on geographical location to create weather predictions for building sites.
Although this can be done in the weather domain (where the latitude and longitude form a
decent embedding vector), in the general case the grid would be hard to construct without
such obvious basis features for the embedding space.

15



3.3. Embeddings For LSTM

A study by Han, Ang, Malkawi, and Samuelson [30] found RNN to outperform traditional
feed-forward ANN in the case of ANN weather prediction, although their study featured one
model per origin. They also included a beacon signal in their models, in the form of weather
data from the closest airport.

3.3 Embeddings For LSTM

A very interesting study by Xie, Liu, Wu, Zhong, and Li [31] looked at cross-modal embed-
dings of recipes and images of food. In an unsupervised manner, they mapped the recipes
and the food images into a shared embedding space, so that matching recipes and images
could be efficiently found through proximity. Their recipe embedding was based on a bag-
of-words model, then adjusted for the cross-modal setup in training. Although this thesis
project does not include cross-modal embedding, it does use pre-calculated embeddings in
an LSTM context.

A study by Ma, Xing, Chen, Chen, Qu, and Li [32] utilized word and character embed-
dings as LSTM input (in the temporal x-vector) to effectively distinguish between APIs dis-
cussed in programming forum posts. They did so with transfer learning; using pre-trained
word embeddings, which were adapted to their domain by training modifications to them
within the ANN.

In a study by Shen, Jin, Hua, and Huang [33] the idea of embedding input into an LSTM
was examined in a road network context. They did so through a complex joint network with
several embeddings, among them a dense representation of the road network graph. The
goal was to produce more generalized and accurate travel time predictions.

3.4 DTW Applications

Many studies have utilized Dynamic Time Warping to mine time series data. DTW is a simi-
larity measure for time series data that handles both phase shifts and warping that more naïve
correlation measures such as pure Step-wise Euclidean Distance may otherwise struggle with.
It was mainly adopted in the speech recognition field, but in 1994 Berndt and Clifford [34]
presented it in a more general time series pattern application.

One of the datasets used in this thesis is financial, and previous studies have proved DTW
to be a good choice for comparing time series of that nature [35]. Recent studies have also
efficiently been using DTW as a base for time series clustering [36][2][37]. Since clustering of-
ten involves mapping objects to some high dimensional space and then calculating distances
between points, it is closely related to the embedding applied in this thesis.

3.5 DTW Efficiency Improvements

A challenge for Dynamic time warping has been its computational expense. Lots of research
has been devoted to making the calculations more efficient. A 2000 study abstracted the algo-
rithm, reducing demands by one or two orders of magnitude [38]. In 2009 another variation
was proposed, which greatly reduced the memory demands of the algorithm [39]. In the
same year, another study found an efficient way to update the DTW calculation when new
points are added to the series, or the window is sliding [40]. A recent study (2021) has also
greatly improved the efficiency of optimizing the DTW window parameter, which allows
much larger time series datasets to be analyzed efficiently [41].
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4 Method

This chapter will present the project structure. The project was divided into three steps. The
first step was a pre-study, which included understanding the customer needs (4.1), finding
relevant literature, finding datasets (4.3), and outlining the system (4.4). The second step was
the implementation step (4.5), which included system design (4.5.1), pre-processing of data
(4.5.2), and actual system implementation (which in itself was split into the similarity embed-
ding program (4.5.3), and the creation of the LSTM (4.5.3). The last step, evaluation (4.6), was
performed by analyzing the predictive performance of the LSTM with and without various
versions of the vector embeddings included in its input. This was done for all considered
datasets. Some key metrics from states within the program were also considered in this step,
to assure the soundness of the method.

4.1 Problem Background

The project customer, Kikashi, is a small consulting company based in Linköping, Sweden.
Their work focuses on Artificial Intelligence and Machine Learning. The company wanted to
explore new feature engineering techniques for their prediction models. Some of the exist-
ing datasets were of the kind explained in the introduction (1) with parallel (simultaneous)
series from different measurement origins. To better handle new measurement origins in the
systems, and create a robust setup that can deal with missing values, perform well on mea-
surement origins with little historical data, and be used in many domains, the narrow dataset
structure shown in table 1.2 has sometimes been used. In those cases, the characteristics of
each measurement origin get lost, and that is where the idea to embed the measurement ori-
gin feature came from. To use a similarity-based embedding method was an idea originating
from my recent studies in NLP and Text Mining, where co-occurrence matrices (or variations
thereof) are common constructions from which to draw word embeddings. Pre-calculating
the embeddings instead of training them within an ANN is also a strategy that’s been em-
ployed by one of the most popular and ground-breaking word vectorization studies; word2vec
[17]. They found that the simpler methods which could be greatly scaled up outperformed
much slower in-network solutions, and this same idea has now been brought over to the
context of this thesis.
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4.2 Hardware Resources

Quite generous resources were provided to complete the task. Access was granted to multiple
development servers. Although the exact specifications between the machines varied a bit,
Modern Nvidia GPUs were available, a few of the machines had 100+ hyper-threaded CPU
cores (i.e. 200+ threads), and at least one machine had around 1 TB of RAM. This meant that
large-scale DTW calculation, which has O(n2)1 time and memory complexity, was possible.
The code could also be widely paralleled, and several embedding programs or LSTM training
runs could be executed simultaneously on different machines.

4.3 Finding Datasets

One dataset with financial data was provided by the customer. A second dataset with
weather data was found through Kaggle2. Both sets featured hundreds of measurement ori-
gins (tickers and weather stations, respectively) and spanned several years of recording. They
also had at least twenty features from all of the measurement origins.

4.4 System Outline

The system was outlined as a simple graph, here shown in figure 4.1. The figure shows
how batched (daily) data is transformed through a sequence of steps to produce the simi-
larity embeddings, and how the system will be evaluated against a baseline. This is a very
rough oversight, and any parameters to the system have been omitted. Normalization of the
batched data has been left out of the figure but was done by a min-max scaler in the em-
bedding reprocessing step, and by a standard normalizer before each of the LSTM prediction
steps.

Figure 4.1: System outline

4.5 Implementation

This section begins with presenting the System Design in section 4.5.1, then Data Pre-
processing in section 4.5.2, and finally System Implementation in section 4.5.3.

4.5.1 System Design

Python was chosen for the implementation based on the availability of good software li-
braries, and its simple syntax. There was for example a suitable library for time series data,
with Dynamic Time Warping readily available [14]. NumPy was used for most of the heavy
calculations in the project since its pre-compiled C-code operates much faster on arrays than
native Python [42]. To efficiently utilize the hardware, a multi-threaded design was adopted

1Assuming all series are length n. In this work, the series should always be roughly the same length.
2https://www.kaggle.com/datasets/PROPPG-PPG/hourly-weather-surface-brazil-southeast-region
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Figure 4.2: Multi-threading architecture

when the basic functionality had been established. The data was structured as daily matri-
ces where the columns correspond to the input features, one being the measurement origin.
This allowed parallel processing of each day, or longer periods of several days (’batch’, in the
general case). The similarity calculations could also be executed in parallel since each pair-
wise similarity was independent of any other pairs. Parameter choices could affect where the
parallel processing would improve the efficiency the most (sample pre-processing, versus
similarity calculation), so a double-pooled design as shown in figure 4.2 was chosen. With
series of n days considered, the outer pool would create one process per set of n consecutive
days. These processes would then read the series from all the measurement origins for that n-
day period, filter and merge the batches, then create an inner pool with processes that would
calculate the similarity between each possible pair of time series from measurement origins
and the fixed set of base measurement origins in the period. Detail of this can be found in
algorithm 1.

4.5.2 Data Pre-processing

Since the time series (in both datasets) were sometimes missing measurements, or in some
cases entirely omitted from a single day, some caution had to be taken to not let such errors
propagate through to the embeddings. The datasets were also not structured in the same
format. A script was written, which would load all the weather data and filter out missing
values, converting them to proper NaN-format, and storing the data as daily data matri-
ces where the station code was contained in one column, and all other features in the other
columns.

After the daily matrices were complete, a separate pre-processing step was added to the
actual embedder. In this step, any missing values would be interpolated, if the gap was not
too large 3. This pre-processor also reduced the resolution of the time series when many days
were combined. The financial data had the highest resolution, and with periods longer than
5 days, resolution reduction was needed to keep DTW execution times acceptable, despite
the optimizations, fast C-accelerated similarity calculation, and the competent hardware pro-
vided.

4.5.3 System Implementation

The system implementation was split into two separate programs; the embedder (4.5.3) and
the predictor (4.5.3), each corresponding to one of the rows in figure 4.1. These will be ex-
plained in the following sub-sections.

3this could be set through a parameter, but was kept between 1-3
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Embedding System

The embedding system was written to accept any time series dataset, as long as it is structured
as batched (daily, in this project) matrices ("data frames") with columns as described in section
4.5.1, and is provided with measurement origin column name, the aggregation function for
each variable, and some other dataset specific constants like start and end date. As seen in the
figure, the system first reads the daily data, then pre-processes it, then calculates similarities
between measurement origin, then runs a convolution (in this case a sliding mean) to the
matrices to smooth out the similarities over time and increase robustness regarding missing
values. Finally, the program consumes one convolution period’s worth of similarity data
from the beginning of the dataset to fit a dimensionality reduction model. This is done with
PCA, and running the remaining part of the dataset through the reduction forms the final
embeddings, one per measurement origin per input batch (day). The following parameters
were included to control the output of the system:

• dataset: The name of the dataset to use. Controls where samples are read from and how
features are aggregated during resolution reduction.

• metric: The similarity measure to use between time series, DTW by default.

• feats: List of features to be considered in the similarity measurement.

• base_locs: The measurement origins to be used as the base set (columns in the similarity
matrices). Ideally, these should have measurements available throughout the entire
dataset so that NaN-values are avoided and the PCA is kept stable. If a chosen station
has low availability the program will however detect that, and discard it from the base
set (and consequently the PCA). The width of the similarity matrix (the number of base
origins used) is reported by the program during execution.

• s_len: The length (number of batches) of the series on which the similarities will be
calculated.

• n_dims: The rank of the output embedding vectors.

• w_len: The window length (as number of batches) for the sliding average (the convo-
lution).

• overlap: If this is set, and sample_lengthą 1, overlapping series will be considered4.

• normalize_series: If set, the samples will be min-max scaled (each feature separately)
before the similarity measure is calculated. This is set by default.5

• normalize_vars: If set, the variables in each batch will be min-max scaled (each feature
separately) during filtering, i.e. not pair-wise before every similarity calculation.6 If
normalize_series is set, normalize_vars has no effect apart from longer execution time. It
was included to have the option of preserving static difference between series.

Pseudo code of the embedding program is shown in Algorithm 1. The program has been
simplified for clarity and lacks some of the above-mentioned parameters. All profiling, asser-
tions, and most of the data cleanup have also been omitted.

4i.e. both January 15th-25th and 16th-26th would be considered in the case of 10 day windows
5The univariate series S1 = 1, 2, 3 and S2 = 4, 5, 6 would in this case turn into S1˚ = S2˚ = 0, 0.5, 1 before

comparison.
6Univariate series S1 = 1, 2, 3 and S2 = 4, 5, 6 would in this case turn into S1˚ = 0, 0.2, 0.4 and S2˚ = 0.6, 0.8, 1

before comparison.
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4.5. Implementation

Algorithm 1 Simplified Embedding Program

1: procedure CREATE EMBEDDINGS(n_dims, s_len, w_len, dataset)
2: batch_ f iles Ð scan_batch_dir(dataset) Ź Sorted chronologically
3: sim_matrices Ð []
4: for i P range(0, len(batch_ f iles)) do Ź Asynchronous call, outer pool
5: batches Ð read_all(batch_ f iles[i : min(i + s_len, len(batch_ f iles))])
6: sim_mx Ð HANDLE BATCH(batches)
7: sim_matrices.append(sim_mx)
8: sim_matrices Ð standardize(sim_matrices) Ź Same index, remove rare origins
9: conv_matrices Ð []

10: for i P range(0, len(sim_matrices) do Ź Apply sliding mean
11: conv_matrices.append(mean(sim_matrices[max(0, i ´ w_len) : i]))
12: pca Ð f it_PCA(conv_matrices[w_len], n_dims)
13: for all sim_mx P conv_matrices[w_len :] do
14: store pca(sim_mx)

15: procedure HANDLE BATCH(batch_matrices : list ă matrix ą)
16: comb_mx Ð vertical_stack(batch_matrices)
17: batch_len Ð time_steps_per_origin(comb_mx)
18: if batch_len ą max_series_length then Ź Reduce resolution
19: origins Ð unique_origins(comb_mx)
20: new_rows Ð []
21: rt Ð batch_len/max_series_length
22: for all org P origins do
23: l_series Ð comb_mx(1origin1 == org)
24: l_stop Ð len(l_series) ´ rt + 1
25: r_stop Ð len(l_series) + 1
26: for all l, r P zip(range(0, l_stop, rt), range(rt, r_stop, rt)) do
27: new_rows.append(reduce(l_series[l : r])) Ź Handle per feature
28: comb_mx Ð vertical_stack(new_rows)
29: if normalize_vars then
30: normalize(comb_mx)
31: t_set : Set Ð []
32: for all org P origins do
33: for all b_org P base_origin do
34: if org ‰ b_org then Ź Self-similarity is trivial
35: t_set.append(Set(b_org, org)) Ź Similarity is commutative
36: sim : Dict Ð tu

37: for all s_pair P t_set do Ź Asynchronous call, inner pool
38: s1 Ð comb_mx(1origin1 == s_pair[0])
39: s2 Ð comb_mx(1origin1 == s_pair[1])
40: sim[s_pair] Ð metric(s1, s2)
41: sim_matrix Ð []
42: for all org P origins do
43: row Ð []
44: for all b_org P base_origin do
45: if org == b_org then
46: row.append(0.0)
47: else
48: row.append(sim[Set(b_org, org)])
49: sim_matrix.append(row)

return sim_matrix
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Prediction System

The prediction system was quite straightforward conceptually. It was a rather out-of-the-box
LSTM implementation that had its input extended by the embeddings (for the previous day,
to avoid forward-looking). The embeddings were input as a feature in each time step (xt
in the LSTM-cell, figure 2.4). Since the embeddings were static for each daily time series in
the project setup, intra-day LSTM windows get the same embedding input in every time step
(i.e. duplicated information). Even though this could be sub-optimal, it was considered out of
scope for this project, and if embeddings were created continuously somehow (by for instance
finer granularity or interpolation) no changes would be needed to the prediction system to
feed the model with the new embeddings. The input feature vector Xt was also extended
with a single feature from each measurement origin in a static set of predefined measurement
origins. The set was constructed based on existing clustering methods; financial sector ETF
for the financial dataset, and geographical region for the weather dataset. These additional
features were supposed to be seen as a form of beacon signals from the environment and were
included both in the baseline and the tests with the embeddings. One intuitive description of
their role is to see the beacon signals as a map, and the embeddings as a compass, hopefully
able to achieve more performance gain together than on their own.

The training was conducted on the GPUs mentioned in section 4.2 through the Keras
library [43], which is a high-level API for the TensorFlow machine learning library [44].

4.5.4 Tooling

To visually examine the embedding space over time, a program was created which would
render the PCA space of 2-dimensional embeddings over time. The output consisted of an
mp4 video with frames like the one shown in figure 6.1. Clusters were optional, but mainly
a k-means clustering before the dimensionality reduction, and popular conventional clusters
(business sector for the financial dataset and geographical region for the weather dataset)
were examined. Annotations for each point were also an added feature (as seen in the pre-
viously mentioned figure), but with all points annotated the rendering was very slow and
the output cluttered and hard to read. The animation tool greatly helped in understanding
the characteristics of the datasets and the embeddings. Sample output from the visualizer is
shown in figure A.11.

4.6 Evaluation

This section presents the evaluation method for the project. The efficiency evaluation method
is presented in section 4.6.1. Section 4.6.2 contains the performance evaluation methodology.

4.6.1 Efficiency

For the efficiency evaluation, the performance through two bottlenecks was considered. The
first was the aggregation and preparation of the data, which mainly strained the disk, mem-
ory, and CPU from Python code. The second was the similarity measurement calculation,
which mostly strained the CPU through C-accelerated NumPy functions. Memory usage
for processes in the inner and the outer pool (as explained in figure 4.2) was also measured
to evaluate the usefulness of the double pool setup. These two bottlenecks were chosen
since they correspond to the two natural places to adapt parallelism; first running batch-wise
(daily) similarity matrices in parallel, then running pairwise similarity calculations within
each day in parallel.
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4.6.2 Measuring Performance

To evaluate performance, first, the quality of the embeddings was assessed, then the pre-
dictive performance of the LSTM with and without the embeddings. Three performance
measures were considered for the embeddings:

• The distribution of the similarities in the form of a histogram over all values in the
similarity matrices.

• The variance captured by PCA calculated on the SVD, defined by equation 2.16.

• Comparison to conventional clusters in the form of 2D embedding plots with conven-
tional clusters colored. The ticker embeddings from the financial dataset were clustered
based on their business sector, and the weather station embeddings were clustered by
their corresponding geographical region.

To evaluate the predictive performance of the LSTM, several setups of input for the net-
work were tested. Embedding vectors of length (i.e. rank) 2 and 5 were tested for each of
the three similarity metrics (Step-wise Euclidean Distance, Pearson Correlation, and DTW).
The baseline used the same input size but had its embedding features masked by zeroes. The
baseline was only fed samples that had defined embeddings. Finally, two additional com-
parison setups were created. The first had an added feature in the form of an integer index
(enumeration) for each measurement origin, to let the network distinguish between samples,
but not receive any information about their relations. The other comparison setup used the
enumeration as input to a Keras Embedding Layer 7 [43], from which the output was concate-
nated with the input features and fed to the remaining part of the network. This last setup
would thus create the embeddings during training, based on the input samples. Google’s
TensorFlow team suggested in Introducing tensorflow feature columns [45] to use the 4th root
of the number of unique classes as a rule-of-thumb for the length of the embedding vectors,
which with around 650 unique measurement origins means a length of 5. Both lengths 5 and
2 were tested for this final setup, just as for the similarity embeddings.

The input vector xt to each LSTM cell in the unrolled network (2.2) would consist of the
input features f , the beacon signals b, the embedding vector e, and finally the id for the
enumerated setup, as seen in table 4.1.

Table 4.1: LSTM cell input vector xt for different embedding setups (single time step)

Setup xt

Baseline f1 f2 .. fn b1 b2 .. bm 0 0 0 0 0
Embedded f1 f2 .. fn b1 b2 .. bm e1 e2 e3 e4 e5
Enumerated f1 f2 .. fn b1 b2 .. bm 0 0 0 0 0 id

For the baseline, similarity embedding, and enumerated setups, the shape of the input
to the entire network and the LSTM was the same. For the trained embedding setup, the
id feature was first passed through an embedding layer, while the rest of the input skipped
by and joined with the embedding layer output to form the actual LSTM input, as shown in
Table 4.2.

Table 4.2: Trained embedding network (single time step)

Trained embedding input breakdown

initial input f1 f2 .. fn b1 b2 .. bm id

Ó Ó Ó Ó Ó Ó Ó Ó

Ó

Keras embedding layer
Ó Ó Ó Ó Ó

LSTM input f1 f2 .. fn b1 b2 .. bm e1 e2 e3 e4 e5

7https://keras.io/api/layers/core_layers/embedding/
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5 Results

This chapter will present the results. It will be divided into three parts where section 5.1
contains the results from the filtering and pre-processing of the data, then section 5.2 presents
the efficiency of the system, and section 5.3 lists key features of the embeddings as well as
performance metrics for different embedding configurations through the LSTM. Results have
been separated per dataset.

5.1 Dataset Evaluation

In this section, some relevant discoveries from the datasets will be presented. First from the
weather dataset and then the financial dataset.

5.1.1 Weather Data

Although the weather dataset was not missing many values, it did present some noise-related
challenges. On the assumption that closely located stations should see similar measurements
in most variables, some inconsistencies were found (when geographically close stations were
distant in the embedding space). An example can be seen in figure 5.1 where the difference
(after min-max scaling1) between two closely located stations is shown for several variables
over a single day.

Figure 5.1: Difference in min-max scaled measurements between two stations 30km apart

1per variable, per day, but not per station
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5.1. Dataset Evaluation

Visible is a big difference in ground radiation and wind direction. Considering the source
data, the wind direction is not unexpected. The compared stations had very low wind for
the day in question, and one was close to zero. The radiation on the other hand looks a bit
suspicious. Most of the stations see more or less flat radiation when the sun is below the
horizon, then an increase until noon, and finally falling measurements until sunset. On this
day one of the two compared stations had a more or less flat radiation curve at an intensity
four times the peak of the other. This causes the two stations to end up very far apart in
the embedding space, even though many other variables have similar measurements (so the
points should be closely located to capture this conceptual similarity between the stations).
Digging deeper into the possible explanations for the difference, the high-radiation station
was found to be located very close to some industrial plants, while the low-radiation station
was located in a residential area.

Another observation in the data was occasional series of constant measurements. Interpo-
lation has been used to fill out missing data points, but only for a couple of points at a time.
Some stations in the dataset would even have exactly the same measurement for certain vari-
ables across an entire day. For example, one station was found to have a relative humidity of
precisely 97% during almost the entire day, when its closest neighbor station had much more
varied humidity throughout.

Not considering the stuck values, the dataset does not seem to be missing many measure-
ments. This means that the similarity measures requiring equal-length sequences are defined
and usable for most of the days. That being said, not all stations were in service throughout
the entire dataset. 250 stations with early introductions were chosen as bases for the embed-
dings.

From just looking at outliers in the embedding space, one station (A302) was identified
as far separated from the rest. Unsurprisingly this is also the most remote station, located
almost 900 kilometers away from the Brazilian mainland and its closes neighbor.

Finally, one station was found to have its reference latitude and longitude mixed, when
looking for more outliers in the provided metadata containing the origins of the stations.

5.1.2 Financial Data

The financial dataset did not present the same challenges as the weather data. Instead of stuck
values, its major challenge came in the form of differences in length between series, as well
as prominent noise. Due to pre- and post-market trading, sharp spikes could occur when
combining several trading days into longer series. Furthermore, not all days were trading
days, in contrast to the weather data where measurements were expected at evenly spaced
intervals from when each measurement origin first went live until it the end of the dataset.
Tickers could also both be added and withdrawn from the batches throughout the dataset.
This presented a challenge in finding suitable base measurement origins. In the end, around
250 high-availability tickers were found. Their availability throughout the dataset was not
100%, but whenever they were missing, their similarities could be interpolated in the convo-
lution step, to avoid invalidating the PCA. The series which had different lengths also ended
up with undefined similarities for Step-wise Euclidean Distance and Pearson Correlation.

In contrast to the weather dataset, there is no obvious periodicity in the data. Finally,
normalization behaved differently. For weather, it might make sense to scale per variable,
per period, but for financial instruments, this makes little sense for features like price and
traded volume since such features depend on the granularity of the underlying asset division
(which can differ between tickers). Thus, all the samples were min-max scaled just before
comparison, which meant that any static difference between them would be disregarded. In
other words, a weather station with a static daily temperature of 10˝C would be different
from one with a static 15˝C temperature, but a stock trading flat at $50 and another trading
flat at $100 would be considered completely similar.
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5.2 Efficiency

This section will present the memory and execution time profiling of different setups for the
embedding program. The profiling was done using a subset of the data from the financial
dataset. This dataset was chosen since it has the highest resolution and is thus the most de-
manding for the system. All three metrics were evaluated. The servers mentioned in section
4.2 were used, and each node allocated 40 processes in the outer pool, with 2 internal pro-
cesses in each inner pool, for a total of 80 CPU cores per executor.

The first test was carried out on shorter series of two days. Series of one day can be read
straight from the disk, so two-day series are the shortest ones that would still need merging.
The series are however short enough that resolution reduction is not needed. Results for this
setup are shown in figure 5.2.

Figure 5.2: Time spent and memory usage needed across code parts (2-day series)

The time spent calculating the similarities is much higher for DTW than for Euclidean
Distance and Pearson Correlation. The time spent loading the data frames is similar for all
metrics. So is the time spent cleaning the series (interpolation and normalization). For these
samples that do not need resolution reduction, the cleaning time is greater than the loading
time. For the most advanced similarity measure, DTW, the time spent calculating the similar-
ities is by far the most demanding part, requiring around 70 times as much time to calculate
a full similarity matrix, compared to Euclidean Distance. The peak memory usage for the
outer process is around twice that of the peak memory usage of the inner process, which is
expected since the inner pool contains two workers, each copying the memory from their
parent upon creation.

The second test was carried out on long series of 29 days. Longer series like these hit the
measurement point limit and require resolution reduction. DTW, which has a quadratic time
complexity, struggles with such long series. Results for this setup are shown in figure 5.3.

As expected, the frame loading (which includes the resolution reduction) took a much
longer time for this setup. The calculations also took longer time for all metrics. Peak mem-
ory usage of the outer process was in this case slightly more than twice that of the inner
processes, since the resolution reduction requires more memory than twice the memory used
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Figure 5.3: Time spent and memory usage needed across code parts (29-day series)

by calculations of the metrics on the reduced frames. Typical peak memory usage for the
entire program can be calculated from the number of outer threads and their peak usage:
40 ˚ 1.37 « 55 GB.

5.3 Performance

In this section, the performance of the system will be evaluated. In section 5.3.1 the quality
measures from section 4.6.2 will be used to check output from the embedding program. Then
the effects of including the embeddings in an LSTM will be presented in section 5.3.2.

5.3.1 Embedder

An indication of captured information in the embeddings would be a spread-out distribution
of the pair-wise similarities. Since the distance measures have been converted to similarities
based on equation 2.11, using the maximum distance from the batch as dmax, there will be
at least one similarity of 0 in each batch. Pearson Correlation was also scaled to have the
same bounds. If the distribution is too narrow, the normalization may have been affected
by noise in the data, for instance by producing a too high dmax value. This might lead to
only some low-quality measurement origins producing high dissimilarity across the board
and drown out more subtle, important differences between high-quality origins. Figures 5.4
and 5.5 show how the 30-day similarities throughout the entire datasets2 are distributed for
the three different similarity measures (DTW, Step-wise Euclidean Distance, and Pearson
Correlation). The mean similarity is shown as a vertical line. The bars at exactly 1.0 represent
the self-similarities of the base series (since that’s their definition). Undefined (NaN) values
have been completely disregarded, so the histograms of different similarity measures may
have a different amount of samples in case such values have been present in the similarity
matrices.

2the weather data and the stock market data
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Figure 5.4: 30-day weather series similarity matrix histogram

Figure 5.5: 30-day stock series similarity matrix histogram

The distributions of the 1-day similarities are more spread-out compared to the 30-day
ones, as observed in figures 5.6 and 5.7 which show the weather and financial data respec-
tively. The mean has also been reduced for all setups, indicating that there’s less overall
alignment of the series for shorter periods than longer ones.

Figure 5.6: 1-day weather series similarity matrix histogram

Another quality measure of the embeddings is the amount of variance preserved by the
PCA depending on the rank of the reduced representation. This score can be found by con-
ducting an SVD and then plotting the diagonal from the Σ matrix. Such a plot is shown for
the weather dataset in figure 5.8 and the financial data in 5.9. The Pearson Correlation stands
out as being well-expressed with a lower rank than the other two measures, for both datasets.

The last performance measure of the embeddings before evaluating the predictive per-
formance of the LSTM is the comparison with existing clusters for the data. Clusters for
30-day DTW embeddings are presented here, plots for the other similarity measurements
and shorter lengths are available in Appendix A. The weather embeddings were compared
to clusters based on the geographical region of the measurement station since nearby stations
are expected to behave similarly. Five such regions were specified in the dataset (N, NE, CO,
S, SE). The comparison is shown in figure 5.10. As observed, the regional clusters are fairly
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Figure 5.7: 1-day stock series similarity matrix histogram

Figure 5.8: Amount of variance preserved in the weather similarity vectors embeddings per
rank

Figure 5.9: Amount of variance preserved in the financial similarity vectors embeddings per
rank

distinguished from one another. The outlier in the NE cluster is the previously mentioned
A302 located far out into the Atlantic Ocean.
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Figure 5.10: Weather data embeddings (30-day), colored by geographical region

The financial dataset time series were grouped based what sector Exchange Traded Fund
(ETF) they belong to, i.e. what business sector the company represented by the ticker is
active in. This is shown in figure 5.11 More overlap is seen compared to the weather dataset.
The XLU cluster, which represents the tickers in the utilities sector, is however quite well-
separated from the rest. No obvious explanation for the outlier in this cluster was found.

Figure 5.11: Financial data embeddings (30-day), colored by sector ETF
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5.3.2 Predictions

The network was run as a classifier, predicting change up or change down. The predictive
performance of the network is presented as the change in accuracy over random guess, com-
pared to a baseline (accuracy was measured on validation data). For reference, this calcula-
tion is shown in equation 5.1. For both datasets, only the binary case was examined. For the
financial dataset, the price change (up or down) was predicted, and for the weather dataset,
relative humidity change (up or down) was predicted. As with the embedder, the normal-
ization of samples was handled differently between the datasets (as mentioned in section
5.1.2). The Financial data had its features normalized, while the weather data features were
not normalized (since they were softly bounded by their nature).

accuracy_change(x) =
nclasses ¨ accx ´ 1

nclasses ¨ accbase ´ 1
´ 1 (5.1)

Results from 2 runs3 per configuration (dataset, metric, series length, and embedding rank)
were generated. This was chosen after a higher number of repeated runs for a single config-
uration only showed little variance. Completing a single run required up to 3 hours, which
made the GPU hours a limiting factor4. Table A.1 in Appendix A shows the average results
for each of the configurations. The results listed are the average accuracy changes compared
to the baseline for each setup, over both its runs. Breakdowns over metric, rank, and series
length are shown in tables 5.1, 5.2, and 5.3.

Table 5.1: Prediction results by metric

Dataset Similarity metric Accuracy change

Stock Euclidean 5.22%
Stock Correlation 3.13%
Weather Euclidean 0.11%
Stock Enumerated 0.01%
Weather Enumerated -0.06%
Stock Trained -0.94%
Weather Correlation -1.02%
Weather DTW -1.42%
Weather Trained -1.56%
Stock DTW -4.54%

Table 5.1 shows that DTW under-performs the much simpler Step-wise Euclidean Dis-
tance measure. It also shows better performance on the financial dataset than the weather
dataset. It’s also evident that the enumeration of measurement origins has negligible effect,
and the trained embedding layer reduces the performance on both datasets.

Table 5.2: Prediction results by rank

Dataset Rank Accuracy change

Stock 5 2.02%
Stock 2 0.52%
Weather 2 0.36%
Weather 5 -1.92%

Table 5.2 shows how higher embedding rank (i.e. longer embedding vector) affects the
datasets differently.

3Maximum 50 epochs per run, early stopping after 3 epochs without improvement.
43 GPU-hours/run x 36 setups x 2 runs/setup = 9 GPU-days, only to generate the final results.
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Table 5.3: Prediction results by series length

Dataset Series length avg accuracy change

Stock 30 4.62%
Weather 1 -0.54%
Weather 30 -1.02%
Stock 1 -2.08%

Table 5.3 shows how embeddings based on similarities of longer series help increase the
accuracy of the LSTM more than those based on similarities of shorter series.

To sum the results up, there is an indication that the stock data is positively affected by
the addition of similarity embeddings if they are based on longer time series. The weather
data is slightly negatively affected, which gets worse when the embeddings have a higher
rank. It is also clear that the simpler similarity measures performed better than DTW. The
financial dataset had a much higher number of samples compared to the weather dataset,
as a result of it having higher resolution and a higher number of measurement origins with
defined embeddings. As a result, the network trained longer on the financial dataset, and it
converged slower.
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6 Discussion

This chapter contains a discussion of the results and the method. Section 6.1 presents the
discussion about the characteristics of the embeddings themselves, section 6.2 discusses the
prediction results of the LSTM, and section 6.3 concerns the efficiency of the embedding pro-
gram. The method is then discussed in section 6.4. A brief discussion on tuning is included
in section 6.5. Lastly, all of the research questions listed in section 1.2 are answered in section
6.6.

6.1 Embeddings

Starting by looking at the dataset evaluation from section 5.1 we find that the embedding pro-
gram can use quantitative methods to capture aspects of the environment not obvious from
the individual features. The radiation spikes mentioned in 5.1 from the weather data can be
found solely through the ground radiation feature, but figure 5.10 shows that the embeddings
can synthesize a rough geographic map, without knowing the coordinates of any station. It
can also detect outliers like the single far-off-shore station A302. Furthermore, if input vari-
ables were not normalized per series, but only per variable, the first PCA component turned
out to predict the altitude of the stations quite well (most likely from static differences in at-
mospheric pressure). In the more noisy financial dataset, the embeddings do not comply as
well with all the sector clusters, but this may not necessarily be an indicator of malfunction.
Table 6.1 shows how separated versus overlapping clusters can be seen with an optimistic
versus a pessimistic outlook. This thesis cannot decide the quality of created embeddings
with absolute certainty based on their comparison with existing clustering methods, but the
table is included to shine a light on what stances one could take when interpreting the plots.

Table 6.1: Proposed cluster separation viewpoints

Separated clusters Overlapping clusters

Optimistic Embedding makes sense Embedding found novel information
Pessimistic Embedding provides no new information Embedding is noise

One feature that is desired in the financial domain is the closeness of embedded series for
tickers based on the same underlying assets. Two such pairs exist as measurement origins in
the dataset. The first pair is made up of GOOGL and GOOG, which represent the A and C-
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class stocks of the Alphabet company respectively. The other pair consists of the tickers FOX
and FOXA, representing the B and A-class stocks of the Fox Corporation. Averaging the 30-
day similarities of the entire dataset and fitting a 2-dimensional PCA places both the Alphabet
and the Fox ticker embeddings pairwise close to each other (see figure 6.1), indicating similar
behavior of same-asset series. An early hypothesis from the customer was that the COVID-
19 pandemic effects on the stock market would be visible in the embedding space, and that
turned out to be correct. With output from the animation tool described in section 4.5.4, it was
clear that around early spring of 2020 (depending on the length of series and the length of the
averaging period) the entire space started to shrink, and embedded points ended up closer
together. This can be seen in the last panel of figure A.11. The variance reduction is in-line
with how the stock market was suddenly more affected by a global trend than the individual
performance of underlying assets.

Figure 6.1: averaged 30-day embedding space with GOOGL, GOOG, FOX, and FOXA an-
notated

The assumption that similarity matrix columns are to a high extent correlated is also con-
firmed in figures 5.8 and 5.9, and shows how PCA is a fitting tool to reduce the length of the
similarity vectors.

6.2 Prediction

The results seem to indicate that for the tested network and prediction task, embeddings
based on longer series are the better choice. Comparing cluster plots for long versus short
series (like 5.11 and A.8) shows longer series producing more spread-out embeddings, which
can be related to this. Patterns based on shorter series could also potentially be learned from
the training samples themselves, especially since the previously mentioned beacon signals
are included. DTW embeddings perform particularly bad, surprisingly, since it was the met-
ric leading to the most resemblance with conventional clustering of tickers from the financial
dataset. A possible explanation is that due to resolution reduction the warping window is
quite large in comparison to the prediction window. For the financial 30-day series the warp-
ing window is around 16 trading hours, which happens to be around twice the time the stock
exchange is open per day. Reducing the warping window size would in this case unfortu-
nately bring the path very close to the diagonal and effectively turn into Step-wise Euclidean
distance. The weather data is also negatively affected by a warping window on this scale,
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which could be because of its periodicity; the change in sunrise between the east and west
parts of mainland Brazil is just a couple of hours.

Another observation is that the weather prediction was negatively affected by longer em-
bedding vectors. This could very well be due to over-fitting. As previously mentioned, the
weather data has fewer samples than the stock data, but the network is unchanged, meaning
there is a lower ratio between samples and weights. On the contrary, the stock price predic-
tion seems to benefit from the increased dimensionality of the embeddings. Comparing the
captured amount of variance by PCA between the two datasets (figures 5.8 versus 5.9) could
hint at why this is, although further analysis is needed to accurately determine if such is the
case.

It is also interesting to see that the trained embedding layer does not manage to increase
accuracy for either of the datasets. This hints toward useful information in the financial
dataset that the longer series similarity embeddings are able to capture, but the in-model
embedding layer is unable to find efficiently. While the trained embeddings’ performance
impact on the financial dataset is negligible, the weather dataset gets slightly worse results.
This could again be related to increased complexity, leading to over-fitting.

6.3 Efficiency

Even though lots of optimizations were done throughout the project (cutting the calculation
time from the initial draft to the final program by over 99.5%), the similarity calculation of
DTW for longer series was time-consuming, and since similarities needed to be calculated
for all pairs of series, even more time is spent at this step. Parallel processing was an option,
but resolution reduction of longer series was still required to achieve results in a reasonable
amount of time. The simpler metrics (Step-wise Euclidean Distance and Pearson Correlation)
were much more feasible to apply at the original series resolution, and fortunately, these
were the better-performing ones on the tested datasets. If the method is proposed for another
domain, the effects of resolution reduction need to be considered, to not end up having to
choose between extreme time consumption and loss of important high-granularity patterns.

6.4 Method

The presented embedding program does achieve performance benefits for some setups, but
the requirements put on the data limit its usability. Missing values propagate; a single miss-
ing value in the start or end of a time series causes it to have unexpected length, and all
similarities except self-similarity become undefined in the case of Step-wise Euclidean Dis-
tance and Correlation for that sample (day). If this is repeated for the entire part of the data
used to train the dimensionality reduction, the measurement origin will be exempt from PCA
calculation, and its characteristics will not affect the rank reduction. If this happens to a base
origin, the width of the similarity matrix is reduced. Likewise, if any of the base series is
incomparable to the other series throughout an entire averaging window, it will invalidate
the PCA for that window altogether, since all the rows would contain at least one undefined
value. These facts have caused lots of issues during the project, and a constant battle against
the missing values has been fought. Putting too high demands on the data quality leads to
only a small fraction making it through to the final embedding space, and too loose demands
on quality require watering down the data with naive interpolations for missing values, pos-
sibly diluting important information in the data. If the data is well cleaned beforehand, the
embedding program still consumes a lot of computational resources. Fortunately, a lot of
the information can be cached and shared between runs. If new data (in the chronological
sense) is to be added, only data as far back as the specified series length needs to be consid-
ered when constructing the new similarity matrices. The PCA does not require re-training,
and thus all embeddings for older samples remain constant. Adding historical data for new
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measurement origins is another story; then only similarity measurements between existing
series can be kept, the PCA will need retraining, and therefore all of the embeddings will
need to be recalculated. In the case of new data, an existing ANN could still be used on the
new samples, but if more measurement origins were to be added, the entire network would
need to be retrained with the new set of embeddings. Possible mitigation of this is to simply
not retrain the PCA and not include any of the new measurement origins as columns in the
similarity matrices. For relatively few added measurement origins this may be feasible.

The double-pool setup of the embedding program does not seem to be needed. The inner
pool sees the most benefit when there are few batches and each one take a lot of time to
calculate. The outer pool is beneficial when the single-threaded combination and resolution
reduction takes a lot of time. With every optimization done, there has been less and less
strain on the memory as well, thus only keeping the outer pool seems like a good reduction
in complexity which would not affect execution times unless the dataset is very short.

6.5 Tuning

Some program parameters were not examined thoroughly. This was mainly due to the diffi-
culty of assessing their effects on the entire setup in a timely manner. Changing a parameter
in the similarity metric (like DTW warping window size) would require recalculation of all
similarities (which could take a couple of days for an entire dataset in the case of DTW), then
the creation of samples and various tasks regarding the preparation of the training setup, and
finally training and evaluation of accuracy over several runs. Although it would be interest-
ing to examine these, there was simply not enough time to do so in this thesis project.

The values chosen for the embedding program parameters not tested all the way through
prediction were:

• Averaging window size: Was set to 30 days for 1-day similarities, and 120 days for
30-day similarities.

• Series features: All available non-static features (i.e. not features like latitude and lon-
gitude of weather stations) were included.

• Rate of base origin presence: For a measurement origin to be dropped from the simi-
larity matrix columns it needed to be missing in 20% of the samples, otherwise it was
assumed to be covered by the sliding window averaging. After some casual testing,
this seemed like a decent trade-off between getting too few columns and having too
frequent missing values in the similarity matrices.

• batches reserved for PCA training: One averaging window length was chosen as a
decent balance between spending too much data and getting a poorly trained dimen-
sionality reduction. This was casually found by visualizing the embeddings based on
different amounts of reserved PCA data with the visualization tool mentioned in section
4.5.4.

6.6 Answers to Research Questions

Here each of the research questions will be answered, in order.

6.6.1 Research Question 1

The first research question was "How can a system that creates embeddings from time se-
ries similarity be designed?". This is answered by the implementation of the embedding
program described in section 4.5, and by algorithm 1 specifically.
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6.6.2 Research Question 2

The second research question was "Are embeddings based on time series similarity use-
ful tools in feature engineering for an LSTM?". This is a bit more difficult to answer, but
the results suggest that in certain domains the similarity embeddings can provide increased
accuracy of an LSTM. The well-performing embeddings are also fortunately based on a less
computationally demanding metric, which makes them easier to use. As stated in section 1.3,
only a single Long Short-Term Memory (LSTM) was tested in this study, and no further op-
timization was done to it. It is thus possible that other networks may see other performance
improvements. The method is useful in cases where a single network could not feasibly be
fed input series from all measurement origins in the environment simultaneously, and at the
same time, a single network per measurement origin is expected to perform worse if trained
on only samples from that origin, without being exposed to samples from other similar ori-
gins. The method also allows dense representations of relations between measurement ori-
gins on a larger scale than the training samples to be provided to the network, which seems
to have been beneficial to the tested network in at least the financial environment.

If similarity embeddings from the proposed program are to be used, some requirements
on the dataset must be fulfilled:

• An environment with measurement origins behaving similarly to one another to dif-
ferent extents. The relationship between each measurement origin and the set of basis
measurement origins should not change too much over time, as that could reduce the
effectiveness of the dimensionality reduction.

• Enough data. If there isn’t room to learn valuable relations between measurement ori-
gins (on a scale much longer than the input sequence), which can be exploited in future
predictions, there is no benefit of the proposed method. Another constraint on the data
is the ability to spend some of it for dimensionality reduction. If that data is not dis-
carded, the system is forward-looking.

• Fairly stable set of measurement origins. At least a set of base measurement origins
needs to be available throughout the dataset. If any of these base origins lack measure-
ments they render the PCA undefined for all series during that period.

• Low rate of missing values. Missing values propagate through the system and have
been a constant issue in this project. Unless new countermeasures like bootstrapping of
missing values are employed, the dataset must not have too many missing values.

Provided the above requirements are met, it is possible that the accuracy of an LSTM
acting on the data can be improved by adding similarity embeddings to its input, even when
a trained embedding layer is unable to do so.

6.6.3 Research Question 3

The third research question was "What similarity measures are suitable for such a system?".
The results, especially the breakdown in table 5.1, indicate that DTW was a poor fit for both
of the tested datasets; at least with a relatively large warping window. Simple Step-wise
Euclidean distance proved a much better option, but significant improvement was only seen
for the financial dataset, and long series length was needed. Embeddings based on Pearson
Correlation did also produce a slight positive improvement, but again, only for the financial
dataset, and inversely only for shorter series lengths.

6.6.4 Research Question 4

The last research question was "How can features from the time series (to base the embed-
dings on) be efficiently selected?". This question unfortunately remains partly unanswered,
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as discussed in section 6.5. The time needed to thoroughly examine the impact of each fea-
ture on the quality of the embeddings was simply too much for this project. Section 5.1 does
however point out a poor choice of input feature, detected through anomalies found by the
quality measurement on the embeddings in the weather dataset: wind direction. Generally,
input features with high noise seem undesirable, as expected.
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7 Conclusion

This thesis has presented a method to embed measurement origins based on similarities be-
tween the multivariate time series captured from them. It is applicable when the same fea-
tures are measured simultaneously at several measurement origins in a shared environment,
and the origins are expected to behave differently according to some intrinsic, individual
characteristics (which may change slightly over time). The embeddings have been added as
an extra input feature to an LSTM network trained to classify upward or downward move-
ment in one feature for any given measurement origin. It was done for both a weather dataset
and a financial dataset. For the financial dataset, embeddings based on step-wise Euclidean
Distance Similarity of 30-day series provided the best results; an 18.47% increase of accu-
racy over random guess, compared to a baseline without embedding data. The weather data
saw no improvement, but rather seemed to over-fit from any added input. Generally, sim-
pler distance measures on longer series produced the best performing embeddings, which
outperform trained embedding layers in front of the LSTM.

The more advanced DTW similarity measure produced embedding more in-line with con-
ventional clustering methods like the business sector of a stock, or the geographical location
of a weather station, compared to those from the simpler measures, but reduced the perfor-
mance of the LSTM.

7.1 Future Work

Upon finishing the project a few ideas on improvement, further study, and alternative meth-
ods have come to mind. They are listed below.

Continuity Modification

In this project, the embeddings were calculated only once per batch in the input data. For
series longer than one batch (i.e. longer than one day in this case), this meant repeating pre-
processing calculations when merging for instance batches 10 to 40 for one series, and then
batches 11 to 41 for the next. With some work, the performance benefits of only needing to
load series_length worth of input batches for each output batch of embeddings could be kept,
while avoiding the repeated calculations. Furthermore, if time series’ were treated as streams
throughout the entire dataset, some of the similarity metrics could be calculated on-line, for
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instance by applying the DTW incremental optimizations presented by Assent, Wichterich,
Krieger, Kremer, and Seidl [40]. This would make the system output embeddings every time
step, instead of every batch, thus making it quasi-continuous. In this project, all training
samples to the LSTM were drawn intra-day (i.e. intra-batch), and therefore all time steps in
the sample contained the same embedding. Continually updating the embeddings would
allow the network to capture movements in the embedding space.

Solving Issues With Missing Values

The (few cases) of missing values and different-length series served as obstacles in this the-
sis, most of all when they ended up in the training matrix for the PCA. This issue could
potentially be combated by employing another rank-reducing method like Robust Principal
Component Analysis (RPCA) [46].

Exploring Additional Similarity Measures

In this thesis, the choice of DTW was made after the pre-study, since it seemed promising to
capture the lead-lag and stretch relations between series from the two datasets. The results
show that other, much simpler methods, perform better. It is possible that other similarity
measures could perform better. These could include similarity measures like Edit Distance
with Real Penalty (ERP) [25], Longest Common Subsequence (LCSS) [26], and Edit Distance
on Real Sequence (EDR) [27].

Allow Embeddings Modification Within the ANN

Running the enumeration column through an initial embedding layer (as described in section
4.6.2) and passing its output along with the rest of the input features into the LSTM did not
perform well in the examined cases. A middle ground might be to create the embedding layer
but use pre-calculated similarity embeddings from this thesis to initialize the weights of the
layer (a bit like how embedding modification was done in the related study by Shen, Jin, Hua,
and Huang [33]). This would allow the network to learn and modify the embeddings during
training, and possibly improve performance.
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A Extra plots, figures and tables

Figure A.1: Weather data embeddings (30-day) colored by geographical region (Euclidean)
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Figure A.2: Weather data embeddings (30-day) colored by geographical region (Pearson cor-
relation)

Figure A.3: Financial data embeddings (30-day) colored by sector ETF (Euclidean)
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Figure A.4: Financial data embeddings (30-day) colored by sector ETF (Pearson correlation)

Figure A.5: Weather data embeddings (1-day) colored by geographical region (Euclidean)
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Figure A.6: Weather data embeddings (1-day) colored by geographical region (Pearson cor-
relation)

Figure A.7: Weather data embeddings (1-day) colored by geographical region (DTW)
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Figure A.8: Financial data embeddings (1-day) colored by sector ETF (Euclidean)

Figure A.9: Financial data embeddings (1-day) colored by sector ETF (Pearson correlation)
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Figure A.10: Financial data embeddings (1-day) colored by sector ETF (DTW)

Figure A.11: Financial data embeddings (30-day) over time (DTW)
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Table A.1: Prediction results, compared to baseline

Dataset Rank Similarity metric Series length accuracy change

Stock 2 DTW 1 -13.75%
30 -3.12%

Euclidean 1 -8.75%
30 16.87%

Correlation 1 9.38%
30 2.50%

Enumerated N/A -1.25%
Trained -1.25%

5 DTW 1 -4.46%
30 3.18%

Euclidean 1 -5.73%
30 18.47%

Correlation 1 10.83%
30 -10.19%

Enumerated N/A 1.27%
Trained -0.64%

Weather 2 DTW 1 0.17%
30 -0.57%

Euclidean 1 -0.54%
30 0.43%

Correlation 1 1.20%
30 1.50%

Enumerated N/A 2.27%
Trained 0.65%

5 DTW 1 -0.48%
30 -4.79%

Euclidean 1 0.77%
30 -0.22%

Correlation 1 -4.34%
30 -2.46%

Enumerated N/A -2.40%
Trained -3.77%

52


	Abstract
	Acknowledgments
	Contents
	List of Figures
	List of Tables
	List of Algorithms
	Glossary
	Acronyms
	Introduction
	Aim
	Research Questions
	Delimitation

	Background
	Similarity Measurements
	Embedding
	Dimensionality Reduction
	Neural Networks

	Related work
	Time Series
	Multi-origin Time Series Prediction
	embedding For lstm
	DTW Applications
	DTW Efficiency Improvements

	Method
	Problem Background
	Hardware Resources
	Finding Datasets
	System Outline
	Implementation
	Evaluation

	Results
	Dataset Evaluation
	Efficiency
	Performance

	Discussion
	Embeddings
	Prediction
	Efficiency
	Method
	Tuning
	Answers to Research Questions

	Conclusion
	Future Work

	Bibliography
	Extra plots, figures and tables

