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ABSTRACT

There is a growing concern within the surface science community that the massive increase in the number of XPS articles over the last few
decades is accompanied by a decrease in work quality including in many cases meaningless chemical bond assignment. Should this trend
continue, it would have disastrous consequences for scientific research. While there are many factors responsible for this situation, the lack
of insight of physical principles combined with seeming ease of XPS operation and insufficient training are certainly the major ones. To
counter that, we offer a comprehensive tutorial written in the form of a step-by-step guide starting from experimental planning, through
sample selection and handling, instrument setup, data acquisition, spectra analysis, and results presentation. Six application examples highlight
the broad range of research questions that can be answered by XPS. The topic selection and the discussion level are intended to be accessible
for novices yet challenging possible preconceptions of experienced practitioners. The analyses of thin film samples are chosen for model cases
as this is from where the bulk of XPS reports presently emanate and also where the author’s key expertise lies. At the same time, the majority
of discussed topics is applicable to surface science in general and is, thus, of relevance for the analyses of any type of sample and material class.
The tutorial contains ca. 160 original spectra and over 290 references for further reading. Particular attention is paid to the correct workflow,
development of good research practices, and solid knowledge of factors that impact the quality and reliability of the obtained information.
What matters in the end is that the conclusions from the analysis can be trusted. Our aspiration is that after reading this tutorial each
practitioner will be able to perform error-free data analysis and draw meaningful insights from the rich well of XPS.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0086359

I. INTRODUCTION

It cannot go unnoticed for a reader of modern material
science literature that x-ray photoelectron spectroscopy (XPS) has
become the most common method for characterization of surface
chemistry leaving far behind alternative techniques such as Auger
electron spectroscopy (AES) or secondary-ion mass spectrometry
(SIMS).1 This is thanks to significant developments that took place
in the last three decades of the twentieth century.2 The number of
papers in peer-reviewed journals where XPS was employed
increased by a factor of 40 during last 40 years,3 i.e., since the time
when Kai Siegbahn was awarded the Noble Prize in Physics for his
contributions to the development of the concerned analytical tech-
nique. This increase, enabled by tremendous developments on the
instrumental side, is driven by an increasing importance of surface
characterization in essentially all application areas. Dignitary

applications of XPS are to determine chemical bonding and com-
position in the topmost few atomic layers of a material’s surface
and beneath by ion-etch depth profiling, thus resolving chemical
shifts in complex compounds in their environment.

Unfortunately, this unprecedented increase in popularity of a
technique is accompanied by a severe decay in the quality of XPS
studies.4,5 A recent literature survey revealed that about 30% of
papers had major faults to the point that conclusions could be seri-
ously questioned, while another 30% contained significant errors
that could compromise the message of the paper.5 This situation
worsens the reproducibility crisis in science.6 Moreover, due to the
extreme popularity of XPS, its malpractice makes particularly
severe damage to the research for the large risk of error propaga-
tion between studies. There are many factors that can be pointed
out to be responsible for this malum in se status quo, a prime one
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being a massive growth in the number of XPS practitioners not fol-
lowed by the corresponding increase in the quality training.
Another is the apparent ease of operation generating plentiful of
spectra, which can be published uncritically under the false
premise that data are data.

Accompanying the proliferation of XPS applications is,
however, a welcomed series of XPS guideline articles7 from recent
years written by experts who review essential aspects of XPS such
as experiment planning,8 sample handling,9 instrument calibra-
tion,10 charge referencing,11 probing depth,12,13 lateral resolution,14

peak fitting,15 quantitative analysis,16,17 analysis of nanoparticles,18

epitaxial films,19 catalytic materials,20 and polymers.21 Whether
these actions will result in a trend change for better practice in the
field remains to be seen.

While it is understandable that not every scientist has the
ambition or time to become an XPS expert, it is important to
realize that it is not necessary to be one in order to perform error-
free data analysis. With that approach in mind, we offer here a
comprehensive tutorial written in a form of a step-by-step guide.
The topic selection and the discussion depth are consciously
adjusted for the entry-level XPS user; hence, some sections may
appear oversimplified for experts. At the same time, we offer origi-
nal spectra and XPS applications to titillate also the more fastidious
colleague. Focus is put on the correct workflow, development of
good practices, and solid knowledge of major factors that impact
the quality and reliability of the obtained information. What
matters in the end is that the conclusions can be trusted. For
readers interested in more in-depth studies, we provide references
to textbooks, review articles, and various guidelines.

This tutorial builds on the analysis of thin film samples depos-
ited by PVD methods because this is where ample contemporary
examples are found and where the authors have most experience.
Hence, some aspects are specific to certain classes of materials. The
fact that much film sample synthesis takes place under vacuum has
important implications for the workflow as the air exposure time
(between film growth and insertion into XPS spectrometer)
becomes a decisive, yet often uncared for, factor in the final result.
However, a majority of issues discussed here are of general nature
and can be considered in the XPS analyses of most sample types.

Due to space limitations, many aspects of the XPS technique
are not covered if they are not critical for the error-free analysis.
The core part of this tutorial is divided into six sections. After cov-
ering the essential aspects of the technique (Sec. II), the presenta-
tion reflects the recommended workflow, that is, experiment
planning (Sec. III), samples (Sec. IV), data acquisition (Sec. V),
spectra analysis (Sec. VI), and result presentation (Sec. VII). Several
application examples, selected with the aim to demonstrate versatil-
ity of the technique, are discussed in Sec. VIII. The tutorial ends
with key pieces of advice (Sec. IX). Appended are an example XPS
experimental protocol, an overview of common mistakes (Table I),
a schematic representation of XPS workflow (Table II), and a glos-
sary of basic XPS terms (Table III).

II. ESSENTIAL ASPECTS OF THE TECHNIQUE

The proper evaluation of XPS data requires at least a basic
knowledge of the technique from underlying physics to technical

realization. This statement has particular relevance in a market of
fully automated spectrometers that limit human activity to sample
loading, pressing the start button, and collecting spectra (some-
times machine-analyzed as they come out). However, the better the
knowledge of the technique, the higher the chances of discovering
potential problems, not to mention the fact that more advanced
analysis plainly cannot be automatized. Therefore, the essential
aspects of XPS and related concepts are discussed in this section.
As XPS users become more experienced, we should start consider-
ing prospects and challenges for future-day machine-learning and
artificial intelligence; How to avoid rubbish XPS data corrupting
the pristine?

Next, the XPS technique is presented, with key concepts high-
lighted in italics at first mentioning (see also Table III for glossary
of basic XPS terms).

A. From photoemission to detection

XPS relies on the photoelectric effect, i.e., emission of electrons
(sometimes called photoelectrons) from surfaces exposed to light of
sufficiently high energy hν.22 By measuring kinetic energy Ekin of
electrons that leave the surface without inelastic collisions, one can
obtain a precise estimate of their binding energy EB (BE) through
the use of the Einstein relation,23

EB ¼ hν � Ekin: (1)

The output from the experiment is an XPS spectrum (plural
spectra), see examples in Fig. 6, i.e., the plot of collected electron
flux as a function of the binding energy. Spectra typically feature
one or more peaks that are due to the emission of electrons from
atomic core levels (core-level electrons) and are, therefore, referred
to as core levels (see Sec. II E). The probability that the interaction
of an incoming photon results in photoelectron emission is
described by the photoionization cross section.24

During experiments, samples are irradiated by x rays of
known energy. The most common x-ray sources are Kα lines from
Mg- and Al-coated electrodes (referred to as anodes, since they are
at positive potential in the kV range to attract electrons) character-
ized by a photon energy of 1253.6 and 1486.6 eV, respectively. The
selection of excitation source is crucial for several reasons. First, it
directly sets the upper limit for the binding energy of electrons that
can be detected. For example, with Al Kα anodes the practically
useful binding energy range extends to ∼1350 eV (limited by the
presence of inelastically scattered electrons that give rise to back-
ground that increases sharply once EB approaches hν). If that range
is not sufficient, one can consider more exotic x-ray sources such
as Ag Lα (hν = 2984.3 eV), Cr Kα (hν = 5414.7 eV), or even Ga Kα
(hν = 9251.7 eV). Second, the natural x-ray spectrum produced
when high-energy electrons interact with the anode material is not
monochromatic, but rather consists of a number of sharp peaks
(so-called characteristic lines associated with the electronic structure
of atoms in the anode material) superimposed onto a continuous
background (Bremsstrahlung radiation created as electrons are
decelerated in the anode). Furthermore, the characteristic lines
often have complex structure. For example, the Kα lines of an Al
anode are in fact Kα1–Kα2 doublets with the 2:1 intensity ratio that
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appear at 1486.70 and 1486.27 eV, respectively. While the natural
line width of each component is 0.5 eV, the resulting composite
line width is approximately 0.85 eV, which has a detrimental effect
on the energy resolution. In addition to Kα1–Kα2 doublet, weaker
lines (Kα3 through Kα6, as well as Kβ) are also present at 8–70 eV
higher energy.25,26 Thus, working with unfiltered Kα radiation
implies several disadvantages such as poor energy resolution, the
presence of satellite peaks (due to photoelectrons excited with
Kα3–Kα6 and Kβ lines), and lowered signal-to-noise ratio (due to
high background level caused by electrons excited by
Bremsstrahlung radiation). For these reasons, one should prioritize
the use of monochromatic sources that were developed in 1970s27

and nowadays offer an energy spread of the incident radiation as
low as 0.26 eV. Finally, the source selection determines the probing
depth (see Sec. II F). In the relevant energy range, the inelastic elec-
tron mean free path increases with increasing electron energy, hence
higher energy sources enable even those electrons that are excited at
larger depths to reach the surface without collisions. Larger probing
depth can be beneficial to minimize the relative contribution from
surface oxides/contaminants, especially for those samples that are
sensitive to sputter damage, which excludes the use of (otherwise
common) Ar+ etching before analyses (cf. Sec. III C). Such benefits
come, however, at the price of worse energy resolution due to
broader line widths of Ag Lα and Cr Kα sources.

Dual anodes are sometimes used to extend the instrument
flexibility, in which case the anode face is coated with two different
materials (e.g., Al and Mg, or Al and Ag) and source design allows
to easily switch between x rays of different excitation energy.28,29 In
specific cases such as Al/Ag anodes, the additional benefit is that
the energy of the Ag Lα photons is twice that of Al Kα photons,
hence both sources can be monochromatized with a dual anode
monochromator.

Two design concepts are used in modern instruments for the
sample irradiation by x rays. The first one relies on the x-ray beam
focused into a small spot (a few μm in diameter) which is rastered
over the sample area to be analyzed (or alternatively allows for spa-
tially resolved analyses). However, the necessity of focusing x rays
has a negative impact on their dispersion and, hence, the energy
resolution is compromised. The second design employs a relatively
broad beam of 1–2 mm (at the sample plane) such that the sample
is essentially flooded with x rays and the area to be analyzed is
often defined by the entrance slit in the aperture of the electron
energy analyzer.

In the above cases, emitted electrons that leave the surface into
the vacuum enter the analyzer slit of the spectrometer. The param-
eter important for common types of analyses (for example,
angle-resolved XPS) is the acceptance angle γ, which describes the
angular spread of photoelectrons that are allowed to enter the ana-
lyzer.29 Typically, the lower the acceptance angle, the better the
angle-resolving power of the instrument. However, in some
designs, angle-resolved XPS is possible even with acceptance angles
as large as 85° (e.g., Theta probe instrument from Thermo Fisher
Scientific), in which case the position-sensitive detector is used to
count electrons emitted at different emission angles. The key
element of the instrument is the energy analyzer. Nowadays, the
most commonly used analyzer type is the electrostatic hemispheri-
cal analyzer consisting of two concentric hemispheres (see Fig. 1).

Electrons are typically retarded in the lens column before entering
the hemispherical analyzer so that the electron initial energy E0 is
reduced to Epass. The latter is commonly called the pass energy as it
refers to the energy of the electron traveling through the analyzer
along the equipotential plane defined by R0 ¼ (Rin þ Rout)/2, in
which Rin and Rout denote the inner and the outer hemisphere
radii, respectively. The voltages on the outer and inner hemi-
spheres, Vout and Vin, are then linked to Rin, Rout, and Epass through
the relationship30

e(Vout � Vin) ¼ Epass
Rout

Rin
� Rin

Rout

� �
: (2)

Electrons entering with energies higher (lower) than Epass,
Epass þ ΔE, and Epass � ΔE, respectively, hit the detector plane
closer to the outer (inner) hemisphere, where they are collected at
different sections of the multichannel detector, which allows for the
reconstruction of the intensity vs energy profile. To record a spec-
trum over the energy range specified by the user, retarding lens
voltages, Vin, and Vout are scanned29 so that Eq. (2) is satisfied at
all times, while Epass is kept constant to ensure that the energy reso-
lution is the same across the entire energy spectrum.

The pass energy, which determines the absolute energy resolu-
tion, is selected by the user, noting that the lower the Epass, the
better the energy resolution. That is because the term ΔE/Epass is
constant (for a given analyzer geometry), hence 2ΔE, i.e., the
energy difference between the fastest and the slowest electrons that
can be simultaneously detected at a multichannel detector, is
directly proportional to the pass energy. Thus, lowering Epass
results in lower 2ΔE and the minimum energy difference between
two electrons that are detected in two separate detector channels
(i.e., resolved by the instrument) decreases.

FIG. 1. Schematic cross-sectional view of a hemispherical electron energy
analyzer.
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One should bear in mind, though, that lower pass energy
means lower current through the analyzer, hence, in practice the
Epass selection is a compromise between acceptable energy resolu-
tion and the available measurement time. This is illustrated in
Fig. 2 for the case of Ag 3d5/2 peak recorded with different pass
energies from the sputter etched Ag foil. It is seen that the gain in
the energy resolution decreases as Epass is getting smaller and even-
tually further decrease in pass energy results in marginal improve-
ment that comes on the expense of a severe loss of the
signal-to-noise ratio (cf. Sec. V H).

B. The concept of binding energy

The term binding energy is frequently used in XPS analyses and,
therefore, it is very important to elaborate on its connotations. First,
it is emphasized that in the ground state of an atom, electrons do not
possess any distinct energies that could be exclusively assigned to
them to be considered their binding energy.31 Instead, the total
energy of the system is simultaneously shared between all its compo-
nents. Consequently, it is not correct to view the specific peak posi-
tions obtained from XPS analyses as a direct measure of individual
energy (binding energy) associated with electrons occupying a given
core level. One should rather treat the measured energy values EB
(estimated from peak positions) as the difference between the total
energy of a positive ion E*

þ after the photoionization event has taken
place (by emitting an electron from the core level under consider-
ation) and the total energy of an atom in the ground state E0, i.e.,

EB ¼ E*
þ � E0: (3)

The law of energy conservation requires that the total energy
before and after the photoionization is conserved,

hν þ E0 ¼ E*
þ þ Ekin: (4)

Combining Eqs. (3) and (4) results in Eq. (1). Thus, the XPS
spectrum of an atom featuring several core-level peaks is properly
viewed as a map of the final states, i.e., energy differences between
one ground state (characterized by E0) and the numerous final
states (described by several E*

þ values, one for each core-level state).

C. Chemical shifts

The essential strength of XPS in modern materials science is its
ability to provide information about the chemical bonding. In the
early days of the technique, XPS was sometimes—and in some com-
munities still is—referred to as electron spectroscopy for chemical
analysis (ESCA).32 It has been realized already back in the 1950s that
the changes in the valence electron configuration resulting from the
formation of chemical bonds have a direct and measurable effect on
the position of core-level peaks assigned to the concerned
atoms.33–35 The higher the negative charge density on an atom, the
higher the kinetic energy of photoelectrons that originate from its
core levels and the lower the binding energy of corresponding peaks
in the spectrum. The phenomenon of peak shift caused by the
change in chemical environment is referred to as chemical shift.32,36

The complete understanding of the origin of chemical shift is
crucial. Perhaps the best illustration of the phenomenon is the case
of the “ESCA molecule,”37 i.e., ethyl trifluoroacetate, shown in
Fig. 3(a). The ESCA molecule consists of four carbon atoms in dis-
tinctly different bonding configurations, with the valence charge
density on C atom being the highest for the CH3 unit and gradually
decreasing over the C—O, O—CvO, and the C—F3 units. The
corresponding C 1s spectrum38 features four well-resolved and
equally intense peaks, which leads to the essential question—how
come the core-level electrons that are not involved in bond forma-
tion are affected? A rather common misinterpretation is that differ-
ences in the valence-charge density have a direct effect on the
binding energy of core-level electrons. However, as discussed in
Sec. II B, strictly speaking electrons bound in an atom do not have
distinct energies, but rather share simultaneously the total energy
of the whole system. Therefore, the chemical shifts should rather be
discussed in terms of the total energy before and after the photo-
ionization event. Referring to the case shown in Fig. 3(a), one may
say that it costs more energy to create a core hole localized on the C
atom in CF3 than on that in the CH3 unit. The physical reason for
that is the negative valence charge density is relatively low on C
atoms in the former configuration due to the high ability of F
atoms to attract shared electrons while forming chemical bonds
(the property referred to as electronegativity),39 which results in
poorer screening of the core hole left after photoionization.40 As a
consequence, a photoelectron leaving this site experiences stronger
Coulomb attraction and arrives at the detector with lower kinetic
energy than corresponding electrons originating from a C atom in
the CH3 unit. This phenomenon gives rise to the apparent split of
more than 8 eV between C 1s signal from the two sites. The same
mechanism leads to that the carbon atom bonded to two oxygen
atoms [cf. O—CvO unit in Fig. 3(a)] gives rise to peak shift of ca.
4.8 eV from the CH3 position. Here, the shift is smaller than for
the case of C in CF3 (indicative of a higher valence charge density
on carbon atoms in O—CvO) as (1) O electronegativity is lower
than that of F (in the Pauling scale: 3.44 vs 3.98, respectively),41

FIG. 2. Signal-to-noise ratio plotted as a function of peaks’
full-width-at-half-maximum for the case of Ag 3d5/2 peak from the sputter etched
Ag foil recorded with different pass energy values.
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and (2) there are only two electronegative elements bonding to C
(as compared to three for CF3 carbon). The valence charge density
further increases on the C atom that makes only one single bond to
oxygen, which results in that the peak shift in this case is only 2 eV.

Elements with high electronegativity such as O or F can give
rise to nearest-neighbor effects (secondary chemical shifts), where
binding energy shifts appear even for atoms that do not make
direct bonds to O or F, but are bonded to atoms that do. One illus-
tration of this phenomenon is shown in Fig. 3(b). The top panel
shows the C 1s spectrum recorded from polyethylene (PE), which
consists of chains of chemically identical sp3-bonded C atoms
giving rise to the single C 1s peak centered at 285.0 eV. In the
bottom panel, the C 1s spectrum of polyvinylidene fluoride
(PVDF) is displayed. In this case, every second C bonds to two F
atoms (CF2) and the corresponding peak appears at 290.8 eV, i.e.,
shifted by 5.8 eV with respect to the PE carbon peak. While the
latter effect is fully understandable from the discussion around
Fig. 3(a), it may come as a surprise that even the second peak in
the PVDF C 1s spectrum due to C atoms that are bonded to hydro-
gens (CH2) is shifted with respect to the C 1s signal from PE by
1.3 eV. Clearly, significantly lowered valence charge density on C
atoms in CF2 units of PVDF results in that even the valence charge
density on neighboring C atoms from CH2 units is affected. The
latter shift is called secondary chemical shift. As illustrated in
Fig. 3(b), such shifts are typically smaller in magnitude than the
primary shifts (here, 5.8 vs 1.3 eV), so should not be neglected.42

D. Energy reference levels

The basic equation of XPS [Eq. (1)] can be directly applied
only for analyses performed in the gas phase. In that case, the pho-
toelectron kinetic energy does not change on the way to the detec-
tor, hence vacuum level (VL), corresponding to the energy of a free

electron at rest and semi-infinitely distant from the considered
system, serves as a natural reference level (“0 eV” on the binding
energy scale).43,44 The situation is distinctly different for solid-
phase samples due to the fact that the emitted photoelectrons have
to overcome the potential barrier at the surface, the so-called work
function fSA, which corresponds to the energy difference between
the Fermi level (FL) and the VL. In such cases, the FL, which
according to the Fermi–Dirac equation denotes the energy at which
above absolute zero, the probability of finding an electron is ½,
provides a more rational and convenient reference level. The elec-
tron binding energy is then denoted as EF

B (with EF
B ¼ 0 eV corre-

sponding to electrons originating from the FL). To explain why
this is the case, we refer to the energy level diagram shown in
Fig. 4. It is assumed here that the sample and spectrometer are in
good electrical contact, which means that (i) there are enough free
charge carriers available on both sides of the contact and (ii) the
charges can freely move across the interface to establish a common
FL (see also Secs. V A and V B). The direction of the negative
charge transfer depends on the relation between the sample and
the spectrometer work functions, fSA and fSP , respectively. Charge
flows from sample to spectrometer if fSP . fSA, or from spec-
trometer to sample in the case of fSA . fSP . Hence, the resulting
contact potential difference VC has to be accounted for while con-
sidering an electron traveling toward the entrance slit of the energy
analyzer, with the kinetic energy ESA

kin being either reduced
(fSP . fSA) or increased (fSA . fSP), to ESP

kin which is measured
at the detector side.

It follows from the energy level diagram in Fig. 4 that the
kinetic energy of a photoelectron after leaving the sample ESA

kin is

ESA
kin ¼ hν � EF

B � fSA: (5)

FIG. 3. (a) (Top) Chemical structure of ethyl trifluoroacetate molecule and (bottom) corresponding C 1s core-level spectrum. [Reproduced with permission from Gelius
et al., J. Electron Spectrosc. Relat. Phenom. 2, 405 (1973). Copyright 1973 Elsevier.] The energy scale is referenced to the C 1s peak of C—C/C—H carbons (detected at
291.2 eV with respect to the vacuum level). [Reproduced with permission from Greczynski and Hultman, Prog. Mater. Sci. 107, 100591 (2020). Copyright 2020 Elsevier.]
(b) C 1s spectra of (top) polyethylene and (bottom) polyvinylidene fluoride.
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Since

ESA
kin þ fSA ¼ ESP

kin þ fSP , (6)

we can rewrite Eq. (5) as

EF
B ¼ hν � ESP

kin � fSP , (7)

which is independent of the sample work function. Since the spec-
trometer work function is constant (typically established during the
calibration procedure), photoelectrons originating from a given
core level always appear at the detector with the same kinetic
energy, irrespective of what the sample work function is. It is
important to realize that while any change in fSA does not affect
the position of core-level XPS peaks with respect to the Fermi level
EF
B , their positions are shifted with respect to the VL.

E. Types of peaks

The change in the number of electrons arriving at the detector
as a function of their kinetic energy carries essential information

about the sample. Conventionally plotted as a function of binding
energy, XPS spectra typically consist of numerous, often overlap-
ping, peaks varying in shape and intensity, that if not fully resolved,
are described as shoulders, humps, or satellites.40 The reason for
this plethora of spectral features is that numerous physical phe-
nomena take place in the analyzed sample either before or after the
photoionization. Often in the XPS literature, one speaks about
initial and final state effects, respectively.

The vast majority of XPS peaks is due to electrons that origi-
nate from specific core levels and did not suffer energy losses on
the way to the surface. They are described using a spectroscopic
notation of the form “X nlj,” where X stands for the element, n is
the principal quantum number (n = 1, 2, 3, …), while l accounts
for the orbital angular momentum quantum number denoted as s,
p, d, f corresponding to l = 0, 1, 2, …, n− 1. j in “X nlj” is the total
angular momentum quantum number and is equal to the sum of
the orbital angular momentum and the spin projection (s = ±1/2)
quantum numbers j = l + s. For example, Ti 2p3/2 corresponds to
electrons from Ti atoms with n = 2, l = 1, and s = 1/2. For the
correct XPS data analysis, it is essential to understand that core-
level signals with l≥ 1 occur as spin–split doublets: p3/2–p1/2, d5/2–
d3/2, and f7/2–f5/2. Neglecting this point is one of the most frequent
mistakes in what becomes erroneous XPS analyses.5 The reason for
the splitting is spin–orbit or j–j coupling, where the kinetic
energy of detected photoelectron depends on whether the
unpaired electron left after photoionization has its spin vector
parallel ( j = l + 1/2) or anti-parallel ( j = l − 1/2) to the orbital
angular momentum vector. The BE splitting between spin–split
components varies from tenths of eV to several eV. In general,
the splitting increases with atomic number for a given subshell
(constant n, l) and decreases as l increases for a given shell (n
constant). The area ratios between spin–split peaks are deter-
mined by the degeneracy of each electronic level (2j + 1) and,
hence, are equal to 2:1 for p3/2 and p1/2 levels, 3:2 for d5/2 and
d3/2 levels, and 4:3 for f7/2 and f5/2 levels. Importantly, both the
area ratio and the energy splitting are not constant for a given
element and show some variation with, e.g., chemical environ-
ment [cf. Ta 4f peaks in Fig. 6(b) and Zr 3d peaks in Fig. 13].
In some cases, the spin-splitting can be of the order of instru-
ment resolution (e.g., 0.4 eV for Al 2p3/2 and Al 2p1/2), which
may result in that the corresponding signal appears as one peak
with a shoulder to the higher BE side. To the other extreme,
spin-splitting can be so large that the detailed analysis tends to
focus only on the stronger of the two components (e.g., Cu 2p3/
2, which appears 19.8 eV away from the Cu 2p1/2 peak).

For a given type of core-level signal, the associated binding
energy increases with increasing atomic number Z as illustrated in
Fig. 5. This is because the increasing number of protons in the
nuclei implies tighter binding of core-level electrons. For example,
in the case of 1s levels, the peak position varies from 189.4 eV for
B (Z = 5) to 284.5, 398.1, 531.0, 684.9, 863.1, 1071.8, and 1303 eV
for C, N, O, F, Ne, Na, and Mg (Z = 12). The next in line Al 1s
signal is at 1559.6 eV, which is too high binding energy to be
accessed with the most common x-ray sources such as Al Kα or
Mg Kα [cf. Eq. (1)]. Because of that, the primary core-level signal
for Al is the 2p level (at 72.9 eV), which also marks the start of the
2p series that ends with the As 2p3/2 peak at 1324.0 eV (Z = 33).

FIG. 4. Energy level diagram for a sample in good electrical contact to the
spectrometer. [Reproduced with permission from Greczynski and Hultman, Prog.
Mater. Sci. 107, 100591 (2020). Copyright 2020 Elsevier.]
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The same concept applies also to the 3d series that begins with the
Se 3d5/2 peak at 55.6 eV (Z = 34) and, in principle, continues
through Ho (Z = 67). However, for lanthanides starting from sama-
rium (Z = 62) the 3d core-level spectra become very complex. To
avoid further analysis challenges, the 4d level may be a better alter-
native. The situation improves significantly in that respect once the
4f core levels become available, which is the case from lutetium
(Z = 71) with Lu 4f7/2 at 7.3 eV (probably the lowest BE core level
in the entire periodic table). The 4f series with its well-defined
sharp peaks is heavily exploited in the core-level spectroscopy of all
heavier elements (71≤ Z≤ 83), after which spectra become again
more and more complex essentially for all actinides. Thus, plots
shown in Fig. 5 reflect a rather fortunate fact: with commonly used
excitation sources, the photon energy is high enough to ensure that
a useful core-level signal is available for the vast majority of ele-
ments (with exception for rare earths).

For elements where the binding energy of their strongest lines
is significantly higher than ∼1100–1200 eV, weaker signals from
the “next in line” series appearing at much lower BE may present a
better alternative to be recorded and analyzed. This is particularly
the case if the quantitative elemental analysis of multicomponent
samples is performed (see Sec. VI D), in which case it becomes
critical to ensure that the probing depth, which decreases with
increasing BE, is similar (cf. Sec. II F and Fig. 7). For example,
when Mg—Al alloys are analyzed, a better alternative to the Mg 1s
peak at 1303 eV is the Mg 2p signal at 49.8 eV, which is very close
to the Al 2p core level.

There are numerous resources available, in the form of refer-
ence handbooks45–49 and websites,50–54 that provide reference XPS
spectra for a vast majority of elements. These are extremely helpful
not only for novice users, and it is recommended to prioritize them
over the automatic peak identification features typically available
on modern instruments. The latter can only provide rough ideas
about peak origin, so the risk of misinterpretation is high especially
if large chemical shifts (see Sec. II C) are involved. In either case,

for the entire peak identification process to be meaningful, the
spectra need to be acquired on a correctly calibrated instrument
(see Sec. V A) and the proper charge referencing must be per-
formed (see Sec. V B).

Examples of the most common peak types are given in
Fig. 6. Figure 6(a) displays the high energy resolution spectrum
recorded from a sputter-etched MoN thin film surface over the
binding energy range 420–385 eV, which is where typically the N
1s signal appears. As the primary core-level peaks of Mo (Mo 3d)
appear well outside this energy range, it may come as a surprise
to the novice user (it did to the authors at the time) that instead
of a single N 1s peak at 397.9 eV no less than three peaks appear
in the specified energy range. The additional peaks are due to
spin–split Mo 3p levels: 3p3/2 at 394.4 eV and 3p1/2 at 411.9 eV.
This case exemplifies a prevalent issue namely that the primary
signal of one element may overlap with secondary peak(s) of the
other element from the same sample. The risk for such problems
obviously increases with an increasing number of elements in a
sample, which is quite a common trend in today’s materialsFIG. 5. Variation in core-level binding energies as a function of atomic

number Z.

FIG. 6. Examples of features typically accounted in XPS spectra.
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science with increasing sample compositional complexity. Often,
the dispersion of peaks with overlap in the recorded spectra is
not so obvious, especially if the concentrations of elements are
very different. It is, therefore, essential for a correct analysis to
check the positions of all peaks for each element present in the
sample of interest. One very useful condition that helps resolve
problems related to peak overlap is the predefined interrelation
between spin–split peaks. In the case of Mo 3p peaks in Fig. 6(a)
by imposing constraints on the area ratio between 3p3/2–3p1/2
components, one can obtain more precise estimate for the area
under N 1s peak and, hence, perform reliable elemental
quantification.

Another aspect illustrated in Fig. 6(a) is that the peak shape
and width (often measured by full-width-at-half-maximum, or
FWHM) varies greatly depending on the element. In this case, N
1s peak is symmetric and relatively narrow (FWHM of ∼0.9 eV),
while both Mo 3p peaks are considerably broader (FWHM of
∼2.7 eV) and characterized by significant asymmetry to the high
BE side.

There are four main factors that affect the width of core-level
peaks in XPS,55

(1) the natural width of the core-hole state ΔEN determined by the
uncertainty principle (sometimes referred to as lifetime broad-
ening) ΔEN ¼ h/τ ¼ 4:1� 10�15/τ [eV], in which τ is the core-
hole life time,56

(2) broadening from local atomic arrangements that affect the
screening of the core-hole state ΔES,

(3) dispersion of the photon source ΔEP (down to ∼0.26 eV for
monochromatized Al Kα radiation, see Sec. II A), and

(4) resolving power of the analyzer (see Sec. II A), ΔEA, which is
<0.1 eV under optimized conditions of low pass energy (see
Sec. V D) and no charging (see Sec. II G).

Two first factors are obviously sample-specific, while the latter
depend on the instrument and describe its energy resolution (see
Sec. V D). The resulting peak’s FWHM is then given byffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔE2

N þ ΔE2
S þ ΔE2

P þ ΔE2
A

p
.

The asymmetry on the high BE side often observed is the case
of core-level lines originating from metallic samples [such as Mo 3p
peaks shown in Fig. 6(a)] is linked to events that may accompany
the photoemission of core electrons. These include excitations of
valence electrons (i.e., electrons that participate in the bonding for-
mation and give rise to the valence band, VB, at the lowest BE
range) from the Fermi level to the higher-lying states. In such cases,
the extra energy cost is deducted from the kinetic energy of the pho-
toelectron that leaves the sample. In consequence, such electrons
appear at higher BE with respect to all electrons excited from the
same core level and detected without additional energy loses. Since
the probability for such excitations within the valence band
decreases with increasing required energy, the effect shows up as an
asymmetrical tail. Naturally, the degree of asymmetry increases with
increasing density of states (DOS) at the Fermi level.57

It is very important to realize that peak shapes may strongly
depend on the chemical surrounding. For example, core-level peaks
of transition metals are often asymmetric for metallic samples and
become symmetric for their oxides. This aspect is illustrated in

Fig. 6(b) in which the Ta 4f spectrum from a Ta film with a native
oxide (i.e., oxide that forms naturally as a result of ambient air
exposure with no other treatments) is shown. There are four peaks
in the spectrum indicative of that Ta atoms are present in two
chemical states (cf. Sec. II C), each represented by a pair of spin–
split 4f7/2–4f5/2 peaks. Peaks at lower BE, 21.7 and 23.6 eV, are due
to metallic Ta, and possess pronounced asymmetrical tails to the
high BE side. The corresponding pair of peaks due to Ta atoms
bonded to O (Ta-O), at 26.7 and 28.6 eV, is shifted to the high BE
with respect to metal peaks as the valence charge density on those
atoms is considerably lower due to bonding with the high electro-
negativity element such as oxygen (cf. Sec. II C). Oxide peaks are
symmetric as obviously in this case there is no DOS at the FL that
could account for extra energy losses.

Figure 6(c) offers another example of core-level spectra with
chemically shifted components recorded from Si film with native
oxide. In this case, the Si 2p3/2 and Si 2p1/2 peaks corresponding to
Si—Si bonding are at 99.5 and 100.1 eV, i.e., only 0.6 eV apart.
Thus, peak fitting (see Sec. VI C) is necessary to obtain correct
BE values. The broad peak centered at 103.8 eV is the Si 2p signal
that originates from the surface oxide layer, hence from Si atoms
bonded to O. In this case, the spin–split components cannot
be resolved, which illustrates that the chemical environment has a
profound effect not only on the peak shape, but even on the
number of peaks that is generated for the same type of core-level
electrons.

In addition to main peaks, satellite features may also appear
on the high BE side of primary peaks. This is the case for Ti 2p
spectrum recorded from an in situ XPS sputter-etched TiN thin
film shown in Fig. 6(d), where apart from the 2p3/2–2p1/2 doublet
at 455.0 and 461.0 eV, pronounced shoulders shifted by ∼3 eV to
high BE are observed. It should be emphasized that those satellite
features have nothing in common with satellite peaks that appear
due to the use of non-monochromatic sources (cf. Sec. II A).
Possible explanations for their origin include the so-called shake-up
events (the transitions in the valence band region that take place on
the expense of the kinetic energy of ejected Ti 2p electrons)58,59 or
the variations in the screening probability of the core-hole state by
Ti 3d electrons (leading to poorly screened peaks at high BE and
well-screened peaks at lower BE).60–64 Similar shoulders are also
observed in other transition metal nitrides,65 and their intensity
strongly depends on the energy and incidence angle of Ar+ ions
used to sputter-etch the surface prior to XPS analyses.66 They are
sometimes confused with oxide peaks, especially if significant
amounts of O are present at the surface. However, studies of single-
crystal TiN/MgO(001) films grown and analyzed in situ confirm
the intrinsic origin of such satellite peaks.67

While discussing shake-up peaks, we should also consider
shake-off phenomena. Both events are related to the excitations of
the valence band electrons that are triggered by the emission of
photoelectrons from inner atomic shells and creation of a core-hole
state. The difference is that shake-up peaks arise due to transitions
to discrete non-occupied states while the term shake-off describes
transitions of valence electrons to a continuum of states.68 In both
cases, the extra energy required for the transition is deducted from
the kinetic energy of the photoelectron that leaves the sample,
hence shake-up and shake-off features appear on the high BE side
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of the primary peaks. The discrete nature of shake-up transitions
implies that they are manifested as peaks, while continuous nature
of shake-off events means that they contribute to the increase in
the inelastic background.

A next level of complexity is illustrated by the Cu 2p spectrum
of the Cu film with the top CuO layer shown in Fig. 6(e). In this
case, the entire Cu 2p envelope consists of two, partially overlap-
ping, 2p3/2–2p1/2 doublets from Cu–Cu (932.7 and 952.5 eV) and
Cu–O (934.8 and 954.8 eV) bonds, as well as, of pronounced
shake-up structures (939–946 and 959–966 eV). Worth noticing is
also a strong increase in the background (from low to high BE),
which is caused by Cu 2p electrons that undergo inelastic scattering
on their way to the surface.

Energy losses associated with photoionization can be mani-
fested in more spectacular way than just shake-up structures. One
example is shown in Fig. 6(f ) for the case of sputter-etched Al thin
film samples. Apart from the Al 2s core-level peak at 117.9 eV,
multiple smaller peaks appear to the high BE side with an ampli-
tude that decreases with increasing energy distance from the main
line. Another characteristic feature is the constant energy spacing
between certain peaks. Such structures arise due to discrete energy
losses experienced by photoelectrons leaving the sample and are
called plasmons. They are most common for clean metal surfaces,
in which case certain probability exists for an ejected electron to
excite collective oscillations of conduction band electrons. The fre-
quency of these oscillations can be calculated from the energy split-
ting between the plasmon peaks. The amplitude of plasmon peaks
decreases with increasing energy difference from the main line
since the probability for the excitation of higher order modes goes
down.

Density of electronic states in the lowest BE region—the
valence band range—can also be readily studied by XPS. In contrast
to core-level electrons, VB electrons participate in the formation of
chemical bonds. Example of the VB spectrum recorded from a
sputter-etched W surface is shown in Fig. 6(g). Noteworthy is the
presence of abrupt drop in the density of states at the Fermi level
(i.e., 0 eV for the well-calibrated instrument), the so-called Fermi
edge, FE, which is very useful for proper referencing of the BE scale
(cf. Sec. V B).

In the last example of Fig. 6(h), we are concerned with the
presence of Auger peaks that commonly appear in XPS spectra.
When the core hole left after photoionization is filled by the
valence electron the energy can be released either in the process of
x-ray fluorescence (not detectable by XPS) or by emission of
another electron (Auger emission). As the kinetic energy of Auger
electrons is independent of the excitation source energy, the posi-
tion of these peaks on the BE axis depends on the excitation
source. Auger peaks are typically broader than XPS peaks, but in
some cases, like that of Mg shown in Fig. 6(h), they might be
mixed up with photoelectron peaks. Notations like KL1L2,3 means
that the first electron (photoelectron) ejected from the atom origi-
nated from a K orbital, while the electron that filled the core hole
and the released Auger electron came from L1 and L2,3 orbitals,
respectively.

Apart from the examples shown in Fig. 6, one should be
aware of several other, less common, peak types. One is the multi-
plet splitting (or the exchange splitting),40,69 which may occur if

there are unpaired electrons in the valence levels that interact
(exchange interaction) with the unpaired electron left in the core
level after photoionization. Thus, even “s” peaks (i.e., with l = 0)
can split (e.g., Mn 3s). While using non-monochromatic sources,
the satellite peaks appear in the spectrum (on the low BE side of
main peaks) due to the presence of weaker x-ray lines in the excit-
ing radiation (see Sec. II A). Those are relatively easy to identify as
the energy shift from the main peak and relative intensity are well
defined. Not using a monochromator that filters out the undesired
radiation may also result in the presence of ghost peaks that appear
due to the presence of x-ray radiation other than that from the
original anode material. Common examples are impurities in the
anode material (e.g., Mg in Al anodes), oxidized anode, and Cu Lα
radiation from the anode base due to a damaged or old anode. The
extra peaks in all those mentioned cases can be easily identified as
they are displaced by a characteristic energy interval given by the
energy difference between the original and the contaminating
radiation.

F. Surface sensitivity

A very important merit of XPS is its surface sensitivity, which
has several implications for sample handling (see Sec. IV E), experi-
ment planning (Sec. II C), as well as for data acquisition (Sec. V E)
and the interpretation of results (Sec. VI D). The surface sensitivity
effect has two reasons. First, within the kinetic energy range charac-
teristic for core-level spectroscopy conducted with the most
common x-ray sources such as Mg Kα or Al Kα
(300≲ Ekin≲ 1400 eV), the interaction of photoelectrons with the
surrounding matter is predominantly through inelastic collisions.
Second, within this kinetic energy range, the average distance tra-
versed by an electron between two successive inelastic collisions,
the inelastic mean free path (IMFP or λ),70 is not larger than
2–3 nm for essentially all solids with the exception of alkali metals
(see Fig. 7 and discussion below).71 As the penetration depth of
x rays is in the μm range, at energies used for XPS, only small frac-
tion of electrons that leave atoms as a result of the photoelectric
effect can reach the surface and escape into vacuum, and even
smaller portion can make it without any energy losses. The latter
set of electrons constitute the primary core-level peaks correspond-
ing to the electronic shell they originate from, while those from the
former group that lost energy on the way to the surface contribute
to the background on the high binding energy side of core levels
they are associated with [cf. Eq. (1), the larger the energy loss, the
further away from the main peak they appear]. Calculated IMFP
values for elemental solids can be found in Refs. 71 and 72, while
Ref. 73 contains values for selected inorganic compounds.
Experimentally determined IMFPs (measured by elastic peak elec-
tron spectroscopy) are also available for several elemental
solids.74,75 The dependence of IMFP on the electron kinetic energy
λ(Ekin) is similar for most solids and, therefore, often referred to as
the “universal curve.”76,77 Within the electron energy range
0≲ Ekin≲ 50 eV, IMFP decreases with increasing Ekin to reach a
broad minimum at ca. 30–50 eV. For Ekin ≳ 50 eV, IMFP shows a
continuous increase with increasing electron kinetic energy. A
direct consequence of that for XPS analyses, important to realize
for each practitioner, is that the information acquired in a typical
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measurement that involves several core-level spectra in general does
not originate from the same sample volume (cf. the example of
Mg—Al alloy discussed in Sec. VI A). This aspect is of minor
importance for homogenous samples but becomes crucial in the
analyses of samples with compositional gradients, such as multilay-
ered films.

Another important term in the context of XPS surface sensi-
tivity is the electron effective attenuation length L. While it is often
used interchangeably with inelastic mean free path, it differs from
IMFP in that it considers elastic scattering events.12 In addition,
while IMFP is a material property that depends only on electron
kinetic energy, L is also influenced by the instrumental factors (e.g.,
whether polarized or non-polarized x rays are used). For the XPS
practitioner, the effective attenuation length is of the higher rele-
vance as it is used in all sorts of an overlayer thickness measure-
ment (see Secs. V E, VIII A, and VIII B). Further reading on
effective attenuation lengths and their use in XPS can be found in
Ref. 78.

The third parameter used in quantitative description of XPS
surface sensitivity is probing depth, d, often defined as the thickness
of the top surface layer accounting for 95% of the total recorded
signal intensity (equal to 3λ cos θ in the absence of elastic scatter-
ing, where θ is the electron emission angle with respect to the
sample normal). d is typically in the range 6–9 nm, for the case
when electrons are collected along the surface normal (θ ¼ 0�).
Figure 7 shows calculated probing depths for several elements
based on the IMFP values published by Tanuma et al.,71 hence
neglecting elastic scattering effects. Dots indicate probing depths
for the strongest line of each element assuming that Al Kα x rays
are used. The two cases that stick out with exceptionally large d
values are two alkali metals—Li and Na. However, as Li 1s and Na

1s core levels are about 1000 eV apart, the probing depths differ
greatly and are 16.1 and 6.0 nm, respectively. The fact that probing
depth for Cs (not shown) is also exceptionally large indicates that
the IMFP is largely determined by valence electron density and not
so much the overall electron density. d(Ekin) plots for all other ele-
ments shown in Fig. 7 indicate that probing depths, in general, do
not exceed 10 nm.

Other terms used to describe the XPS surface sensitivity are
information depth and electron escape depth. The former describes
the maximum depth from the surface from which a significant
signal is obtained and, thus, can be seen as the more general defini-
tion of probing depth. The latter is equal to λ cos θ (if elastic scat-
tering effects are neglected).12

Surface sensitivity can be further enhanced by tilting the
sample, in which case the probing depth decreases with the cosine
of the electron emission angle (cf. Sec. V E). How far this effect can
be exploited depends on the surface roughness as well as on the
instrument type.

The surface sensitivity of XPS leads to concerns already on the
experiment planning stage (see Sec. III A); how representative is
the information acquired from the very surface? This is of serious
concern for the analysis of both bulk and thin film samples. One
must bear in mind that for a 1 μm thick layer (not untypical for
thin films), the XPS probes less than 1% of the sample volume.
Furthermore, the large portion of this probed volume is the inter-
face of the film to the outside world meaning that the elemental
and chemical composition are not necessarily representative of the
entire film, especially after longer storage time in air (see the
example in Sec. VIII A), where a surface contamination layer builds
up. This is illustrated in Figs. 8(a) and 8(b), where survey and C 1s
core-level spectra recorded from B4C films are shown for samples
after (i) minutes and (ii) weeks of air exposure, respectively. In the
latter case, the survey spectrum contains a number of new peaks
indicating that additional elements are present at the surface.
Moreover, the O 1s signal is stronger, while C 1s and B 1s peaks
are weaker as the sample signal gets attenuated in the contamina-
tion/oxide overlayer. The high-resolution C 1s spectra in Fig. 8(b)
completely change the appearance after prolonged air exposure:
C—C/C—H, C—O, and O—CvO peaks due to the so-called
adventitious carbon (AdC), increase strongly while the C—B com-
ponent originating from the B4C film decreases. The above
example shows that one should strive to analyze samples immedi-
ately after deposition, in the best case even without breaking
vacuum, as the thickness of surface oxides and adventitious carbon
contamination increases with air exposure time and may vary with
climate season and laboratory air (conditioning) status. Removal of
these contaminants without affecting the underlying film is often
not possible (see Sec. III C).

The high surface sensitivity of XPS imposes restrictions on the
vacuum quality during analyses, especially if one works with reac-
tive surfaces. In such cases, acquisition of the representative spectra
becomes a race against time as surfaces are getting coated with
residual gas molecules. For these reasons, XPS needs to be per-
formed under ultrahigh vacuum (UHV) conditions such that the
monolayer formation times exceed the time necessary to collect all
spectra. For freshly exposed metal surfaces (e.g., Ti after in situ Ar+

sputter etch), it may be necessary to perform analyses under the

FIG. 7. Probing depth d as a function of electron kinetic energy for selected
elementary solids. Values are calculated using IMFPs from Ref. 71; thus, elastic
scattering effects are not accounted for. Dots indicate probing depths for the
strongest line of each element, assuming that Al Kα x rays are used.
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base pressure better than the mid 10−10 mbar (mid 10−8 Pa or mid
10−10 Torr) range. To achieve such good vacuum conditions, a
bake-out procedure is used. This means that the entire instrument
is heated up to 120–150 °C for several hours in order for the water
molecules (the main residual gas species, also most difficult to
pump) to be desorbed and pumped away. Such procedure can be
applied on regular basis and certainly after each intervention that
requires venting the entire spectrometer.

Finally, all negative consequences of high surface sensitivity
discussed above turn into advantages in studies where the very
surface is in focus. Examples include exploration of catalytic activ-
ity and exposure to harsh environments as well as corrosion and
wear studies. Hence, one should always consider whether XPS is
the adequate technique to use for the purpose.

G. Surface charging

It is imperative that during the XPS measurement there is a
continuous charge loss to vacuum because of photoemission. The
charge neutrality condition requires that the loss of negative charge
from the surface region (the consequence of the photoelectric
effect) is compensated at a sufficient rate by electrons from the
sample bulk, the substrate, or the surrounding environment. If that
is not the case, the so-called surface charging takes place,79

meaning that the surface charges positively, which effectively
lowers the kinetic energy of emitted photoelectrons due to
Coulomb interaction and, in consequence, results in a noticeable
shift of spectral peaks toward higher BE values during analysis.
Charging might also occur for specimens with relatively good con-
ductivity if they do not make proper electric contact to the spec-
trometer as a result of, for example, bad mounting and/or the
presence of thicker oxides on the surfaces in contact (test with an
Ohm meter). For those reasons, the sample charging state is not
known a priori, which implies charge referencing for remedy, i.e.,
the calibration of the binding energy axis against the signal of well-
defined BE (cf. Sec. V B).

Additional complications come from differential charging,
which means that different parts of the sample are not at the same

electrical potential. This can be the case for inhomogeneous
samples, especially if various phases have different conductivity.
Differential charging might lead to peak splitting, i.e., the signal
from the same element present in the same chemical environment,
but in two different parts of the sample (characterized by different
local conductivity) appears at different BE positions, corresponding
to the potential difference between those sample regions.80–82

To enable analyses of non-conducting samples, dedicated low-
energy electron or electron/ion guns have been developed (often
called flood guns, see Sec. V C). While they compensate for the
charge loss due to photoemission, they do not guarantee that the
surface is electrically neutral,83 which has consequences for charge
referencing (see Sec. V B).

III. EXPERIMENT PLANNING

A. Is XPS the right technique to use?

This is absolutely the first question that should be posed
before any XPS analyses; is this the right technique to use for the
scope of the study? The answer depends on factors such as
(1) what information is required, (2) whether the sample is suitable
for XPS analyses (UHV compatibility, stability under exposure to x
rays, size), (3) which part of the sample needs to be characterized
(e.g., surface vs bulk), and (4) whether there are alternative better
techniques available.

The primary reason for performing XPS is to obtain informa-
tion about surface chemistry (chemical bonding) that is needed to
determine the type and the relative amounts of bonding states
within the first 5–10 nm of the surface. This information is
extracted from the core-level spectra of all elements present in this
layer by comparing peak positions with the reference values.84–87

In some cases, spectra need to be peak fitted in order to separate
overlapping peaks—this is, for example, the case when chemical
shifts are of the same order as peak widths or if various core-level
overlap (see Sec. VI C). In essence, the number, binding energy, and
relative intensity of spectral features in the core-level spectrum of an
element contain information about the type and concentration of its

FIG. 8. (a) Survey and (b) C 1s core-level spectra recorded from B4C films after several minutes (black) and several weeks (red) of air exposure.
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bonding states. It must be emphasized that the presence of a given
bonding type in the sample implies that the corresponding peaks
need to be present in the core-level spectra of all elements that par-
ticipate in the bonding. Thus, for a complete and self-consistent
picture of surface chemistry, it is necessary to record and analyze
core-level signals from all major elements present at that surface.
Annoyingly, many XPS-containing papers neglect or omit this
important part of analysis.

If the information about sample elemental composition is the
prime requirement, XPS is certainly not the first choice. First, the
detection limit of XPS is rarely better than 0.1–1 at. %, and in some
cases like, e.g., light elements present in a heavy element matrix,
detection limits above 10 at. % are not uncommon.88 Second, XPS
provides information from the surface region. Often surface com-
position deviates significantly from that in the bulk, due to the
presence of contaminants like oxide artifacts. Removing the latter
requires careful ion etching, at the risk of adversely affecting the
surface composition (see Sec. III C). Third, quantification accuracy
of XPS is rather poor (of the order of 5%).89 Encouragingly, studies
have compared the precision of different compositional analysis
methods, like XPS vs Auger electron spectroscopy (AES), energy
dispersion x-ray spectrometry (EDX or EDS), Rutherford backscat-
tering spectrometry (RBS), elastic recoil detection analysis (ERDA),
ion scattering spectroscopy (ISS), secondary neutral mass spec-
trometry (SNMS), and secondary-ion mass spectrometry (SIMS)
for certain materials.90–93

B. The workflow

If the answer to the first question in Sec. III A was positive—
XPS is indeed required—in the next step, we need to determine
how the experiment should be performed to obtain useful and reli-
able answers. While the details of the most optimal data acquisition
and instrument setup are discussed in Sec. V, we focus here on the
overall experiment flow (see also Table II for a comprehensive
summary of all steps). It is essential to identify already at this stage
all variables that may influence the final outcome.

XPS is in many instances performed sequentially either on the
same sample subjected to various treatments (e.g., annealing,
etching, or nitriding) or on a series of samples (with varying com-
position, process temperature, etc.). In either case, the goal is to
analyze the surface and conclude on the effect of experimental vari-
ables. For meaningful results, one has to ensure that the samples in
a series are analyzed under similar conditions. First, the time
between the treatment and the analysis needs to be the same for all
measurements (irrespective of whether several treatments are per-
formed on the same sample or on a sample series). Storing samples
in air or in any sort of vacuum leads inevitably to AdC accumula-
tion/oxidation (see Sec. VIII A).94 None of these can easily be
removed (see Sec. III C) as commonly applied noble gas ion
etching tends to alter the elemental and chemical composition and
structure of the underlying layers resulting in visible changes in
core-level peaks.65,95,96 For investigating the effects of each sort of
surface treatments, the ultimate solution is to perform XPS analyses
in situ and directly following the sample synthesis or processing,
often in a step-by-step manner, i.e., with the spectra acquisition as
a function of an increasing treatment dose. Otherwise, the effects of

such treatments might be very likely masked by the oxidation
during air exposure, which has profound impact on the elemental
and chemical surface composition. For ex situ treatments per-
formed in air (e.g., wear testing, lubricant evaluation, and all sorts
of fatigue or corrosion studies), the time between treatment and
sample loading into spectrometer should be kept to the absolute
minimum and, equally important, should not vary between
samples meant to be compared. Moreover, even the storage time in
vacuum prior to XPS measurement (this would typically be the
pumping time in the load lock chamber) should be maintained the
same for all specimens as it is not a priori guaranteed that surface
products of various ex situ treatments are stable in vacuum. Apart
from that, the process of AdC accumulation takes place also in
high vacuum environment,97 predominantly due to the back-
diffusion of pump oil molecules, so the amount of accumulated
AdC increases with time. However, this can be mitigated to some
degree by using “dry” pumps such as the scroll- and diaphragm-
type backing pumps. While adhering to the guidelines outlined
above tend to extend the whole experiment, it is, however, well-
invested time as it allows conclusive results.

C. Ar+ sputter etch: To clean or not to clean?

Unless dealing with samples that are deposited and analyzed
in situ, XPS practitioners are faced with the dilemma of whether
surfaces should be sputter etched with Ar+ ion beam (using a
device called ion gun) prior to analyses in order to remove surface
oxides and contaminants. This leads to a compromise between
recording spectra that are more representative of a surface oxide
than the actual sample material and potential influence of sputter
damage on the obtained results. There is no easy answer to the
question in the title of this section; hence, the purpose of the pre-
sentation below is to make XPS users aware of all related issues,
which may help in choosing the best practice.

While sputter damage effects caused by irradiation of surfaces
with noble gas ions with energies in the range from several hundred
to a few thousands’ eV have been known to the surface science com-
munity for decades,98–101 it is disturbing when some refer to this
treatment as “surface cleaning.” Such euphemistic expression risks to
create an unfounded mind set among colleagues less experienced in
XPS, who may consider spectra acquired from such
ion-beam-exposed surfaces as being representative of the native (e.g.,
undisturbed) material. This notion needs to be confronted with the
well-established fact that such irradiation induces overlapping colli-
sion cascades in the surface layer with the thickness defined by the
energy and the incidence angle of an ion beam.102,103 The
ion-beam-induced artifacts include preferential elemental sputter
ejection,65,104,105 induced chemical reactions,95,106–108 atomic
mixing,109,110 recoil and ion implantation,111 structural disorder,
amorphization,112,113 surface segregation,114,115 and surface roughen-
ing. The take-home message is that the sample surface should not be
expected to be both clean and unaltered, unless synthesis and (imme-
diate) analysis experiments are made in situ in UHV chambers.

The critical point is that with typically used ion energies and
incidence angles, the thickness of the ion-beam-modified layer is
comparable to the XPS probing depth (if working with the most
common sources, see Sec. II F).116,117 Hence, one has to be aware

Journal of
Applied Physics TUTORIAL scitation.org/journal/jap

J. Appl. Phys. 132, 011101 (2022); doi: 10.1063/5.0086359 132, 011101-12

© Author(s) 2022

https://aip.scitation.org/journal/jap


that after such surface treatment, a significant fraction of the
recorded signal originates from the layer that is not fully representa-
tive of the original material. This is illustrated in Fig. 9(a), for the
case of a TiN surface irradiated by Ar+ ions with the energy EAr þ
varying in the range 0:5 � EArþ � 4 keV and for three values of the
incidence angle α = 0°, 45°, and 70° (with respect to the surface
normal). For the ideal case of perfectly flat surfaces, the thickness of
the surface layer modified by the incident Ar+ ion beam ξ can
be estimated from Monte-Carlo type Transport of Ions in
Matter (TRIM)118 simulations and equals the average primary Ti
and N recoil projected range accounting for straggle.119 For
the shallow incidence angle (α = 70°), ξ varies from 1.5 nm with EArþ
¼ 0:5 keV to 4.1 nm with EAr þ ¼ 4 keV. The corresponding range

for the Ar+ beam incident along surface normal (α = 0°) is 2.2–
6.7 nm, while 1.8 nm≤ ξ≤ 5.5 nm for a common setting of 45°.
These numbers can then be compared to the XPS probing depth d
indicated in the figure for Ti 2p electrons. Here, it is assumed that
the Al Kα radiation is used and the analyzed electrons are emitted
along the surface normal in the absence of the elastic scattering
effects (cf. Sec. II F). The inelastic mean free path data for Ti are
taken from Ref. 71. Clearly, even for the case of shallow incidence
angle and low ion energy, a significant fraction of the volume probed
by XPS is affected by Ar ion beam: the collision cascade zone extends
to 1.5 nm, which is only slightly shorter than the inelastic mean free
path of Ti 2p electrons that amounts to 1.8 nm (corresponding to the
probing depth of 5.4 nm). ξ increases with increasing EAr þ and
decreasing incidence angle α, and for the 4 keV/45° setting it reaches
5.5 nm, which is the same as the probing depth. For α = 0° (ion beam
incident along surface normal), the thickness of the Ar+-modified
layer exceeds the probing depth already with EArþ ¼ 3 keV.

In fact, the situation is even worse than depicted in Fig. 9(a) due
to that the signal intensity decays exponentially with depth x, i.e.,

I(x) � exp(�x/L(Ekin)cos θ), (8)

where L(Ekin) stands for the electron effective attenuation length (or
electron inelastic mean free path λ if elastic scattering effects can be
neglected, see Sec. II F). By integrating Eq. (8) between x = 0 and
x = ξ, for electrons emitted along the surface normal, the fraction of
the signal that originates from the ion-beam-modified layer β can be
expressed as

β ¼ 1� exp(�ξ/L(Ekin)): (9)

Figure 9(b) shows the β(EAr þ ) plots for three values of the
Ar+ incidence angle, α = 0°, 45°, and 70° and inelastic mean free
path of Ti 2p electrons (excited with Al Kα radiation
Ekin≂ 1030 eV) in Ti, λ = 1.8 nm,71 (as no corresponding data for
TiN are available). Even for the mildest practical set of etching con-
ditions (shallow incidence angle of 70° and low ion energy of
500 eV), β = 0.57, meaning that even in the best case scenario a
majority of the Ti 2p signal from TiN originates from the volume
that was subject to overlapping collision cascades.96 That fraction is
highest at 90%–98% for the highest Ar+ energy of 4 keV, which
may be attractive for the purpose of high etching rate, but definitely
not advisable. If one wishes to record spectra at larger depths,
which requires higher etching rates, the possible solution is a
two-step sequence consisting of high energy etch followed by, e.g.,
0.5 keV etching step applied for the time long enough to remove
the artifacts from the high-energy sputtering.

Thin films deposited by PVD methods are often grown with
the assistance of ion bombardment, which provides adatom mobil-
ity and, in this way, helps to reduce growth temperature.120 The ion
energies involved are, however, an order of magnitude lower than
those used during sputter etch performed prior to XPS analyses,
hence, one cannot expect that the material structure after the latter
treatment remains the same. Another difference is that PVD
growth of compound films might be conducted under the presence
of reactive gases, which are obviously absent during XPS sputter
etch. Thus, preferentially resputtered lighter gas atoms are not

FIG. 9. Relation between the TRIM-simulated thickness of the surface layer
modified by the Ar+ ion beam during sputter-etch ξ and the XPS probing depth
d for the model case of TiN surface. (a) ξ for the ion energy EAr þ varying in
the range 0:5 � EAr þ � 4 keV and for three values of the ion beam incidence
angle α = 0°, 45°, and 70° (with respect to the surface normal). The XPS
probing depth for Ti 2p electrons emitted along the surface normal (in the
absence of the elastic scattering effects) excited with the Al Kα radiation is indi-
cated in blue. (b) The fraction of the Ti 2p signal that originates from the
ion-beam-modified layer β for three values of the Ar+ ion beam incidence angle,
α = 0°, 45°, and 70°.
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replenished from the gas phase and such layers become understoi-
chiometric with visible effects in core-level spectra.65,96 These types
of changes are even more likely to take place in thin films deposited
by other methods, in which case XPS sputter etch implies the first
exposure to energetic Ar+ ion flux.

It is worth mentioning that in XPS analyses of thin films with
native oxide layers, the oxygen content assessed after sputter
etching is often overestimated with respect to bulk values.121–123

This has two reasons. First, overlapping collision cascades induced
by energetic Ar+ bombardment lead to forward implantation of
O atoms. Second, redeposition of oxygen atoms from the vapor
phase created during sputter etching is unavoidable. Both factors
make it impossible to completely eliminate the O 1s signal for the
case of reactive surfaces, even for samples that have inherently neg-
ligibly low bulk O concentrations. For that reason, it is critical to
minimize the air exposure time in order to keep the starting
amount of O atoms as low as possible.124,125 This implies high-end
UHV ambient conditions for the experiment.

Another factor that needs to be taken into account, while
considering sputter etching, is the surface roughness. The ion beam
typically hits the surface at an angle of 45° or more (from the
surface normal); hence, self-shadowing may occur for films with
high roughness resulting in that surface contaminants cannot be
removed from some areas. This is, for example, the case for layers
deposited by cathodic arc with stuck macroparticles (droplets of
cathode material that solidify en route to the film surface).126 If the
geometry of the instrumental setup so allows, one may try tilting
the sample toward the ion gun, while sputtering to alter the inci-
dence angle and expose larger area to the ion beam. A drawback of
this procedure is, though, that the thickness of the
ion-beam-modified layer increases (see discussion above).

The issues outlined above make all sorts of compositional and
chemical analyses challenging,127–129 to the meaning not necessarily
feasible. Thus, it motivates efforts toward developing non-destructive
techniques.66,130–133 In this respect, Ar ion cluster guns are becoming
popular.134 Their convincingly demonstrated benefits are, however,
hitherto limited to organic materials.135–137 Evidence for significant
advantage for inorganic samples is still, however, very limited,133,138

with only minor improvements reported in some cases.139,140.
For the many reasons given above, it is recommended to con-

sider prior to experiments whether the required information can be
extracted from the spectra recorded from as-received samples. The
key factor is the degree of spectral overlap between signal from the
surface oxides and that from the underlying volume. If the chemical
shifts between these two signals are large with respect to the peak
width, the overlap can be minimal, meaning that the signal from the
native sample volume can be easily separated and Ar+-sputter
etching becomes redundant. A good example of such a situation is
the Ta 4f spectrum acquired from a Ta film with its native oxide
shown in Fig. 6(b) and discussed in Sec. II E. The 4f7/2–4f5/2 peaks
from the surface oxide appear at ca. 5 eV higher BE than the corre-
sponding signal from the unaffected portion of the film. This is
much larger than the peaks FWHM (∼0.5 and ∼1.1 eV for metal
and oxide peaks, respectively) and, what is critical in the case of core
levels with spin-splitting, significantly larger than the 4f7/2–4f5/2
energy separation (1.9 eV). Thus, the metallic portion of the Ta 4f
spectrum can be reliably fitted (cf. Sec. VI C) and no Ar+ etch is

necessary. Unfortunately, for most sample situations, the spectral
overlap between oxidized and pristine part of the spectra is severe.
This is the case for the Cu 2p spectrum from the CuO/Cu film
shown in Fig. 6(e). Here, the chemical shift between 2p doublets
from metal and oxide is only 2.1 eV, i.e., comparable to the peak
widths (∼1.2 and ∼2.5 eV for metal and oxide peaks, respectively),
which together with the additional complication in the form of pro-
nounced satellite structures [see also Sec. II E and Fig. 6(d)] intro-
duces a large degree of uncertainty in the peak fitting process and
calls for alternative solutions like Ar+ etching.

In view of what has been presented above, one may consider
recording spectra not only from the primary (strongest) core levels,
but also from those that appear at lower binding energy (higher
kinetic energy). Such electrons have longer mean free paths and,
hence, larger fraction of the signal comes from the unaffected layer.
For example, in the above case of TiN, one could probe the Ti 3p
core levels located at ca. 33 eV binding energy, for which inelastic
mean free path is 2.35 nm. The probing depth is then 7.05 nm, i.e.,
significantly larger than 5.4 nm in the case of Ti 2p electrons.

To summarize, one must be aware that Ar+ “cleaning” apart
from removing undesired surface oxides also physically and chemi-
cally damages the underlying layers, which constitute a significant
portion of the volume sampled by XPS, in some cases up to 98%
[cf. Fig. 9(b)]. Users should seriously consider whether ion etching
is a necessary sacrifice or if alternative methods exist. For surfaces
treated by ion beam, one needs to find means to evaluate the extent
of surface damage (e.g., by comparison to the in situ work from the
literature or attempt TRIM118 or Molecular Dynamics simulations)
before drawing conclusions from such spectra.

IV. SAMPLES

The nature of the XPS technique imposes several demands on
the specimens. We signal here the more critical issues. For extended
treatments, the reader is referred to references listed in Table III.

A. Sample selection

Sample candidates that would be appropriate for XPS analysis
must be capable of withstanding severe treatments that include
exposure to (i) UHV environment (meaning a 12 orders of magni-
tude pressure change) and (ii) to the intense x-ray flux (implying
local heating and passing substantial electron current through the
sample more or less evenly distributed). Moreover, these two
factors apply simultaneously and for prolonged periods of time, up
to several days in extreme cases. For conclusive analyses, it is, there-
fore, essential that the sample’s elemental, chemical, and phase
composition does not change during that time. Hence, confirming
specimen stability should be the first step in XPS analyses, espe-
cially if no previous experience with given sample type exists.
A first good indication might be to measure the time necessary to
pump the load lock entry chamber containing samples from the
atmosphere down to the high vacuum regime required before trans-
fer to the UHV chamber where analyses are conducted.
Significantly longer pumping as compared to the pump-down time
for an empty chamber indicates that severe sample outgassing takes
place and even though it not necessarily disqualifies the samples, it
is certainly a warning sign. An unusually large increase in the
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background pressure after sample transfer to the UHV chamber or
continuous pressure increase is other indications of potential prob-
lems. If the XPS instrument is not at the same institute as where
sample synthesis is made or the instrument is heavily occupied, the
above outgassing test could well be performed in another relevant
vacuum chamber. For samples that successfully pass this check
point, the stability to x-ray exposure should be tested. At this stage,
apart from watching the background pressure, which is a very
rough measure of sample stability, it is highly recommended to
record repeatedly a series of fast scans over the most prominent
core-level regions as a function of time. This allows to detect all
sorts of radiation-induced degradation such as bond cleavage or
desorption of weakly bonded species.141–145 Alternatively, survey
spectrum (cf. Sec. VI A) can be recorded after the high-resolution
scans, which are typically more time consuming, and compared to
the initial survey. The complementary evidence in the form of
mass spectrum of species that leave the sample might be provided
by residual gas analyzer if available. For samples that exhibit signs
of degradation without causing critical pressure increase that would
prevent XPS analyses, one may consider using reduced x-ray power
and/or frequent changes of the analysis area. The applicability of
such solutions needs to be determined on individual bases.

While working with several samples that are introduced into
UHV simultaneously to be analyzed in a sequential manner (time-
efficient solution often applied to analyze a sample series), one has
to take into account that the UHV exposure time prior to the mea-
surement varies from sample to sample. In the case of samples
with stability issues, this might lead to inconclusive results.
Therefore, it is recommended to check for this effect by repeating
the measurement of the first sample of the series after all other
samples have been analyzed.

For the reasons mentioned above, particular care should be
taken for samples that have been exposed to multiple ex situ tests
such as corrosion or wear testing. Some products of such treatments
might be volatile, which not only prevents meaningful analyses, but
also might present potential permanent contamination risks for the
equipment. Infamous elements to an UHV analysis chamber are Zn,
Cd, Mg, Pb, and Sb as well as various residues, e.g., flux from solder-
ing and brazing and lubricants from machining. Correspondingly, if
the sample contains none of the above, but recorded XPS spectra
indicate their presence, one should raise suspicion to the larger envi-
ronment. In such case, it may be a good idea to check the instrument
logbook for what samples were previously analyzed.

Another important point to make here is that even if the
sample itself is UHV- and x-ray-compatible, problems with back-
ground pressure might appear due to the use of different sorts of
adhesive tapes and ink pen for sample mounting and marking,
respectively. Both should definitely be avoided, especially that well
tested alternative solutions are available. Best mounting is by
mechanical metal (Cu) clamping. Sample marking can be avoided by
inscription with a diamond pen on their back side or marking the
storage box. Mind the material of that box for its possible emission.

B. Sample handling

The high surface sensitivity of the XPS technique (see Sec. II F)
implies severe demands on sample handling. While the person

performing analyses is usually well aware of that fact, it is not necessar-
ily the case for all colleagues who were handling those samples prior to
XPS analyses. It is, therefore, essential to communicate sample handling
requirements to sample owners before it is too late. Actually, a single
fingerprint left on the surface has deleterious impact on XPS spectra.
Figure 10 illustrates this point with recorded Hf 4f, N 1s, O 1s, and C
1s spectra from HfN thin film samples in the as-received state and after
(intentionally!) placing the first author’s fingerprint on the analysis
area. It yields a massive increase in the amount of hydrocarbon species
at the surface, as evident from C 1s spectra [Fig. 10(c)]. This contami-
nation layer attenuates the signal from the actual film elements, cf. Hf
4f and N 1s spectra [Figs. 10(a) and 10(b), respectively]. Noteworthy is
that not only intensity, but also the actual shape of the Hf 4f signal
(composed of two overlapping 4f doublets due to HfN and HfOx, cf.
Sec. II E) is disturbed: the relative intensity of the peak at 17.4 eV
increases after touching the sample. This is because of the change in
the background shape: the 4f7/2 electrons from HfN are inelastically
scattered in the hydrocarbon overlayer and contribute to the back-
ground increase on the high BE side of the HfN 4f7/2 peak, thus
increasing the apparent intensity of the peak at 17.4 eV. The O 1s spec-
tral envelope also changes shape after leaving the fingerprint on the
surface [cf. Fig. 10(d)]: the relative intensity of the higher BE peak at
532.0 eV (due to C—O and O—CvO species of adventitious carbon,
see Sec. VI C 3) increases with respect to that of the main peak at
530.4 eV (assigned to HfOx). In this case, the observed increase is a
cumulative effect of two factors: (i) an increase in the number of C—O
and O—CvO species as evident by a slight increase in the intensity of
corresponding peaks in the C 1s spectrum [see Fig. 10(a)] and (ii) an
increase in the background intensity due to the inelastic scattering of O
1s electrons from HfOx in the AdC layer.

A litmus test for fingerprint messing of samples is the signa-
ture of unmotivated high levels of Cl and Na in survey scans
coming from sweat salt. For the record, attempts to chemically
remove a fingerprint, like by trichloroethylene, will shift the con-
tamination to species from that solvent.

For the reasons mentioned above, the sample area that is
intended for XPS analysis should not be touched by any other
surface(s) (gloves and/or tweezers included) at any stage starting
from the time the specimen was prepared. This means that utmost
care should be taken during storage and transportation (did the
sample shake in that plastic box?) and mounting on the sample
holder. To minimize these risks, sample characterization by other
analytical techniques should be performed only after XPS analyses
have been completed.

If the sample size needs to be reduced for XPS, special tech-
niques need to be employed. In the case of thin film samples depos-
ited on substrates that cannot be easily cut without the substantial
risk of contact with other surfaces (e.g., by scissors), one should con-
sider from the beginning using substrates in the XPS-optimized size.

Prior to insertion into the instrument, the sample surface
should be blown with dry N2 (alternatively with more expensive
alternatives such as He or Ar) to remove particles and dust
(expected to be there). All handling is done by using tweezers and
powder-free gloves (not touching the surface to be analyzed
though!). For electrically conducting thin-film samples, it is crucial
that the top surface is in good electrical contact to the sample
holder so that the sample and spectrometer’s Fermi levels are
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aligned (cf. Secs. II D, V A, and V B). For that purpose, metal clips
are used to one’s benefit.

Modern instruments allow for loading several samples on a
single sample holder, which is beneficial if the same type of analysis
should be performed on all samples. Special care should be taken
to check the sample stability in UHV (e.g., products of oxidation,
lubrication, fatigue, or corrosion tests performed ex situ might be
volatile). The exposure time for the last sample in a series will be
significantly longer than for the first one, which can lead to spectral
misinterpretation in the case of unstable samples. If samples should
be sputter-etched before analyses (see Sec. III C), the risk of cross
contamination should not be underestimated. With unfortunate
mounting (e.g., two samples mounted side-by-side in the direction
of the incoming ion beam), material removed from one sample
might get redeposited on other samples in the series.

C. The substrate role

Many of the thin film samples come on supporting substrates.
There are various reasons that dictate the substrate choice and
often XPS studies are not one of them, unless samples are intended
specifically for surface analyses. In any case, there are a few aspects
of XPS thin film work that are related to the substrate choice. The

first, and most critical one, is the substrate conductivity. As dis-
cussed in Sec. II G, the charging phenomenon that occurs during
XPS analyses of specimens with poor electrical conductivity seri-
ously complicates the spectra interpretation (due to the charge ref-
erencing problem, see Sec. V B) and may lead to artifacts that are
often not so obvious to recognize (e.g., extra peaks or features due
to differential charging that can be mistaken for chemically shifted
components). For those reasons, one should, whenever possible,
use substrates with good electrical conductivity. So, implicate not
the butler (substrate) as you set the stage for film deposition!

Another issue relevant to XPS work is the substrate roughness.
This is for two reasons. First, the Ar+ ion beam used either for
removing surface contamination before analyses or for depth profil-
ing experiments is typically directed at an angle that (depending on
the instrument configuration) varies between 45° and 70° from the
surface normal. Thus, for rough surfaces, some portions of
the sample may be shadowed from the ion beam resulting in that
the signals from the surface contaminants (typically C 1s and O 1s)
persist despite prolonged etching. In the case of depth profiling,
rough surfaces result in poor depth resolution, as the etching is
uneven. The second reason why surface roughness plays a role is
for angle-dependent studies (see examples in Sec. V E), in which
case higher root mean square (RMS) values result in little

FIG. 10. (a) Hf 4f, (b) N 1s, (c) O 1s, and (d) C 1s spectra recorded from HfN thin film samples in the as-received state (black) and after making a fingerprint on the
analysis area (red) are shown.
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difference between spectra recorded at various take-off angles (i.e.,
angles between the electron emission direction and the surface
plane). Films grown by PVD techniques (e.g., magnetron sputter-
ing) tend to follow the substrate topography; hence, substrates with
low roughness are preferred. For the reasons mentioned above,
p-type doped Si(001) substrates with conductivity better than
1Ω cm and the RMS roughness <0.5 nm are very suitable for XPS
work (do not use non-doped ones). MgO or Al2O3 substrates are
popular for epitaxial film growth; however, due to their insulating
nature they can potentially work only for conductive films provided
that a great care is taken to ensure proper grounding to the
spectrometer.

Another factor that should be considered especially for work
on very thin layers (<10 nm), in which case the substrate signal can
still be detected in the spectrum, is the position of the strongest
substrate peaks with respect to the core levels from the film. If the
former peaks appear at lower BE, they will likely give rise to high
background level in the energy range, where signals from the film
appear. The consequence of that is poor signal-to-noise ratio and
risk of very long acquisition times (cf. Sec. V H).

D. Reference samples

The data analysis can benefit if spectra from reference
samples, recorded on the same instrument and under the same
experimental conditions, are available. The impact of this premise
increases with increasing sample complexity, which is a clear trend
in modern materials science. High-resolution spectra become more
complex due to signal overlap caused by more elements present
and/or larger number of bonding configurations. Reference spectra
obtained from samples with simpler elemental and chemical com-
position not only facilitate data analysis process, but also make it
more reliable. Peak models obtained by fitting of less complex
spectra from reference samples can serve as a valuable input to
model overlapping spectral features. This issue is discussed in detail
in Sec. VI C 1, where the parameters obtained from fitting of Zr 3d
and B 1s spectra acquired from ZrB2 and ZrO2 reference samples
(such as peak shape, FWHM, and energy splitting) are used to
model the corresponding contributions in the complex Zr 3d-B 1s
spectrum recorded from the ZrO2/ZrB2 sample. By limiting the
number of degrees of freedom, the reliability of the fitting model is
increased.

It is, thus, highly recommended that relevant references are
included in the planned sample sets. Reference samples for the
studies that involve ex situ testing should accompany the target
samples in order to serve as controls.

E. Sample history

One consequence of XPS’ high surface sensitivity is that
sample history has a significant, if not dominant, effect on the
analysis result. Factors worth to consider include sample prepara-
tion, storage time, storage environment, containers, sample han-
dling, and possible exposure to x-ray or electron beams during
earlier tests.145,146 Each of them can potentially not only alter the
conclusions from case to case, but even make the entire analysis
meaningless. It is, thus, very critical that persons responsible for
XPS analyses and data interpretation have a complete knowledge

about the sample’s past. If that person is not the sample owner,
then good communication between all parties involved is necessary
also to provide essential information such as expected elemental
composition. A priori knowledge of sample elemental composition
is crucial not only for data analysis but also for planning experi-
ments as potential peak overlaps can be avoided by selecting alter-
native core-level regions. Comforting is that each factor from the
list above is easily controllable to minimize (or even eliminate) the
impact of the sample history on the final outcome, as discussed
below in more detail.

In the ideal situation, the XPS requirements are considered
already at the sample preparation stage. First, good planning helps
to minimize the storage time by ensuring that XPS analysis is per-
formed on freshly made samples. This also guarantees that no
other analytical tools are used in-between, which removes any
damage caused by earlier exposures to energetic radiation (elec-
trons, ions, or x rays) and potential surface contamination due to
sample handling involved. For films grown by PVD techniques like
magnetron sputtering or cathodic arc deposition, the process
parameters that may have decisive influence on the outcome of
XPS analysis include background pressure, target purity,147 and
venting temperature.124 Poor vacuum and/or low target purity
levels likely result in the incorporation of C and O in the layers
and, hence, oxide-free core-level signals cannot be obtained. Too
high substrate temperature during ventilating the vacuum chamber
may increase the thickness of surface oxides and result in high O
levels even after prolonged Ar+ etching.124

A prolonged air exposure has, in general, detrimental effects
on the high-resolution core-level spectra (cf. the case of B4C films
discussed in Sec. II F). Except for noble metals or stoichiometric
oxides, the native signal is obscured by chemically shifted peaks
due to native oxide formation (cf. ZrO2/ZrB2 spectrum in Fig. 17
discussed in Sec. VI C) that often grow with exposure time unless
the oxide layer passivates the surface. For transition-metal oxides,
where vacancies often exist on both the metal and oxygen lattices,
exposure to atmospheric moisture can produce off-stoichiometric
surface compositions, which may cause unexpected peak shifts
and/or broadening. This is accompanied by a continuous accumu-
lation of adventitious carbon, which is essentially a contamination
layer consisting of hydrocarbons and carbo-oxide species from the
gaseous ambient. The composition of AdC layer was shown to
depend on (i) the sample type, (ii) the environment, and (iii) the
exposure time.97 Some examples of C 1s spectra with AdC signa-
ture are shown in Fig. 21 and discussed in detail in Sec. VI C. The
study was conducted on a series of transition metal nitride thin
films exposed to laboratory air for the time periods ranging from
10 min to 7 months and showed a steady increase in the thickness
of the C contamination layer. Because in the majority of cases there
are no simple means of removing surface contaminants without
affecting the original material (see Sec. III C), the rule is simple:
perform XPS without delay.

The problems induced by accumulation of surface contami-
nants are obviously not present for samples that are grown in
vacuum by PVD methods and analyzed in situ. As few labs have
this possibility, various alternative solutions have been developed
including vacuum suitcases or Ar-filled bags for sample transfer
from the deposition system to XPS instrument, capping layers that
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passivate the surface and are at the same time transparent to elec-
trons,66 in situ sample polishing,132 in situ anneal treatments that
trigger self-cleansing phenomena,131 or cluster ion guns that mini-
mize the sputter damage for some materials systems.133–137

V. DATA ACQUISITION

In this section, essential ingredients of successful XPS mea-
surement are discussed. Before attempting any of the tests
described below, one should always make sure that the instrument
is in the stable state, e.g., that the anode has gone passed the ramp
up (or “warm up”) period. Practical parameters to keep an eye on
are the filament and emission currents and the background pres-
sure of the analysis chamber. It typically takes at least a couple of
minutes before conditions stabilize.

A. Calibration of binding energy scale

In order to correctly represent the measured electron current
intensity on the energy scale, the XPS spectrometer needs to be
properly calibrated. The commonly used procedure148 relies on
measuring the positions of Au 4f7/2, Ag 3d5/2, and Cu 2p3/2 core-
level peaks from sputter-etched metal foils149 and comparing
results to recommended values. According to the ISO 15472:2010
document for monochromatic Al Kα sources, these peaks should
appear at 83.96, 368.21, and 932.62 eV, respectively.148 Large BE
spread between Au 4f7/2 and Cu 2p3/2 core-levels allows to test the
dispersion of the BE scale. Any significant deviation from standard
values implies that corrections are necessary. The implementation
procedure is instrument-specific and performed according to
instructions supplied by the vendor. Calibration should be done on
a regular basis to minimize the risks of recording data with a
poorly calibrated instrument. The frequency of calibration checks
depends on the instrument. Good communication with instrument
responsible staff is crucial. To be absolutely certain that the spec-
trometer is calibrated on the particular day when the analyses are
performed, one may also consider adding a calibration sample to
the sample set and using the factory instrument calibration
check.10

The spectrometer calibration is very often confused with
charge referencing (see Sec. V B). While the former guarantees the
proper function of the instrument, it does not ensure that the core-
level spectra recorded from any other sample (outside the calibra-
tion set) appear at the correct binding energy values. This is
because the surface charging (see Sec. II G) cannot be a priori
excluded. Hence, to distinguish peak shifts caused by charging
from those due to chemistry, it is a necessary that an internal refer-
ence level is established, the so-called charge reference. This is a
salient topic treated in Subsection V B.

B. Charge referencing

In principle, the charge referencing per se is not a part of data
acquisition, but rather the first step in data analysis. However, due
to a strong connection to the instrument calibration, we discuss
these topics together.

In addition to a direct verification of whether surface charging
takes place or not (see Sec. II G), the equally important purpose of

the internal reference is to verify that the sample remains in good
electrical contact to the spectrometer, i.e., that a common Fermi
level is established across the sample/spectrometer interface by
means of a transfer of charge (cf. Sec. II D). If that condition is sat-
isfied, the Fermi edge, i.e., the center point of the abrupt drop in
the DOS at the FL (cf. Fig. 11) denotes the “0 eV” on the BE scale.
This is not necessarily the case even for metallic samples, as the
presence of surface/interface oxides or other contamination may
prevent good electrical contact either at the substrate/sample holder
or at the sample/clamp interface.150 In such cases, a direct scan
over the energy region in the vicinity of 0 eV with fine energy step
such as 0.05 eV helps to resolve the situation and uncover potential
problems ahead of time. Fortunately, in many cases, native oxide
layers are thin enough that the electric field induced by the surface
charge buildup is high enough for tunneling to occur, resulting in
charge transfer back to the spectrometer.

The availability of a reliable internal charge reference does not
present a big challenge for conducting thin films in electrical
contact to the spectrometer. Such samples typically exhibit a clear
cutoff in the density of states at the Fermi level (called Fermi cutoff
or the Fermi edge, FE), which serves as a natural zero on the BE
scale. Figure 11(a) shows a few examples of the FE regions recorded
from Au, Ag, and Cu sputter-etched samples used for instrument
calibration. Although the recorded signal intensity varies between
the three metal specimens, in all cases the abrupt drop at around
0 eV is observed. The cutoff position can be precisely determined
from the signal derivative [cf. Fig. 11(b)], which has the form of a
distinct peak. In the representative cases shown in Fig. 11(b), peaks
are centered at 0 eV, which confirms correct instrument calibration
and good electrical contact between the specimen and the
spectrometer.

The usefulness of the FE from metal specimens for calibration
of the BE scale was recognized already in the early 1970s.151–155 At
that time, FE of Pd or Ni was often used to establish the position
of the core-level peaks such as Cu 2p3/2, Ag 3d5/2, or Au 4f7/2 on
the BE scale. Both Ni and Pd are suitable for that purpose as they
possess FE in the d-band of the conduction electrons, which pro-
vides relatively high signal intensity. This is a crucial point as even
with modern spectrometers, measurements over FE with fine steps
required (typically 0.05 eV or less) are time consuming.

The issue of charge referencing becomes also challenging, if
not undoable, in the case of semiconducting or insulating speci-
mens, as the position of the FL cannot be experimentally accessed.
Numerous efforts have been undertaken to develop universal
charge referencing procedures, including referencing to the C 1s
peak of adventitious carbon (AdC),156–158 noble metal
decoration,159–163 noble gas atom implantation,164,165 deposition of
organic layers,166–168 “biased” referencing,169,170 or the use of
Auger parameters.171–174 Each of these methods has limitations
and problems and, consequently, the lack of an internal energy ref-
erence remains a fundamental problem/limitation in modern XPS.

The method based on adventitious carbon contamination is
the most commonly used, predominantly due to its simplicity and
the fact that AdC is handedly found on all samples exposed to
atmosphere. The position of the C 1s peak of AdC is recorded and
the C—C/C—H component of the C 1s spectrum is often set at the
arbitrary chosen BE selected from the range 284.6 to 285.2 eV.158
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Values outside of this interval are, however, not uncommon in the
XPS literature.97,175 The same rigid BE shift is then applied to all
sample signals, hence assuming that the correction is independent
of the electron kinetic energy.

It has to be emphasized that despite its broad use, the C 1s
method has a 50-year-long history mapped by rather extensive crit-
icism that appeared especially in 1970s and early 1980s.176 The
raised objections concerned the unknown chemical composition of
the AdC layer,177 its unknown origin,178 and the uncertain or arbi-
trarily chosen position of the C 1s peak.179–181 Markedly, with
time, critical voices became overrun by the ongoing avalanche of
XPS papers that rely on the AdC referencing. Is the majority always
right in science?

Recent systematic studies on the use of AdC layers for BE ref-
erencing unequivocally confirmed early objections to this technique

and identified additional problems.94,182,183 In these experiments,
the accuracy of the C 1s referencing was tested on samples that
possess an independent (and reliable!) internal reference, i.e., the
FL cutoff. This approach allowed to exclude potential influence of
charging phenomena and lead to a number of conclusive results
such as (a) the chemical nature of AdC depends on the substrate,
the type of environment it has been exposed to, and the exposure
time, (b) the BE of the C—C/C—H C 1s peak of AdC depends on
the substrate it accumulates on, (c) it may vary by as much as
2.66 eV, which is more than typical chemical shifts, and much more
than what is specified in the ISO and ASTM documents, and (d)
the AdC layers are not in electrical equilibrium with the specimens
they accumulate on, which results in vacuum-level (rather than the
assumed Fermi level) alignment. As a consequence of that, the sum
of the measured BE of the C—C/C—H C 1s peak of AdC and the
sample work function fSA (obtained from the same surface by
Ultraviolet Photoelectron Spectroscopy, UPS,184,185 immediately
after XPS analyses) is constant at 289.58 ± 0.14 eV.183 The work
function may vary by several eV from sample to sample and is
known to be very sensitive to many variables like surface cleanli-
ness,186 roughness,187,188 crystalline phase, or crystal orientation.189

This obviously disqualifies the AdC method from charge referenc-
ing. Blind use of this approach can lead to unphysical effects such
as density of states above the Fermi level94 and in some cases con-
tradicts the basic principle of photoelectron spectroscopy that the
same chemical state gives peaks at the same binding energy.190 We
want to make our opinion clear that present international standards
and many instrument manufacturers operational manuals are not
providing all correct guidance in this matter.

So, the essential question (not only for this tutorial) is—how
to reference XPS spectra? The following is our recommendation:

- For metallic samples, use the Fermi edge as the most reliable
internal reference,

- For samples conductive enough to perform UPS, use the work
method, that is, obtain sample work function in the same session
as XPS (to be absolutely sure that the same surface is analyzed
by both techniques) and set the C 1s peak of AdC at 289.58
−fSA eV.

- For insulating samples, there is currently no reliable referencing
method—refrain from stating any binding energy for a fact and
focus instead on spectral changes (either within sample series or
with respect to the reference).

- All samples: abandon the conventional AdC-C 1s method that
sets the C 1s peak at an arbitrary chosen BE—no method is
better than a wrong one.

- Often it is not necessary to focus on extracting absolute BE values
and more information can be obtained by analyzing evolution of
spectral features in sample series.124,191,201

As a final note on this topic: one can still use the C 1s for ref-
erencing if the sample of interest contains known carbon com-
pounds other than AdC. In such case, the problems mentioned
above do not apply, as long as one is able to verify that the concen-
tration of AdC at the surface is so low that it does not yield peak
contributions in the C 1s spectrum.

FIG. 11. (a) Fermi edge (FE) regions recorded from Au, Ag, and Cu sputter-
etched samples used for instrument calibration. In all cases, the abrupt drop at
around 0 eV is observed. The precise position of the FE is determined from the
signal derivative (b). The fact that peaks are centered at 0 eV confirms
(i) correct instrument calibration and (ii) good electrical contact between the
specimens and the spectrometer.
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C. Charge neutralizer (flood gun)

The cases where conductivity is confirmed to be sufficiently high
are not so common, and with exception for metallic samples, in prin-
ciple one can never a priori exclude the possibility that sample charges
up during a XPS measurement. This is unfortunate as the surface
potential has a direct effect on BE of core-level peaks, which is the
essential information to be extracted and further used for identification
of chemical states. Moreover, even during and after the measurement,
it is difficult to completely rule out the influence of sample charging
on the peak position, unless shifts are significantly larger than ∼2–
3 eV, in which case it becomes obvious that they cannot be caused by
changes in the chemical state. A good indicator for that one deals with
charging (and not a chemical shift) is that all core-level peaks shift to
higher BE (not necessarily by the same amount, though).

To neutralize the negative charge loss and to enable spectra
acquisition from poorly conducting samples, low-energy elec-
trons192 or a combination of electrons and ions (supplied by the
so-called flood gun) is used. It has to be emphasized that flood
guns do not guarantee charge neutrality on the surface and more
often under- or over-compensation takes place resulting in that
peaks appear at either too high or too low BE.83 Thus, these
devices should not be considered a panacea for the charge referenc-
ing problem (see Sec. V B), although their usefulness is unquestion-
able and worthwhile spending time optimizing.

The use of charge neutralizers during XPS analyses requires
caution. It is not uncommon that additional spectra features appear
due to non-uniform (differential) charging. This possibility needs
to be considered during spectra interpretation especially if it is
known that samples are non-homogenous (in both lateral and ver-
tical directions).

D. Energy resolution

Energy resolution in XPS should not be confused with the
energy step selected for the analysis. The former is the smallest
energy difference between two electrons that are still detected as
arriving with different energy, while the latter determines the
energy spacing between two adjacent data points in the spectrum.
The energy resolution is determined by the instrumental factors
such as dispersion of the x-ray source and monochromator and the
energy resolving power of the analyzer.193 Only the latter can be
easily affected by selecting the pass energy Epass value (see
Sec. II A). While the specific values of pass energy that provide the
best resolution are instrument-model specific, the general rule is
that the energy resolution improves with decreasing Epass. A useful
measure of the instrument energy resolution can be obtained by
measuring the Fermi edge from sputter-etched calibration samples
such as Ag, Au, or Cu foils. Such measurement has the advantage
over other methods that are used to quantify energy resolution
(e.g., measurements of FWHM of the Ag 3d5/2 peak from sputter-
etched Ag sample) in that it is independent of the natural core-level
line width (see also Sec. II E). The idea is illustrated in Fig. 12(a),
in which FE of Ag sample is recorded with different pass energies
from the 110 μm2 area centered in the middle of the sputter-etched
crater. Clearly, the FE has a shape close to a step function in the
case of the lowest Epass = 10 eV and becomes smeared out as the
pass energy increases to 40 and 80 eV. We note here that the

thermal broadening of the Fermi–Dirac function given by kBT is
ca. 0.025 eV at room temperature, i.e., with no impact on the dis-
cussed results. To get a quantitative measure of instrument resolu-
tion, one can differentiate the FE spectra and estimate the FWHM
of resulting peaks. As can be seen in Fig. 12(b), in this particular
example, the energy resolution varies from 0.82 eV with
Epass = 80 eV to 0.32 eV with Epass = 10 eV. Noteworthy, the gain in
resolution is accompanied by a severe drop in signal intensity (and,
hence, the signal-to-noise ratio, cf. Sec. V H) as lower pass energy
means that electrons passing through the analyzer have lower
speed; hence, the number of electrons per unit time (e.g., electron
current) decreases. The former conditions would be appropriate for
survey (wide energy range) scans, in which case the focus is to
obtain a spectrum with a high signal-to-noise ratio (cf. Sec. V H)
to determine what elements are present in the sample. The latter
condition would be selected for high-resolution (narrow range)
scans that focus on revealing all fine details of core-level spectra on
the expense of acquisition time that in extreme cases (core levels

FIG. 12. (a) Fermi edge recorded from sputter-etched Ag sample with different
values of pass energy. (b) Derivative of spectra shown in panel (a). The peaks’
full-width-at-the-half-maximum is a measure of experimental resolution.
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with low cross sections for photoionization and/or low element
concentrations) may extend over several hours.

E. Electron emission angle

Another critical parameter to examine is the electron emission
angle θ (conventionally measured from the surface normal), which
directly affects the probing depth that varies as 3λ cos θ (see
Sec. II F). In some treatments, a take-off angle f is used instead
(measured from the surface plane), in which case the probing depth
becomes 3λ sinf. Varying the probing depth by varying θ is particu-
larly useful in studies of chemical or elemental variations within the
top 10 nm, provided that samples are sufficiently flat (i.e., the surface
roughness is negligible in relation to the thickness of individual
layers to be studied).194,195 Some examples include surface oxides,
contaminations, and treatment or degradation layers. An example of
how large the spectral variation can be is given in Fig. 13, in which
Zr 3d and B 1s core-level spectra acquired from air-exposed ZrB2
thin film are shown. Detailed discussion on this signal-rich spectrum
is presented in Sec. VI C. For the purpose, here we note that the
sample has a structure (native oxide) ZrB2 with major peaks identi-
fied as (in order from low to high BE) Zr 3d5/2 (Zr—B) at 179.0 eV,
Zr 3d3/2 (Zr—B) at 181.4 eV, Zr 3d5/2 (Zr—O) at 183.5 eV, Zr 3d3/2
(Zr—O) at 185.9 eV, B 1s (B—Zr) at 188.1 eV, and B 1s (B—O) at
192.8 eV. With increasing electron emission angle θ, the effective
probing depth decreases, which results in that the intensities of all
peaks due to electrons originating from deeper-lying ZrB2 volume
(Zr 3d doublet at lowest BE and B 1s peak at 188.1 eV) decrease with
respect to signals from the top oxide layer. At θ = 0°, the former
peaks dominate, while their intensities become negligibly small for
θ≥ 75°. This is a direct consequence of the fact that by tilting the
sample between these two angles the probing depth is reduced
approximately four times. The measurement principle illustrated
with spectra shown in Fig. 13 is called angle-resolved XPS and consti-
tutes basics of a non-destructive depth profiling.196

If the surfaces and interfaces involved are flat on the atomic
scale, one can use tilt angle-dependent XPS for an estimate of the
top layer thickness. This is done with the help of the Hill equa-
tion197 as described in the end of Sec. VIII B.

Apart from the surface roughness another critical parameter
that has a direct effect on the angle-dependent measurements of
the type presented in Fig. 13 is the acceptance angle of the entrance
slit of the electron energy analyzer (cf. Sec. II A).

F. Sample stability test

While working with new/unknown materials systems it is
always advisable to perform a sample stability test prior to any
further analyses. Contrary to common belief that XPS is a non-
destructive technique, there is a solid experimental evidence for that
the exposure to the x-ray beam may trigger a number of processes
such as bond breaking, defect creation, changes in surface composi-
tion, desorption of weakly bonded species, amorphous-crystalline
phase transition, interdiffusion, segregation, and melting.141–145 All
of these can be revealed by following spectral changes as a function
of x-ray exposure time. The risk of beam damage is not as high as
with AES, but cannot be a priori neglected especially with the use of
focused x-ray sources for small spot XPS analyses. Organic materials

are typically more prone to beam damage. One should, however,
never take for granted that all other material classes exhibit excellent
stability. Examples of inorganic materials that are sensitive to
photon-induced damage are oxides and salts.

For particularly fast changes (on the time scale of seconds),
one can with advantage use the snapshot function available on
some instruments (e.g., Axis Ultra DLD, Kratos Analytical, UK),
which allows to record core-level spectra without scanning the pho-
toelectron energy. In such arrangement, the analyzer is set at the
energy that corresponds to the center point of the core-level spec-
trum and the energy width of the recorded region is determined by
the value of pass energy (ca. 10% of Epass ). This allows for acquisi-
tion with the time resolution of the order of one second or less on
the expense of energy resolution.

The sample stability should be tested with instrument settings
that are planned to be used during the actual data acquisition (the
most critical one being x-ray power) and for the time period that is
necessary to record complete set of spectra. If beam damage is
detected, the possible remedy is to move the analysis area from one
spot to another, while not exceeding the critical analysis time at
each spot. One needs to be pay attention, though, to the actual
x-ray spot size on the surface, which, in general, is not the same as
the analyzed area.

G. Measurement sequence and selection of scan
parameters

It is a good practice to start analyses with an overview (survey
or wide range) scan typically covering as wide energy range as

FIG. 13. Zr 3d and B 1s core-level spectra acquired from air-exposed ZrB2 thin
film. Spectra are recorded as a function of the electron emission angle θ that is
varied from 0° to 85° (with respect to the surface normal) by tilting the sample.
Since the effective probing depth decreases with increasing θ, the intensity of
all signals originating from deeper-lying ZrB2 volume decreases with respect to
that from the top native oxide layer.
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feasible, starting from 1200 to 1300 eV (depending on the excitation
source energy) and ending on the other side of scale, e.g., −2 to
−5 eV. The goal is to acquire as many peaks as possible to get an
idea about the type and concentration of elements present in the
sample. For that reason, the signal intensity is of primary concern;
hence, higher pass energy is preferred (cf. Sec. V D). In addition,
survey spectra allow to: (i) determine exact energy regions for high-
resolution scans, (ii) identify problems with peak overlap [cf. the
case of N 1s and Mo 3p3/2 in Fig. 6(a)], (iii) get an idea about peak
and background levels for core levels of interest, which can be used
to determine the number of sweeps required for a certain
signal-to-noise ratio (see Sec. V H), and (iv) check the contamina-
tion level (thickness of native oxide and adventitious carbon layers).

At this point, one has enough information to decide upon the
further strategy, which needs to be chosen appropriately to the
research question that needs to be answered. Typical concerns are
as follows:

(i) should the sample be sputter-etched? (see Sec. III C)
(ii) should a charge neutralizer be used? (see Secs. II G and V C)
(iii) which core levels should be recorded with high energy

resolution?
(iv) how long scanning time is necessary for core levels of inter-

est? (see Sec. V H)
(v) should the core-level spectra be recorded sequentially (i.e.,

complete all sweeps over one region before moving to the
next one) or in parallel (i.e., record the first sweep over all
regions before recording the second one)? (see Sec. VI D)

In the next step, high-resolution (narrow-range) scans are
conducted over regions of interest. For this, lower pass energy is
used to improve energy resolution (see Sec. V D). The energy range
is determined from a survey spectrum. Care should be taken not to
truncate the spectrum on either side. The background often
extends relatively far to the high BE side, thus adding several eVs
does not hurt and pays back during spectral analysis. It is even
more so, if peak fitting should be conducted, in which case the
proper selection of background end points is critical for the final
results. Thus, one has to be absolutely certain what constitutes the
background level and what belongs to the spectral features. The
energy step, ΔE typically in the range 0.05–0.1 eV, depends on
the peaks’ width and the absolute minimum is ten data points over
the peaks’ width, i.e., ΔE ¼ FWHM/10. The time per step (i.e., the
dwell time) and the number of sweeps are selected based on
the required signal quality (described in quantitative terms by the
signal-to-noise ratio, see Sec. V H, which scales with the square root
of the acquisition time) and the total acquisition time available. The
latter is often limited not only by the instrument availability, but also
by possible adsorption of background gas molecules on reactive sur-
faces. In most cases, it is possible to adjust the number of sweeps
during data acquisition. If samples are laterally homogenous and not
prone to beam damage (see Sec. V F), the analysis area is selected as
large as possible to maximize signal intensity. If sputter etch is to be
used, one needs to make sure that the selected analysis area is in the
center of the sputter-etched crater.

One can in addition to the analysis that is performed at a spe-
cific area on the sample surface acquire line scans or even conduct

area analysis to map out lateral changes in surface chemistry (see
examples in Sec. VIII E). Other types of special measurements
include angle-resolved XPS (cf. Fig. 13) and sputter-depth profiling
(see Secs. VIII C and VIII D).

H. Signal-to-noise ratio

A very relevant question often asked while setting up the XPS
measurement is—how long scanning is necessary? The lower time
limit is set by the spectrum quality, which has to be sufficient for
reliable conclusions. The upper limit is determined by the instru-
ment availability and/or the analysis cost. Here, a very helpful but
rarely consciously considered parameter is the signal-to-noise ratio
(S/N), which allows to describe spectrum quality in a more quanti-
tative way. S/N can be expressed as a function of peak and back-
ground intensity, P and B, respectively,198

S
N

¼ P � Bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N2
P þ N2

B

p , (10)

in which NP and NB are peak and background noise, respectively.
Note that all quantities in Eq. (10) are measured in total counts
(not counts per unit time, which is the most common way to plot
XPS spectra). The fact that the S/N ratio apart from the signal
strength also depends on the background intensity implies that typ-
ically S/N decreases with increasing BE due to the increase in the
inelastic background level. Since NP and NB are expressed as a
square root of the total number of counts, NP ¼ ffiffiffi

P
p

and
NB ¼ ffiffiffi

B
p

, Eq. (10) can be rewritten as

S
N

¼ P � Bffiffiffiffiffiffiffiffiffiffiffiffi
P þ B

p , (11)

or in a more practical way as

S
N

¼ P1 � B1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P1 þ B1

p ffiffiffi
n

p
, (12)

where P1 and B1 are the peak and background intensities after the
first sweep and n stands for the number of sweeps. While the two
former quantities are determined by the specimen type and as such
cannot be modified, the only choice for controlling the
signal-to-noise ratio (for a given analysis area, pass energy, and
x-ray power) is by selecting a proper number of scans over the
energy region of interest. Many modern instruments offer the pos-
sibility to modify the number of sweeps during data acquisition,
which greatly simplifies the task. After the first series of sweeps
over core levels of interest has been completed, one may estimate
based on obtained P1 and B1 values, how many sweeps are required
for each spectrum to reach the satisfactory S/N ratio.

To illustrate practical implications of Eq. (12), we consider
C 1s spectra recorded from two metallic thin film samples: Ti and
Hf. Films were exposed to atmosphere for several months and as a
result of that both contain a similar amount of adventitious carbon
(AdC, see Sec. V B) at the surface. Figure 14 shows the survey
spectra obtained from both specimens. Already at a first glance one
can note essential difference: while the C 1s peak intensity is
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similar in both cases, the background level is not. In the case of
AdC/Hf sample, the C 1s peak is superimposed onto high inelastic
background due to intense Hf 4f and Hf 4d lines (both with
relatively high sensitivity factors, see Sec. VI D). In contrast, for the
AdC/Ti specimen, the strongest signal from the substrate (Ti 2p) is
at higher BE than the C 1s peak, thus the background level in the
energy range 280–300 eV is low, determined by weak Ti 3p and Ti
3s lines (both with low sensitivity factors).

What are the corresponding consequences for data acquisition?
Figure 15 shows two sets of narrow-range C 1s spectra from AdC/Ti
and AdC/Hf samples recorded with identical instrument settings.
The number of sweeps increases from n = 1 (at the bottom) to 300
(on the top). Obviously, for both samples, spectra quality improves
with increasing number of scans. Despite the same C content at the
surface, however, the signal recorded from the AdC/Ti sample
appears “less noisy” as the background level is lower than for the
AdC/Hf-sample C 1s spectra. This effect is quantified by the corre-
sponding signal-to-noise values indicated in the figure. For the AdC/
Ti sample, S/N = 2.7 after the first sweep, while in the case of AdC/
Hf film even after five sweeps S/N is only 1.9. Similar spectra quality
is obtained for AdC/Ti with n = 5 (S/N = 6.1) and AdC/Hf with
n = 30 (S/N = 5.6). Thus, about six times longer acquisition is
required in the latter case! Even after 300 sweeps S/N is relatively low
at 15.1 for the C 1s spectrum of the AdC/Hf specimen. In contrast,
the corresponding spectrum from AdC/Ti sample shows decent
quality after 100 sweeps (S/N = 22) and after an additional 200 scans,
the quality can be considered as acceptable (S/N = 36.2). Obtaining
similar C 1s spectrum quality from the AdC/Hf sample would
require about 1800 scans, which is not feasible. This illustrates prob-
lems that may arise during data acquisition and, at the same time,
also suggest solutions like proper selection of substrate material. In
general, the inelastic background implies that the higher the BE of

the core-level signal of interest, the more effort is required to obtain
high S/N values.

Other means of improving the signal-to-noise ratio include
the use of higher pass energy or higher x-ray power. The negative
consequence of the former is a worsened energy resolution (see
Secs. II A and V D). As illustrated in Fig. 2 in the range of low
Epass, the gain in S/N is relatively large with minute increases in
pass energy. Thus, if the energy resolution is not of a primary
concern, higher Epass values can be an attractive option to save
measurements time. The negative side of using higher x-ray power
is, however, a shortened anode lifetime.

To summarize, although the level of acceptable spectral noise
may be a question of taste, S/N lower than ∼20 is acceptable only
in exceptional cases (e.g., very low element concentrations and/or
low photoionization cross sections that would require unfeasible

FIG. 14. Survey spectra recorded from Ti and Hf metallic thin film samples that were
exposed to atmosphere for several months and, as a result of that, both contain a
similar amount of adventitious carbon (AdC). Spectra are plotted with the absolute inten-
sity numbers. P and B denote the total number of counts that correspond to the C 1s
peak and background in spectrum recorded from the AdC/Hf sample, respectively.

FIG. 15. Two sets of C 1s spectra acquired from (left) Ti and (right) Hf thin film
samples covered with adventitious carbon (AdC) that illustrate the effect of
signal-to-noise (S/N) ratio on the spectra appearance. All spectra are recorded
with identical instrument settings. n denotes the number of sweeps. Both n and
S/N decrease from top to bottom. Difference in spectra quality between AdC/Ti
and AdC/Hf samples is due to significantly higher inelastic background in the
latter case.
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amount of measurement time). As a rule of thumb, S/N higher
than ∼30 is desirable, while to ensure that no spectral detail is lost
in the noise S/N≳ 100 is necessary. For S/N≳ 200, any noise
becomes essentially invisible (one example is the Zr 3d spectrum
shown in Fig. 13).

The signal-to-noise ratio has also other practical implications.
It determines the signal measurement uncertainty (i.e., the experi-
mental error in quantification) and detection limits, both of which
are useful to assess. See Ref. 55 for further reading.

VI. SPECTRA ANALYSIS

A. Survey scans

The primary information extracted from wide-range (or survey)
scans is the sample elemental composition. This procedure is
referred to as qualitative elemental analysis and the question to be
answered is what elements are present in the sample (in contrast to
quantitative elemental analysis, which answers how much of each
element is present in the sample, see Sec. VI D). Survey spectra are
typically recorded with relatively high pass energy to ensure that the
signal-to-noise ratio is high so that also weak signals are detected.
The wide energy range ensures that peaks due to all core electron
levels that can be excited with the incoming photons are acquired.
As the electronic structure is element-specific, it is easy to verify
what elements are present in the sample by comparing recorded BE
values to XPS handbooks (see Refs. 45–51). The critical point is that
the presence of a specific element is confirmed only if all its core-
level peaks appear in the survey scan. For that reason, XPS is referred
to as the fingerprint technique. The complete analysis of XPS survey
scans requires that all peaks and other spectral features are identified
(and labeled in a publication, preferably).

It is highly recommended to perform the analysis of survey scans
before acquiring narrow range spectra. Not only to identify what core
levels need to be recorded, but also what energy intervals should be
used and what S/N ratios can be expected (and hence how long time
the analysis will take). Doing things in this order saves time.

A thing to keep in mind when looking at the wide energy
range scan is that the probing depth increases with decreasing
binding energy (increasing electron kinetic energy). This is particu-
larly important for samples with a non-homogenous composition
such as multilayered thin films, layers with compositional gradients,
or samples after all sorts of surface treatments (e.g., corrosion or
wear tests). In such cases, one should carefully consider which
core-level signals of a given element should be analyzed in detail—
choosing the strongest lines (as is typically done) may not be the
best option, as we scrutinize below for the case of Mg—Al alloy.

For the survey scan recorded with Al Kα radiation
(hν = 1486.6 eV) that covers the range 1300-0 eV, the sampling
depth confusion about compositional information can be substan-
tial. Within this BE interval, the electron kinetic energy varies from
186.6 to 1486.6 eV [here we neglect spectrometer work function,
which is relatively small, cf. Eq. (7)]. As an example, we look at
Mg-Al alloy specimens, where one realizes that the 95% of the Mg
1s signal (EB = 1303.0 eV, Ekin = 183.6 eV) originates from the first
∼2.3 nm, while the probing depth for the Al 2p electrons
(EB = 72.9 eV, Ekin = 1413.7 eV) is ∼8.4 nm, i.e., more than a factor
of ×3 larger.71 Hence, to ensure that the probed sample volume is

similar for both Al and Mg signals it may be more relevant to
record the Mg 2p core level (EB = 49.8 eV, Ekin = 1436.8 eV). The
effort cost in that case is rewarding, despite a significantly longer
measurement time, as the photoionization cross section for the Mg
2p signal is more than 15 times lower than that of Mg 1s.

Survey spectra can also provide quantitative information about
sample elemental composition. Due to poor energy resolution such
estimates are not as precise as those based on narrow-range scans,
yet they are useful if a quick estimate of sample stoichiometry is
required.

In some cases, survey spectra also contain information about
vertical distribution of elements.199 Spectra recorded from multilay-
ered samples with the top layer thickness comparable to (or shorter)
than the XPS probing depth are a serving example. To illustrate that
we show in Fig. 16, a set of survey spectra recorded from TiN/HfN
bi-layer samples with varying thickness of the top TiN layer (from 0
to 42.7 nm). As the thickness of the TiN layer increases, all core levels
from HfN (Hf 4f, Hf 4d, and Hf 4p) decrease in intensity due to
signal attenuation in the TiN overlayer and eventually disappear
completely once the TiN thickness exceeds ∼11 nm. Markedly, this is
accompanied by a background increase on the high BE side of Hf
core-level peaks, best visible in the case of Hf 4d doublet for the TiN
thickness in the range 2–8 nm. The reason for the latter is an increase
in the number of electrons that are emitted from the HfN film and
inelastically scattered in the TiN overlayer [any loss of kinetic energy
translates into higher binding energy, cf. Sec. II A and Eq. (1)]. Such
electrons can be detected even in spectra recorded from samples with
the overlayer thickness exceeding the effective attenuation length
several times, i.e., too thick for any electron from the underlying layer
to pass without collisions and be detected at the original peak posi-
tion. This is the case for samples with TiN overlayer thickness of 10.7
and 13.3 nm. Eventually, not even these electrons are detected for yet
thicker TiN overlayers (e.g., 42.7 nm) and the TiN/HfN survey
spectra become indistinguishable from that acquired from the TiN
film. Thus, peculiar background shapes, such as those observed for
the samples with the TiN thickness in the range 2–8 nm, should not
be neglected during analysis, especially if the element segregation is
not a priori expected. When in doubt or undecisive for spectra inter-
pretation, it is recommended to consult data from cross-sectional
analytical transmission electron microcopy with elemental mapping.
The combination of spectroscopy and microscopy is particularly
powerful for surface as well as materials science.

B. Narrow-range (high-resolution) spectra

The main attractor of XPS analysis is the possibility of narrow
energy range spectra, which are routinely recorded with lower pass
energy settings to achieve high energy resolution (see Sec. V D). In
order to extract authentic information about the surface chemistry,
the process of XPS spectra analysis has to include all major core-
level signals. The first thing to determine is how many peaks are
expected for a single chemical state. As outlined in Sec. II E, except
for “s” levels (even here with some exceptions!) one chemical state
is represented by a spin–split doublet with a well-defined energy
separation and area ratio. Hence, for a skilled practitioner, it is
usually possible to determine upon a first glance how many chemi-
cal states of a given element are present. Often, spectra contain
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multiple overlapping contributions, either due to chemical shifts
being smaller than the peak width or the energy separation
between spin–split doublets. Sometimes also the overlap with other
core-level signals takes place. In such cases, to separate individual
contributions, peak fitting is performed.

C. Peak fitting

In the process of peak fitting (also sometimes incorrectly
referred to as deconvolution),200 the background function is first
selected to model the inelastic electron background and in the next
step core-level spectrum is decomposed into two or more compo-
nent peaks to best match the experimental data. The purpose of
peak fitting is to extract information that may not be apparent from
simple visual judgement of the recorded spectra. The most common
peak shapes include Gaussian, Lorentzian, and the mixtures thereof
(Voigt functions), while to model a background linear, Shirley or
Tougaard functions are used.15 In the ultimate case, the self-
consistent peak models of all major core levels provide a complete
description of surface chemistry. As correctly performed peak fitting
requires much time and effort, one should always first consider
whether it is indeed necessary to peak fit the spectra. For example, if
quantification is the only purpose of XPS analysis and there are no
overlapping signals that need to be separated, the peak fitting
becomes redundant. Quantification can be equally well done based
on peak areas (provided that the S/N ratio is high enough, see Sec. V
H); hence, only proper background selection is necessary.

Peak fitting is recommended in the following situations:

- for quantification on samples where core-level spectra overlap
and no alternative signals can be recorded [cf. the N 1s spectrum

of MoN shown in Fig. 6(a), which overlaps with the Mo 2p3/2
signal], and

- for quantification of chemically shifted components in the core-
level spectrum of the same element.

Often the peak fitting is followed by direct comparison of
extracted peak positions to BE values published in XPS databases
or in the literature. Based on that comparison, peaks in the fitted
spectra are assigned to particular chemical bonds that are then
claimed to be present at the surface. While there is nothing funda-
mentally wrong with this approach, it suffers from the fact that the
reported BE values for the same chemical state of a given element
may show a spread, which is of the same order as the BE difference
between two different chemical states. For example, the NIST data-
base54 contains 91 entries for TiO2 with the Ti 2p3/2 BE varying
from 458.0 to 459.6 eV (ΔBE = 1.6 eV!) and O 1s from 529.4 to
531.2 eV (ΔBE = 1.8 eV!). Another often studied material system is
Al2O3 (60 entries), in which case the Al 2p peak position varies
from 71.1 to 76.2 eV (ΔBE = 5.1 eV!), and that of the O 1s peak
from 528.3 to 533.1 eV (ΔBE = 4.8 eV!). The compounds men-
tioned within themselves obviously exhibit polytypism, variation in
stoichiometry, lattice defects, and contamination. A relevant ques-
tion for one’s sample is then if a match to reference values should
even be expected. Making comparison of obtained spectra to those
from pure single-crystal references may nevertheless be valuable.
The problem is most severe for oxides due to the insulating charac-
ter of such samples and the necessity of using charge neutralizers
(see Sec. V C). It does, however, occur also for samples with very
good conductivity including metals, e.g., (ΔBE = 1.0 eV for Zr 3d5/2
peak of metallic Zr).54 Such large spread in reported BE values
clearly prevents unambiguous assignment of observed spectral fea-
tures and, in the worst-case scenario, creates room for “proving”
the existence of a priori assumed bonding states. Thus, relying
exclusively on the comparison to databases implies significant risks
of incorrect bonding assignment, an arbitrary spectral interpreta-
tion, and, in the end, contradictory and often unreliable results.

For these reasons, in the peak fitting workflow suggested below
the strongest emphasis is put on the qualitative and quantitative self-
consistency between core-level spectra of all elements present in the
sample.201 The credibility of analysis is further enhanced through the
use of properly selected reference samples. Detailed point-by-point
description of the workflow follows in Secs. VI C 1–VI C 6 using as
examples the real case studies of oxide growth on polycrystalline
ZrB2 and TiN films deposited by dc magnetron sputtering.

1. The role of less-complex (reference) samples

It is recommended to perform peak fitting in an order of
increasing complexity, i.e., starting with the spectra that contain
less features and are, hence, easier to fit. Typically, this would
be data acquired from the properly selected reference samples
(see Sec. IV D) that are characterized by simpler chemical and/or
elemental composition. The details of such peak model (peak posi-
tions, energy separation, area ratios, and more) can then serve as
an input for fitting spectra obtained from more complex materials,
where peak overlap is likely to take place. The critical point is that
spectra from reference samples should be recorded under the same
experimental conditions as those from the series of interest. For

FIG. 16. Set of survey spectra recorded from TiN/HfN bi-layer samples with
varying thickness of the top TiN layer (from 0 to 42.7 nm). As the thickness of
the top TiN layer increases, all core levels from HfN decrease in intensity due to
signal attenuation in the TiN overlayer and eventually disappear completely
once the TiN thickness exceeds ∼11 nm. This is accompanied by a background
increase on the high BE side of Hf core-level peaks, best visible in the case of
Hf 4d doublet for the TiN thickness in the range 2–8 nm, caused by inelastic
scattering in the top TiN layer.
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that consistency reason, using reference spectra from literature is
not advised. The best practice is to include reference samples in the
planned sample set and to obtain spectra from all surfaces in one
data acquisition session, which also eliminates possible influence of
day-to-day variation in the instrument performance.

As an example of how useful the reference samples can be, we
consider the peak fitting of Zr 3d core-level spectrum recorded from
air-exposed ZrB2 thin film shown in Fig. 17. The spectrum is quite
complex and shows (at least) six different peaks of varying intensity,
width, and shape. The peaks are tentatively identified as (in order
from low to high BE): Zr 3d5/2 (Zr—B) at 179.0 eV, Zr 3d3/2 (Zr—
B) at 181.4 eV, Zr 3d5/2 (Zr—O) at 183.5 eV, Zr 3d2/2 (Zr—O) at
185.9 eV, B 1s (B—Zr) at 188.1 eV, and B 1s (B—O) at 192.8 eV.
The detailed fitting of such complex spectrum aiming at extracting
relative fractions of Zr—B and Zr—O bonds is, however, compli-
cated because of the severe overlap between all components and, if
attempted without any extra input, would likely result in a peak
model of low reliability. For that reason, we use as an input detailed
peak models developed for Zr 3d spectrum of ZrO2 sample [cf.
Fig. 17(c)] and Zr 3d/B 1s spectrum of native ZrB2 surface [cf.
Fig. 17(b)]. The latter is obtained from the ZrB2 film passivated
with a few nm thick Al capping layer applied right after the growth,
i.e., without exposing the film to air.66 All spectra are fitted with the
most popular Shirley backgrounds. The Zr 3d portion of the spec-
trum from native ZrB2 surface features a pair of 3d5/2–3d3/2 spin–
split peaks with pronounced asymmetry due to significant DOS at
the Fermi level giving rise to additional energy losses, which can be
well-modeled by a blend of Doniach–Sunjic202 and Gaussian
Lorentzian functions available, for example, in the CasaXPS soft-
ware. The obtained 3d3/2/3d5/2 area ratio is 0.66, i.e., essentially the
same as theoretically expected 2:3, which justifies the choice of
fitting functions. The FWHM values for both peaks are very close at
0.50 and 0.53 eV, while the BE splitting is 2.38 eV. The B 1s peak is
fitted with Voigt function (20% Gaussian and 80% Lorentzian). The
Zr 3d spectrum of ZrO2 features symmetric peaks (due to the insu-
lating nature of this material) that are well-represented by Voigt
functions (70% Gaussian and 30% Lorentzian) with the 3d3/2/3d5/2
area ratio of 0.68. The peaks FWHM are 1.14 and 1.15 eV, while the
BE splitting is 2.38 eV (i.e., identical to that of Zr 3d peaks in ZrB2).

In the next step, the peak shapes (for Zr 3d and B 1s peaks), 3d3/
2/3d5/2 area ratios, the 3d3/2–3d5/2 BE splitting, BE splitting between
the B 1s and Zr 3d5/2 peaks (9.02 eV), obtained from fitting the native
ZrB2 and ZrO2 spectra are used to model the spectrum of oxidized
ZrB2 shown in Fig. 17(a). To make sure that these parameters remain
at the required values, we use the constraints available in the CasaXPS
software. The highest BE peak due to the B 1s signal of B—O bond is
modeled with the same line shape as the B 1s B—Zr peak, that is
(20% Gaussian and 80% Lorentzian). As can be judged from the
figure the fit quality is very good, the fitted curve (shown in red)
closely follows the raw data. The obtained Zr—O/Zr—B ratio is 1.53.

Another example of crucial role of reference samples is the
modeling of Ti 2p spectra of TiN films exposed to higher tempera-
tures (referred to as venting temperature, Tv, see Figs. 18–21).

201 In
this case, the spectra from TiN film capped with Al passivation
layer to prevent oxidation are used.66 Ti 2p and N 1s spectra
obtained from such sample are representative of native TiN and,
once fitted, can properly represent the signal from the non-oxidized

volume of heat-treated TiN films. As shown in Fig. 18(a), the Ti 2p
spectrum requires to be fitted with two pairs of spin–orbit split
2p3/2–2p1/2 components corresponding to the primary and the sat-
ellite Ti–N peaks. The first pair (denoted as “TiN” and indicated in
blue) appears at 455.0 and 461.0 eV, respectively, while the satellite
features (“TiN-sat” shown in green) are shifted by 3.0 eV toward
higher BE with respect to the primary peaks. The presence of satel-
lite peaks in the TiN spectra is well documented in the literature
although the exact origin is still debated.58,203,204 Satisfactory fit of

FIG. 17. Illustration of the central role of reference ZrB2 and ZrO2 samples for
reliable peak fitting of complex core-level spectra of air-exposed ZrB2 film with
native oxide. Zr 3d/B 1s core-level spectra recorded from (a) air-exposed ZrB2
thin film, (b) the ZrB2 film passivated with a few nm thick Al capping layer
applied right after the ZrB2 growth, i.e., without air exposure, hence representa-
tive of the native ZrB2 surface, and (c) ZrO2 film. The details of background and
peak functions used for fitting are described in the text.
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Ti 2p spectrum requires that asymmetric functions are used for the
main components, which can be explained by energy loses due to
simultaneous excitations of valence electrons, as the density of
states near and at the Fermi level is high. TiN-sat peaks are well-
represented by Voigt functions with 95% Lorentzian ingredient. The

corresponding N 1s spectrum shown in Fig. 19(a) is composed of
the TiN peak centered at 397.3 eV and the low-intensity satellite
feature on the high BE side of the main peak at 399.4 eV. The
extracted N/Ti ratio is 1.02, in very good agreement to the bulk
value of 1 ± 0.01 obtained from RBS. In the next steps, the obtained
parameters such as (i) the peak shapes, (ii) 2p3/2–2p1/2 BE splitting,
(iii) the 2p3/2/2p1/2 area ratios for pairs of TiN and TiN-sat peaks,
(iv) BE splitting between the TiN and TiN-sat peaks, and (v) the rel-
ative TiN/TiN-sat peak area ratios serve as input in more complex
peak models of oxidized TiN surfaces to model the signal from the
unaffected volume (see Ref. 201).

The use of the above constraints is critical for correct modeling
of Ti 2p spectra of TiN films exposed to higher temperatures espe-
cially since new peaks, which appear as the result of oxidation,
overlap completely with TiN signals from the unaffected volume (e.g.,
the TiO2 component with TiN satellite). Only by coupling the area
and BE splitting of the TiN-satellite peak to the Ti–N peak (which is
not overlapping with TiO2 signals), a proper estimate for the area of
new peaks, due to TiO2 and TiOxNy formation, can be obtained. The
BE values for the two latter components are determined by examining
the spectra obtained after exposure to higher temperatures, in which
case these new signals become more pronounced. The BE of the TiO2

peak is best determined from the spectrum obtained after Tv = 430 °C
[cf. Fig. 18(d)], while the BE of the TiOxNy peak is determined from
the sample exposed to 330 °C [cf. Fig. 18(c)].

It is important to note that the Ar+-etched surfaces should,
in general, not be considered as reliable reference samples due to often
observed detrimental effects of the ion irradiation on the core-level
spectra in the form of new peaks or peak broadening (see Sec. III C).96

For transition metal (TM) compounds, these effects seem to become
more pronounced with increasing TM mass as the preferential
resputtering of lighter component (N, C, O, or B) is enhanced. TM
carbides seem to be an exception as Ar+ effects are relatively small.96

2. Include all major core levels in peak modeling

The peak fitting should not be limited to the core-level spec-
trum of one selected element unless there is only that element
present. The latter is rarely the case as unintentional oxygen and
carbon contamination in the analyzed surface region is difficult to
avoid, not only during sample transfer to the XPS instrument, but
also during the film growth with commercial purity targets and
gases under high vacuum conditions.147 One should, thus, strive to
present a comprehensive model of the surface chemistry by peak
fitting all major core-level signals. Such approach, based on larger
volume of experimental evidence, results in much more reliable anal-
ysis provided that the peak fitting satisfies criteria of qualitative and
quantitative self-consistency, formulated below. This is exemplified by
the case study of TiN oxidation (cf. Figs. 18–21), where apart from
Ti 2p and N 1s spectra, also O 1s and C 1s spectra are considered.

3. The criterion of qualitative self-consistency across all
core-level spectra

The presented peak models for all core-level spectra should
show qualitative self-consistency. That is, the presence of peak A1
in the fitted spectrum of element A assigned to AmBn formation
requires that the corresponding B1 peak is present in the core-level

FIG. 18. Set of Ti 2p spectra obtained from TiN films: (a) in situ capped with
1.5-nm-thick Al layer to protect the surface from oxidation, [(b)–(d)] uncapped and
exposed to atmosphere at different venting temperatures Tv ranging from 29 to
430 °C. [Reproduced with permission from Greczynski and Hultman, Appl. Surf.
Sci. 387, 294 (2016). Copyright 2016 Elsevier.] Some details of fitting models are
modified to account for the recent developments in the charge referencing tech-
niques (cf. Refs. 64, 140, and 141) and to make the treatment more pedagogic.
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spectrum of element B. Moreover, binding energy values assigned
to A1 and B1 peaks need to fall in the range typical for AmBn
bonding. To further increase accuracy, one can even compare the
A1–B1 energy interval to the literature values, which cancels out

potential errors introduced by improper charge referencing (see
Sec. V B). In the case study of TiN oxidation, all peaks in the Ti 2p
spectra have their counterparts in the corresponding N 1s and O 1s
spectra. For example, the Ti–N component is present in N 1s peak
models, the Ti–O2 component in O 1s models, while the TiOxNy

peaks are added to both N 1s and O 1s spectra. The same applies
to all core levels including even C 1s, which apart from C—C peaks
(with two different carbon hybridizations—sp2 and sp3)205 contains
also C—O and O—CvO components. The two latter bonds give
rise to the corresponding peak in O 1s spectra.

A fine example of how the criterion of self-consistency plays a
critical role is the interpretation of the new peak that appears at
456.6 eV in the Ti 2p spectrum of TiN exposed to air at 330 °C [see
Fig. 18(c)]. If the entire analysis was restricted to only Ti 2p
spectra, one could easily misinterpret this feature as being due to
Ti2O3 formation, which typically results in peaks in this energy
range. However, the corresponding N 1s spectrum reveals a strong
increase in the intensity of the peak at 396.0 eV assigned to
TiOxNy, while no new distinct features are observed in the O 1s
spectrum. Thus, the combined evidence from Ti 2p, N 1s, and
O 1s spectra evolution allows to exclude Ti2O3 formation.

4. The criterion of quantitative self-consistency across
all core-level spectra

The reliability of the peak model can be further enhanced by
imposing the condition of quantitative self-consistency on all com-
ponent peaks of fitted core levels. That is, if peaks A1 in the spec-
trum of element A and B1 in the core-level spectrum of element B
are assigned to the AmBn compound, the elemental concentrations
extracted from A1 and B1 peak areas should reflect the compound
stoichiometry m/n. For example, in the TiN oxidation case, the ele-
mental ratio estimated from the O 1s component assigned to TiO2

and the corresponding peak in Ti 2p spectra is close to 2:1, for all
venting temperatures tested.124

5. The criterion of self-consistency across multiple data
sets

For multiple data sets (e.g., obtained from series of samples or
from one sample exposed to various treatment), the peak fitting
needs to be consistent across the entire volume of experimental evi-
dence. Peaks assigned to the particular bonding state should main-
tain the same BE position and shape in all spectra. In the peak
models shown in Figs. 18–21, the peak shapes and positions, 2p3/2–
2p1/2 BE splitting and the 2p3/2/2p1/2 area ratios, and BE difference
and area ratios between the primary and satellite peaks (for both Ti
2p and N 1s spectra) are fixed for all specimens in the series up to
Tv = 330 °C. Parameters to be optimized include the relative area
variations between different chemical components present at the
surface. In this way, a consistent picture of surface chemistry is
obtained. We emphasize that the BE of all component peaks does
not vary by more than ±0.2 eV (i.e., it remains within the experi-
mental error) between all samples in the set, which is a good indi-
cation that the identification of chemical bonding has been
correctly performed.

FIG. 19. Set of N 1s spectra obtained from TiN films: (a) in situ capped with
1.5-nm-thick Al layer to protect the surface from oxidation, [(b)–(d)] uncapped
and exposed to atmosphere at different venting temperatures Tv ranging from 29
to 430 °C. [Reproduced with permission from Greczynski and Hultman, Appl.
Surf. Sci. 387, 294 (2016). Copyright 2016 Elsevier.] Some details of fitting
models are modified to account for the recent developments in the charge refer-
encing techniques (cf. Refs. 64, 140, and 141) and to make the treatment more
pedagogic.
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6. The role of underlying physics and chemistry

Peak fitting should account for the underlying physics and
chemistry.206,207 This is done in practice by using constraints, such
as fixing the BE splitting and peak-area ratios between spin–split
components (see Sec. II E). The FWHM of component peaks in
the same spectrum should also be kept under control (e.g., by
restricting its variation range in the fitting software) to avoid large
variations that are not justified from a physical point of view.

A demonstration for how the use of constraints can facilitate peak
fitting is the Mo 3p spectrum recorded from the sputter-etched MoN

thin film surface shown in Fig. 6(a). In this case, the stronger metal
peak Mo 3p3/2 overlaps with the N 1s signal, which complicates a reli-
able estimation of the N concentration. The latter becomes very sensi-
tive to the area under the Mo 3p3/2 peak. One may, however, exploit
the fact that the weaker metal peak, Mo 3p1/2, does not overlap with
any other signals; hence, a well-founded judgement of its area can
be made. Then, by constraining the area ratio between the spin–
split 3p3/2 and 3p1/2 components to 2:1 (to reflect the level occu-
pancy, see Sec. II E), the precise estimate for the area under N 1s
peak is obtained resulting in reliable elemental quantification.

FIG. 20. Set of O 1s spectra obtained from TiN films: [(a)–(c)] uncapped and
exposed to atmosphere at different venting temperatures Tv ranging from 29 to
430 °C. [Reproduced with permission from Greczynski and Hultman, Appl. Surf.
Sci. 387, 294 (2016). Copyright 2016 Elsevier.] Some details of fitting models are
modified to account for the recent developments in the charge referencing tech-
niques (cf. Refs. 64, 140, and 141) and to make the treatment more pedagogic.

FIG. 21. Set of C 1s spectra obtained from TiN films: [(a)–(c)] uncapped and
exposed to atmosphere at different venting temperatures Tv ranging from 29 to
430 °C. [Reproduced with permission from Greczynski and Hultman, Appl. Surf.
Sci. 387, 294 (2016). Copyright 2016 Elsevier.] Some details of fitting models
are modified to account for the recent developments in the charge referencing
techniques (cf. Refs. 64, 140, and 141) and to make the treatment more
pedagogic.
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Overfitting should be avoided.208 The minimization of the fitting
parameter cannot be a decisive criterion. The artificial increase in the
number of component peaks certainly helps to improve fit quality;
however, the result could be fortuitous. Again, there should be an
intelligible physical interpretation for each component peak.

D. Quantitative elemental analysis

XPS offers a possibility for the evaluation of the specimen ele-
mental composition. It has to be emphasized though that the sample
stoichiometry, as any other information obtained from XPS, is char-
acteristic of the surface region. This should be kept in mind while
comparing XPS-derived compositions to the results obtained by
other techniques such as RBS, ERDA, or EDX, which have probing
depths tens or hundred times larger than that of XPS.91,92 For the
same reason, one should refrain from connecting elemental composi-
tions obtained by XPS to results of other bulk-probing analytical
techniques such as x-ray diffraction (crystalline phase composition).

There are numerous reasons for the above reservations. First,
the specimen composition within the first 5–10 nm probed by XPS
(see Sec. II F) is often different from that in the “bulk.” This is
because most surfaces are readily oxidized, while exposed to the
atmosphere even for a short period of time (for very reactive sur-
faces, this process takes place also under UHV conditions). In addi-
tion to that, a thin layer of the so-called adventitious carbon (AdC)
contamination (cf. Sec. V B) builds up with time on all surfaces irre-
spective of whether samples are stored outside or inside the vacuum
system (the chemical composition of AdC layer depends on the
storage environment97 and even the sample material itself).97 Both
the oxide and the AdC layers can be removed by sputter etching
with Ar+ ions (see Sec. III C). We learned above, however, that this
treatment introduces several artifacts such as preferential sputtering
of lighter atoms,209,210 which obviously affects the extracted composi-
tions. These serious limitations need to be realized before attempting
elemental quantification based on XPS spectra.

Another limitation of XPS quantitative analysis is the detec-
tion limit, which in most cases is not better than 0.1–1 at. %. Thus,
XPS is certainly not a technique to study materials purity.

The quantification in XPS is based on the areas under the
major core-level lines of all elements present in the sample. In the
case of signal overlap, it is necessary to first peak-fit the spectrum
to get precise estimate of peak areas (see Sec. VI C). For a homoge-
nous sample containing n elements, the molar concentration xi of
element i is expressed as211

xi ¼ Ai/siPn
j¼1 (Aj/sj)

, (13)

where Ai stands for the area under the corresponding core-level
peak and si is the relative sensitivity factor (RSF). RSFs account for
the fact that the number of electrons detected from a given core
level of an atom depends on a range of factors that include the exci-
tation source, the photoionization cross section, electron inelastic
mean free path, the angle between the incoming x rays and the line
connecting the sample with the entrance slit of the analyzer, and
the transmission function of the spectrometer (i.e., the function
describing how efficient electrons with different kinetic energy are

transmitted through the instrument).212,213 RSF varies in a wide
range, and the difference between the lowest (Be 1s) and the
highest (U 4f7/2) value can be as large as 150×. The best results are
obtained if the RSFs are specifically determined on the same instru-
ment as used for quantification and under the same experimental
conditions. If that is not feasible, standard sets of RSFs are also
available;45,46,214 however, a negative impact on the quantification
accuracy is to be expected.

The quantification based on Eq. (13) is limited to samples that
are homogeneous within the XPS probing depth. In all other cases,
knowledge about the depth distribution is required,215,216 which pre-
sents the largest obstacle in practical XPS studies and, if neglected,
typically becomes the main source of errors. This is because the
signal detected in XPS is an integral of contributions coming from
different depths with a depth dependence described by an exponen-
tial decay [see Eq. (8) in Sec. III C]. Hence, extremely different
element depth distribution functions can produce identical signal
intensity.217 Other types of samples that are difficult (or challenging)
for quantitative analysis are those with high surface roughness (in
which case the angle between the incoming x rays and the analysis
direction cannot be considered constant) as well as crystallographi-
cally textured materials including single crystals or epitaxial layers,
because of electron diffraction effects.218,219

The XPS quantification accuracy is typically claimed to be of
the order of ±5%, which is not particularly impressive. Significantly
better results can be obtained if standard reference materials are
used.16 Apart from the factors mentioned above, a large source of
errors is associated with the correct assessment of peak areas. Two
aspects that are of particular importance as they can be directly
influenced by XPS practitioner are (i) spectra acquisition procedure
and (ii) background subtraction. The former should be performed
in a way that ensures that the impact of all potential signal instabili-
ties over time necessary to collect all spectra (often many hours),
either related to the instrument operation or to the sample itself, is
minimized. For that reason, it is recommended to perform the
same number of scans over each core-level signal, irrespective of
the signal strength (which can be accounted for by adjusting the
dwell time per data point) and set up the acquisition sequence in
such way that all BE regions of interest are scanned simultaneously
rather than sequentially. In this way, the influence of potential
signal instabilities is minimized. It is also critical that all spectra to
be included in the quantification are recorded with the identical
instrument settings such as pass energy, anode power, and analyzer
mode, as each of these can impact signal intensity.

The second factor, i.e., the background selection, is a quite
extensive topic in XPS data analysis.220–224 For quantification, the
most important thing to realize is that the choice of background
function and the end points directly affects peak areas (and hence
the extracted concentrations). The simplest background type is a
linear. Although convenient, it lacks theoretical grounds and,
importantly, makes the peak area dependent on the arbitrary selec-
tion of end points. This type of background function can still be
appropriate for wide-bandgap materials, in which case the photo-
electron energy losses associated with the presence of valence elec-
trons occur several eV away from the no-loss line. It results in that
the background intensity on the low and high BE side of the peak
becomes very similar; hence, the error due to the arbitrary selection
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of background end points is reduced. The Shirley background,225

probably the most common, relies on the assumption that the
number of inelastically scattered electrons contributing to the back-
ground is directly proportional to the total photoelectron flux.
Hence, the background intensity at the binding energy EB is propor-
tional to the total peak area in the energy range extending from the
low binding energy side of the spectrum to EB. It is noteworthy that
the Shirley background was developed to model the background
shape of the valence band of Au, so it may not be appropriate to use
this background for materials with a bandgap, i.e., semiconductors
and insulators. Also in this case, the arbitrary choice of the end
point affects the area estimate. This drawback is removed in the
treatment proposed by Tougaard,226,227 which relies on the quantita-
tive description of the inelastic scattering phenomena.

A unique aspect of XPS quantification is that apart from
finding the elemental composition the technique allows to deter-
mine relative concentrations of a given element present in different
chemical states (chemical composition). A much-improved accuracy
can be obtained in this type of analysis, since only one element
type is involved, provided that the chemically shifted spectra com-
ponents are well separated in energy.

VII. RESULTS PRESENTATION

The final part (and the ultimate goal) of the XPS workflow is
the results presentation. Whether in the form of publication in a
scientific journal, archive contribution, conference presentation, or
as an internal report, results need to be communicated in a clear
way such that a reader should have no problem to understand what
has been done, make his/her own judgement about the quality of
the work, and the reliability of presented conclusions.

An essential part of the results presentation is comprehensive
information about experimental conditions. This section should
contain information that is sufficient to repeat reported experi-
ments in an independent other laboratory. A complete experimen-
tal protocol is suggested in Appendix A. The most crucial
information for the interpretation includes (i) the excitation source,
(ii) electron emission angle, (iii) whether samples were sputter
etched or not, and (iv) whether the charge neutralizer was used. In
addition to instrumental details, information about the sample
history prior to the XPS analyses should be included, as this often
has impact for how to interpret the results. When peak fitting is
performed, a complete description of the applied procedure should
be added and include the type of peak functions, background type,
constraints, etc. More exhaustive lists of relevant experimental
details can be found in Refs. 228–230.

Raw XPS data always need to be shown, preferably plotted
with symbols to make them distinctly different from all curves rep-
resenting fitted peaks. Avoid presenting (only) spectra after back-
ground subtraction as that step removes an essential part of the
information due to inelastically scattered electrons. Avoid showing
XPS data together with results from other analytical techniques in
one figure, as it would make it essentially impossible to see any
spectral details.

By an international convention, XPS spectra should be plotted
with the binding energy decreasing from left to right to facilitate
comparison to already published results. The vertical scale typically

features the total count number or counts per second. If multiple
spectra of the same core level are shown in the same figure, one
should strive to plot them in a way that facilitates comparison so
that even small differences can be easily spotted. Depending on the
spectra type, several options exist. For example, spectra can be nor-
malized (e.g., to the highest intensity feature in each individual
spectrum) and stacked on top of each other (see Figs. 18–21).
Alternatively, spectra can be normalized to the intensity of a
common peak and plotted in an overlay manner to emphasize
intensity change of all other peaks (see Fig. 13).

It is essential while presenting a peak fitted spectra that a
reader gets the chance to easily judge the fit quality. For that
reason, the fitted curve, which is a sum of the background function
and all component peaks, should be shown on top of the raw data
(see, e.g., Figs. 18–21). The two can be made easily distinguishable
if one uses scatter symbols to plot data points and a solid line to
show the fit (preferably in a different color). To make peak model
more readable, component peaks corresponding to the same chem-
ical state can be indicated with the same color in all core-level
spectra (compare with the Ti 2p, N 1s, O 1s, and C 1 spectra in
Figs. 18–21).

VIII. APPLICATION EXAMPLES

A. Oxide thickness estimate

Strohmeier231 proposed a useful approach for a non-
destructive estimation of the thickness of thin (≲10 nm) continu-
ous overlayers such as native oxides. The method relies on several
assumptions featuring (i) x-ray reflection and refraction are negligi-
bly small, (ii) attenuation of the x rays in the layers involved can be
neglected, (iii) there is no angular anisotropy of emitted electrons
(e.g., due to sample being highly oriented crystalline solid), and (iv)
the layers are homogenous, continuous, and flat.12 Within this treat-
ment, the thickness t of a uniform oxide layer grown on top of a
film can be derived from the intensity ratio of oxide and film peaks
Io/If measured with the electron emission angle θ,232

t ¼ Lo cos θ ln
Nf Lf
NoLo

Io
If
þ 1

� �
, (14)

in which Lf and Lo are electron effective attenuation lengths (or
inelastic mean free paths in the absence of elastic scattering effects,
see Sec. II F) in film and in the oxide layer, No and Nf are volume
atom densities in the oxide and film, respectively. As the oxide peak
is typically shifted from that of the film only by a few eV one may in
the first approximation assume that the electron mean free paths in
film and the oxide layer are the same, i.e., Lf ¼ Lo ¼ L. Equation
(14) is then simplified to

t ¼ L cos θ ln
Nf

No

Io
If
þ 1

� �
: (15)

While Nf can be accurately known (the phase identification
and lattice parameter are obtained by XRD in the case of crystal-
line materials), for reasonable estimate of No one has to identify
the oxide type. Often this information can be successfully
obtained from XPS by constructing a self-consistent peak model
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(see Secs. VI C 3 and VI C 4), which allows to obtain the elemen-
tal composition of the oxide layer and binding energy of oxide
peaks.

As an example, we apply Eq. (15) to estimate the thickness of
the native oxide layer that forms on the ZrB2 film upon air expo-
sure. Figure 22 shows a set of Zr 3d/B 1s spectra from samples
stored in air for time periods between 20 min and 1 year (see Sec.
VI C 1 for a detailed discussion of spectral peaks). The oxide peaks
are initially low and grow with an increasing exposure time to
dominate the spectra for exposure times exceeding two weeks. By
performing a peak fitting as described in Sec. VI C 1 and shown in
Fig. 17, one can separate oxide and boride contributions in all
spectra to obtain the intensity ratios between Zr—O and Zr—B
peaks that are necessary input to estimate the oxide thickness. To
keep this treatment on a simple level we assume that the oxide
layer has a monoclinic crystal structure due to low temperatures
involved, the volume density of Zr atoms is 2.73 × 1022 cm−3. As
the volume density of Zr atoms in hexagonal-structure ZrB2 is

3.22 × 1022 cm−3, the Nf

No
term in Eq. (15) is 1.18. Further neglecting

elastic scattering effects (i.e., L ¼ λ) and considering that the elec-
tron mean free path for Zr 3d electrons is the same in both layers:
λoxide ¼ λZrB2 ¼ 2:3 nm (for Al Kα x rays),71 and for normal elec-
tron emission we can simplify Eq. (15) to

toxide [nm] ¼ 2:3 ln 1:18
IZr�O

IZr�B
þ 1

� �
: (16)

By using the IZr�O/IZr�B ratios extracted from peak-fitted
Zr 3d/B 1s spectra, one can, thus, generate the plot of oxide thick-
ness toxide vs air exposure time, as shown in Fig. 23. In this case,
the oxide thickness increases linearly with the logarithm of the
exposure time with a rate of 0.57 nm/decade.

The advantage of the method described above is that signals
from the same element present in two different chemical states are
analyzed, which eliminates the uncertainty related to the determi-
nation of photoionization cross sections. In addition, the errors due
to instrumental factors like a transmission function of the spec-
trometer are not of a concern, since electrons excited from metal
and oxide core levels have a similar kinetic energy.

B. TiN/HfN bilayers—estimates of electron effective
attenuation lengths

In Sec. VI A, we discussed the influence of electron inelastic
scattering on the background shape for a set of survey spectra
recorded from TiN/HfN bilayers with varying thickness of the top
TiN layer (see also Fig. 16). Here, we consider core-level spectra
from these samples to illustrate how one can (a) extract information
about the electron effective attenuation length L (cf. Sec. II F) in the
top layer if the layer thickness is known or (b) estimate the thickness
of the top layer if L is known. Before going into details, we note that
the method works well for layers that grow in an atomic
layer-by-layer manner; hence, higher surface roughness and/or island
growth are two factors that prevent reliable estimates. Epitaxial layers
exhibiting step-flow growth should preferably be analyzed with the
x-ray beam and detection angle projected along the atomic ledges to

minimize shadowing effects. Moreover, several assumptions listed in
the beginning of Sec. VIII A apply also in this case.12

Let us consider the sets of Ti 2p and Hf 4f spectra shown in
Figs. 24(a) and 24(b), respectively. The TiN thickness tTiNvaries
from 0 to 42.7 nm. All spectra are acquired from samples in the
as-received state, e.g., with native surface oxides resulting from an
∼10 min air exposure, necessary for transfer from the growth

FIG. 23. Thickness of the surface oxide toxide growing on top of the ZrB2 film
exposed to atmosphere plotted as a function of air exposure time. toxide esti-
mates are obtained using Eq. (16) and input from peak-fitted Zr 3d/B 1s spectra
shown in Fig. 22. In this case, the oxide thickness increases linearly with the
logarithm of the exposure time with a rate of 0.57 nm/decade.

FIG. 22. Set of Zr 3d/B 1s spectra obtained from samples stored in air for a
time period ranging from 20 min to 1 year. The oxide peaks are initially low and
grow with an increasing air exposure time to dominate the spectra for storage
times exceeding two weeks.
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chamber to the load lock entry chamber of XPS instrument. For
the lowest TiN thickness tTiN = 0.7 nm, the Ti 2p3/2 spectrum is
composed of two peaks at 457.0 and 458.4 eV, assigned to TiOxNy

and TiO2, respectively (cf. Sec. VI C 1). Hence, in this case, the
entire TiN layer is oxidized. The first indication of the TiN contri-
bution at 455.0 eV is detected for the sample with tTiN = 1.3 nm.
The latter component grows with increasing TiN thickness up to
tTiN = 5.3 nm at which point it saturates, indicating that the over-
layer thickness approaches the probing depth (see Sec. II F).
Further increase in the TiN thickness does not cause any substan-
tial changes to the Ti 2p spectra. This type of signal evolution pro-
vides evidence for layer-over-layer growth of TiN on the HfN
substrate as opposite to island growth. In the latter case, the thick-
ness of individual islands may be larger than the native oxide thick-
ness even for the lowest nominal coverage resulting in that the
signal component due to the non-oxidized species appears in all
spectra irrespective of the amount of deposited material.

The Hf 4f spectra shown in Fig. 24(b) contain information
that is complementary to that provided by Ti 2p spectra. For the
reference HfN film (tTiN = 0 nm) apart from the spin–split doublet
due to HfN with 4f7/2 and 4f5/2 peaks at 15.9 and 17.5 eV, respec-
tively, there is evidence for a second pair of peaks at 16.7 and
18.4 eV, assigned to HfOx. The latter peaks disappear even for the
lowest TiN coverage, tTiN = 0.7 nm, indicating that the deposited
TiN distributes uniformly over the HfN surface (as opposite to the
island growth), in very good agreement with the corresponding
Ti 2p spectrum, which shows an oxidized overlayer. Further
increase in the TiN thickness leads to gradual decay of the Hf 4f
signal intensity with no change in peak positions. The latter effect
is caused by inelastic scattering of Hf 4f electrons in the TiN over-
layer and can be used to estimate the electron effective attenuation
length in TiN. It is trivial to show that for the exponential signal
decay of the type described by Eq. (8) (see Sec. III C), the signal
intensity Io from the TiN overlayer of thickness tTiN is given by

Io(tTiN) ¼ I0o [1� exp(�tTiN/Lo(Ekin) cos θ)], (17)

in which I0o is the signal intensity from an infinitely thick TiN
layer (or in more practical terms: from the TiN film with thick-
ness significantly exceeding the XPS probing depth), Lo(Ekin) is
the effective attenuation length in the TiN overlayer for electrons
with kinetic energy Ekin originating from TiN (such as Ti 2p),
and θ is the electron emission angle from the surface normal. In
a similar manner, the signal intensity If from the HfN film uni-
formly covered by the TiN layer with a thickness tTiN is given
by

If (tTiN) ¼ I0f exp(�tTiN/Lf (Ekin) cos θ), (18)

in which I0f is the signal intensity from an infinitely thick HfN
layer and Lf (Ekin) is the effective attenuation length in the TiN
overlayer for electrons with kinetic energy Ekin originating from
HfN (such as Hf 4f ).

Equations (17) and (18) can be modified to

ln 1� Io(tTiN)
I0o

� �
¼ �tTiN/Lo(Ekin) cos θ (19)

and

ln
If (tTiN)

I0f

 !
¼ �tTiN/Lf (Ekin) cos θ: (20)

The left sides of Eqs. (19) and (20) can be then plotted
against tTiN to estimate both Lo(Ekin) and Lf (Ekin) from the
slopes. This is shown in Fig. 25 for the case of Ti 2p and Hf 4f
electrons with Ekin = 1030 and 1470 eV, respectively. In this case,
electrons are emitted along the surface normal, hence cos θ ¼ 1.
Data points are reasonably well fitted with lines, which indicates
that the TiN growth on the HfN surface proceeds in a continu-
ous layer-over-layer manner. This is certainly not always the
case for bilayers and multilayers of a given set of compounds.12

Depending on the specific growth conditions, anything from
local epitaxial growth to an island formation (and coalescence)

FIG. 24. Two sets of (a) Ti 2p and (b) Hf 4f core-level spectra recorded from TiN/HfN bi-layer samples with varying thickness of the top TiN layer (from 0 to 42.7 nm).

Journal of
Applied Physics TUTORIAL scitation.org/journal/jap

J. Appl. Phys. 132, 011101 (2022); doi: 10.1063/5.0086359 132, 011101-33

© Author(s) 2022

https://aip.scitation.org/journal/jap


can be observed.120 This obviously sets limits for the applicabil-
ity of the method described above for reliable estimates of L.
One can, however, turn the problem around and use the plot
like the one shown in Fig. 25 as evidence for a specific growth
type.

The attenuation lengths for Ti 2p and Hf 4f electrons in TiN,
LTiN(Ekin ¼ 1030 eV) and LTiN(Ekin ¼ 1470 eV) estimated from the
slopes of plots in Fig. 25 are 1.7 and 2.3 nm, respectively. They
reflect the classical trend of L increasing with increasing electron
energy (the so-called “universal curve,” see Sec. II F) and, in fact,
are very close to IMFP values calculated for Ti, which are 1.8 and
2.4 nm.71 The latter indicates that under present experimental con-
ditions elastic scattering effects are negligible (and, hence, L ¼ λ).71

The above estimates are also fully consistent with the evolution of
Ti 2p spectra discussed above: a saturation of the TiN peak at
455.0 eV is first observed for tTiN = 5.3 nm, which is only slightly
larger than the probing depth for Ti 2p electrons, 3 × tTiN = 5.1 nm.

Equations (19) and (20) can be further simplified if Lo ¼ Lf ,
which is, for example, the case for electrons from the same core-
level signal present in the surface oxide and in the film (see
Sec. VIII A). Under such circumstances, the overlayer thickness to
is obtained by combining Eqs. (19) and (20) into

to ¼ L(Ekin) cos θ ln
Io
If

I0f
I0o
þ 1

 !
, (21)

which is equivalent to Eq. (14) (see Sec. VIII A) and sometimes
referred to as the Hill equation.197

Equation (21) can be, for example, used to determine oxide
thickness by recording spectra at several electron emission angles
(by tilting the sample—cf. Sec. V E and Fig. 13) and plotting

ln Io
If

I0f
I0o
þ 1

� �
as a function of 1/ cos θ. The slope, to/L gives the esti-

mate for the oxide thickness.

C. TiAlN oxidation—Example of depth profiles

XPS is particularly useful in studies of surface oxidation. If the
oxide thickness exceeds the XPS probing depth, one can still
analyze chemical modifications in the surface region by means of
sputter depth profiles.233 During such experiments, the topmost
layers are removed in a step-by-step manner and spectra of all
major core levels are recorded after each sputtering sequence to
reveal changes in the elemental and chemical composition as a
function of depth. In all such studies, it is assumed that the detri-
mental effects of the Ar+ ion etch (see Sec. III C) are negligible in
comparison to those introduced by the treatment to be studied (in
the example below—oxidation resulting from high temperature
anneal in air).

Figures 26(a)–26(d) show four sets of Ti 2p, Al 2p, N 1s, and
O 1s spectra recorded from polycrystalline NaCl-structure
Ti0.75Al0.25N thin film sample previously annealed for 1 h at 700 °C
in air.234,235 Layers were grown by a hybrid high-power impulse
and dc magnetron sputtering (HiPIMS/DCMS) with
metal-ion-synchronized substrate bias.236 Detailed understanding
of high-temperature oxidation processes is of intense scientific and
technological interest with applications including wear-resistant
coatings on high-speed cutting tools.237,238

The Ti 2p spectra acquired for depths d≲ 25 nm are character-
ized by low signal intensity indicating that the surface is depleted of
Ti. The spectra show broader peaks at lower BE (with 2p3/2 compo-
nents in the region 454–457 eV) that are assigned to reduced (lower
oxidation state) oxide from the top layers that forms as the result of
exposure to the Ar+ beam. In addition, spectra contain characteristic
TiO2 contribution with the 2p3/2 component at 459.4 eV originating
from the sample region situated deep enough to be unaffected by the
Ar+ ion etch.239 The Ti 2p signal intensity increases with increasing
d, up to d∼ 100 nm at which point spectra change abruptly and
become identical to that acquired from the reference Ti0.75Al0.25N
film, revealing that for d > 120 nm, the original film is intact.
Complementary information is provided by the Al 2p spectra [see
Fig. 26(b)]. For d≤ 25 nm, the Al 2p peak is present at 75.5 ± 0.2 eV,
which is characteristic of Al2O3, while for d≥ 120 nm, the peak posi-
tion changes to 74.1 eV, identical to that of Al in Ti0.75Al0.25N refer-
ence sample, consistent with the changes in the Ti 2p spectra.
Importantly, the Al peak is not detected for 40≤ d≤ 80 nm, reveal-
ing an Al-depleted TiO2 layer just below the top Al2O3 layer.

240 The
changes in N 1s spectra [cf. Fig. 26(c)] agree with the information
extracted from Ti 2p and Al 2p signals. For d≲ 80 nm, e.g., in the
Al2O3/TiO2 double-oxide layer, the N 1s signal is literally absent,
while for d≳ 100 nm, N 1s spectra are dominated by the peak at
397.1 eV, corresponding to N atoms in Ti0.75Al0.25N. The small peak
at ∼404 eV at depths exceeding 100 nm is a signature of N–N
bonding, which can be assigned to interstitial N, which bonds to N
in the lattice or to the formation of N2.

241,242

FIG. 25. Plots used to extract the electron effective attenuation length based on
Ti 2p and Hf 4f spectra from TiN/HfN bi-layer that are shown in Fig. 24. By plot-
ting the left sides of Eqs. (19) (red) and (20) (black) against the thickness of the
top TiN layer tTiN, one can estimate the effective attenuation lengths in the TiN
overlayer Lo(Ekin) and Lf (Ekin) for electrons with kinetic energy Ekin originating
from TiN (in this example Ti 2p electrons) and HfN (in this example Hf 4f elec-
trons), respectively. Data points are reasonably well fitted with lines, which indi-
cates that the TiN growth on the HfN surface proceeds in a layer-over-layer
manner. Lf . Lo since Hf 4f electrons have larger Ekin than Ti 2p electrons.
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The picture of surface chemistry cannot be complete without
O 1s spectra [see Fig. 26(d)]. At the very surface, d≲ 15 nm, the
spectra are dominated by a high-energy component at 532.4 eV
corresponding to O in Al2O3. The lower BE component at 531.0 eV
due to O in TiO2 becomes more intense with increasing sputter
depth, and eventually for d≥ 25 nm, it dominates the O 1s spectra.
This evolution is fully consistent with changes observed in Ti 2p,
Al 2p, and N 1s spectra. The O 1s peak is absent at depths exceed-
ing 140 nm, which provides an effective estimate of the oxidation
depth.

Areas under Ti 2p, Al 2p, N 1s, and O 1s spectra recorded
as a function of depth can be used to plot elemental distribu-
tions as shown in Fig. 27. The metal segregation is a result of Al
diffusion to the surface, where it reacts with oxygen to form
Al2O3, while at larger depths an Al-deficient TiO2 layer forms
after Ti0.75Al0.25N decomposition. The double oxide layer con-
sists of 20 nm Al2O3 and 80 nm of TiO2. More details can be
found in Ref. 234.

Important to keep in mind while interpreting depth profiles of
the type shown in Fig. 27 is that transitions between all layers
appear smoothened out. This is for two reasons. First, an intermix-
ing takes place due to Ar+ bombardment. This effect can be mini-
mized by using low Ar+ energy and shallow incidence angle (for
500 eV ions incident at the angle of 20° from the surface the thick-
ness of the intermixed layer is of the order of ∼1 nm).234 The XPS
probing depth, which under conditions of that experiment was in
the range of 5–8 nm, is the second (and stronger!) factor responsi-
ble for the apparent smoothening of elemental depth profiles.116

Thus, the actual transitions between all layers are significantly
sharper than what is shown in Fig. 27.

The conversion of sputter time into depth units requires
calibration of the etch rate that can be performed either by sput-
tering through a thinner reference sample of the same type or
by measuring oxide thickness by other methods like cross-
sectional SEM.

D. Depth profiling on Hf0.78Al0.10Si0.12N/
Hf0.78Al0.14Si0.08N multilayers

This application example illustrates the unique capability of
XPS to resolve research questions concerning the nature of nano-
scale multilayers that are impossible to answer by other tech-
niques. Figure 28(a) shows a bright field cross-sectional
transmission electron microscopy (XTEM) image together with
corresponding selected area electron diffraction pattern recorded
from a polycrystalline Hf0.78Al0.10Si0.12N/Hf0.78Al0.14Si0.08N multi-
layer thin film sample with a periodicity of 10 nm.243 The multi-
layers were obtained by sequentially switching the incident ion
energy between 10 and 40 eV (controlled with the substrate bias
potential). The image reveals a clear contrast between the layers,
which can be caused by differences in layer elemental and phase
composition. XPS was performed to determine whether the chem-
ical bonding varies between layers that have different contrast in
XTEM.

The multilayer period of only 10 nm is challenging for XPS.
In order to enhance the depth resolution, Zalar rotation was
employed.244,245 The latter means that the sample was rotated
during Ar+ etch, which is beneficial in the case of polycrystalline
samples as the material is removed more uniformly. The Ar+

beam raster size was 3 × 3 mm2 and the size of the analyzed
circle area is 110 μm centered in the middle of the erosion
crater.

Figure 28(b) shows the Si 2p spectra recorded in the middle of
the layers that give different contrast in XTEM. Both spectra are
composed of two peaks revealing that Si is present in two chemical
states, namely, Si—Si/Si—Hf (∼99.1 eV) and Si—N (∼101.8 eV).47

The ratio between the two peaks varies, however, between the layers.
The former component dominates when the lower ion energy of
10 eV was used during film growth, while the latter is stronger in
spectra recorded from layers grown with 40 eV ion irradiation. The
electron microscopy and diffraction results obtained from 10 eV
layers (grown separately with larger thickness) indicate that the films

FIG. 26. Four sets of (a) Ti 2p, (b) Al 2p, (c) N 1s, and (d) O 1s spectra recorded during depth profiles through polycrystalline NaCl-structure Ti0.75Al0.25N thin film
samples previously annealed for 1 h at 700 °C in air. The bottom-most spectra are recorded closest to the surface. [Reproduced with permission from Greczynski et al.,
Surf. Coat. Technol. 374, 923 (2019). Copyright 2019 Elsevier.]
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are nanocomposites, consisting of ≲5 nm NaCl-structure HfAlSiN
nanograins encapsulated by a disordered tissue phase. Si is incorpo-
rated in both the crystalline and the amorphous phases, with the
dominance of the latter one; thus, the corresponding Si 2p spectrum
possesses two peaks: a Si—N peak due to Si inside of the nanograins
and a more-intense Si—Si/Si—Hf peak from Si in the disordered
regions. As the ion energy during growth increases to 40 eV, the dis-
ordered regions are eliminated and the nanograins extend along the
growth direction forming nanocolumns. In consequence, the Si 2p
spectrum becomes dominated by the high binding energy compo-
nent due to Si—N.

In Fig. 28(c), the intensities of both the Si—N and Si—Si/
Si—Hf Si 2p peaks are plotted as a function of depth for a multilay-
ered sample. The periodic change in the chemical state of Si atoms
matches the multilayer period very well.

E. Spatial imaging of sputter-etched Cr/Ti multilayer
sample

A very fascinating (and useful!) feature of modern XPS
instruments is the imaging spectroscopy, i.e., a possibility to
acquire an image that reflects the lateral distribution of elements,
or even the chemical states they are in.246 This can be realized in
several ways, e.g., by using a focused x-ray beam that is scanned
over the sample surface, by limiting the area from which the
signal is acquired, or by application of an array of detectors with
imaging optics.247,248 Depending on the solution, the ultimate
lateral resolution varies from 1 to 7.5 μm.249,250 As we discuss
below, imaging is also very useful to get more insight into the
sputter depth profiles of the type discussed in two previous appli-
cation examples. We consider here an image of the sputtering
crater acquired after etching through the Ti(30 nm)/Cr(18 nm)

multilayer stack (see Fig. 29). The Ar+ ion energy was intention-
ally low at 500 eV to minimize interface mixing and the ion beam
was incident at an angle of 70° from the surface normal and ras-
tered over an area of 2 × 2 mm2. The experiment was stopped
after reaching a depth of 300 nm corresponding to ∼6 Ti + Cr
interlayer periods. The image shown in Fig. 29 shows the intensity
distribution of the Ti 2p signal over the 4 × 4 mm2 area. The
intensity map is composed of 100 smaller images (each
400 × 400 μm2 in size) each of which was acquired by the spherical
mirror analyzer (SMA) specially designed to obtain spatially
resolved images.251,252 All dark circles correspond to the Cr-rich
regions. It is important to realize that while the lateral distance
from the left side of the image to the center is 2 mm, the depth
difference is only ∼230 nm (ca. 4.5 multilayer periods from the
left side of the image to the center), corresponding to the slope of
the crater edge of only 0.0067°. A broader Cr ring closer to the
center indicates that the crater slope decreases further in the
vicinity of the analysis spot located at the center of the crater and
is ≲0.0012°. This means that the thickness variation over the
110 μm analysis spot is less than 1.1 nm. To further illustrate this
point, a schematic drawing is added in Fig. 30. The corresponding
sputter depth profile shown in the same figure reveals that the
interface width increases with increasing sputter depth, which is

FIG. 27. XPS elemental concentration depth profiles for polycrystalline
NaCl-structure Ti0.75Al0.25N thin film samples previously annealed for 1 h at
700 °C in air. [Reproduced with permission from Greczynski et al., Surf. Coat.
Technol. 374, 923 (2019). Copyright 2019 Elsevier.]

FIG. 28. (a) Bright field cross-sectional transmission electron microscopy
(XTEM) image together with the corresponding selected area electron diffraction
pattern recorded from a polycrystalline Hf0.78Al0.10Si0.12N/Hf0.78Al0.14Si0.08N mul-
tilayer thin film sample with a periodicity of 10 nm, (b) Si 2p spectra recorded in
the middle of the layers that give a different contrast in XTEM images. Both
spectra are composed of two peaks revealing that Si is present in two chemical
states, namely, Si—Si/Si—Hf (∼99.1 eV) and Si—N (∼101.8 eV). The ratio
between the two peaks varies between the layers and (c) the intensities of Si—
N and Si—Si/Si—Hf Si 2p peaks plotted as a function of depth during sputter-
depth profiling with Zalar rotation. The periodic change in the chemical state of
Si atoms matches the multilayer period very well. [Reproduced with permission
from Fager et al., J. Vac. Sci. Technol. A 33, 05E103 (2015). Copyright 2015
AVS.]
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typically the case. At early stages, the 80/20 width is 4.5 nm and is
limited by the XPS probing depth.

F. Ex situ studies of native target chemistry during
reactive dc magnetron sputtering

The essential advantage of XPS is that the sample form is
rarely a limiting factor preventing analysis. To illustrate that point,
we discuss here the changes in the surface chemistry of Ti target
resulting from its use in the magnetron sputtering process con-
ducted in Ar/N2 atmosphere.253,254 In the vast majority of cases,
the focus is on the analysis of deposited thin film layers; however,
the presence of a reactive gas leads not only to the desired com-
pound formation at the substrate, but also to gas chemisorption at
the target and subsequent growth of compound layer, by the
so-called target poisoning.255,256

For these experiments, a 2 × 4 cm2 section of the target, posi-
tioned in the middle and across the race track, was made detachable
to allow for transfer to XPS system.253 To avoid air exposure, the
target was capped immediately after sputtering with a few-nm-thick
Al overlayer; hence, information about the chemical state of target
elements as a function of N2 partial pressure pN2 is preserved.66

The total gas pressure was kept constant at 0.4 Pa (3 mTorr), while

the N2 partial pressure pN2 was varied from 0 to 200 mPa. Prior to
each experiment, the target was conditioned for 5 min in pure Ar
behind closed shutters to reset the target history. For each gas
mixture studied, the target was operated for 10 min to assure
steady-state conditions.

A set of Ti 2p spectra recorded from Al-capped Ti targets
sputtered in Ar/N2 mixture with the N2 partial pressure varying
from 0 to 200 mPa is shown in Fig. 31(a). Sputtering in pure Ar
gas results in that the Ti 2p signal is characteristic of metallic Ti,
with the Ti 2p3/2 peak at 454.0 eV and the overall shape very
similar to the reference Ti 2p spectra from metallic Ti films shown
in Fig. 31(b). With increasing N2 partial pressure to 9 mPa, the
Ti 2p3/2 peak moves to 454.2 eV and broadens on the higher BE
side, which indicates the presence of a new contribution. The latter
component, assigned to TiNx, is more pronounced after sputtering
at pN2 = 27mPa. In this case, the BE of the TiNx feature, 454.60 eV,
is between that of a metal and a stoichiometric nitride (455.0 eV).
For pN2 = 45mPa, the TiNx peak shifts to 454.9 eV and, hence, it
becomes better resolved from the metallic component at 454.0 eV.
With pN2≥ 92 mPa, the spectra are dominated by a Ti 2p3/2 peak at
455.0 eV, characteristic of a stoichiometric TiN, in addition to a
minor component at 454.0 eV due to metallic Ti.

The precise fractions of respective Ti and TiN contributions to
the Ti 2p spectra from Al-capped targets for cases where stoichio-
metric TiN layers are formed (targets operated with pN2≥ 92 mPa),
can be obtained by advanced peak modeling, in which the input
from spectra recorded from reference Ti and TiN films shown in
Figs. 31(b) and 31(c) is used (for the detailed discussion of the
latter case, see also Sec. VI C 1). The parameters obtained from
fitting the reference samples include (i) line shapes for pairs of Ti,
TiN, and TiN-sat peaks, (ii) 2p3/2–2p1/2 energy splitting, (iii) the
2p3/2/2p1/2 area ratios, and (iv) the BE difference between TiN
and TiN-sat peaks. The fitting parameters include
full-width-at-half-maximum, 2p3/2 peak positions, and intensities.
With this restrictive modeling, satisfactory fits of the Ti 2p spectra
from Al-capped targets can be obtained as demonstrated in
Fig. 31(d) for the case of pN2 = 92 mPa.

Once the relative Ti and TiN contributions to the Ti 2p
spectra are precisely determined, one can use the type of analysis
presented in Sec. VIII A to estimate the thickness of the nitride
layer covering the Ti target. The volume Ti atom density ratio
NTi/NTiN is 1.46 for hexagonal close-packed Ti and cubic TiN.
Assuming λTi ¼ λTiN ¼ 1:8 nm for Ti 2p electrons in Ti excited
with Al Kα x rays,71 the TiN thickness varies from 2.9 nm with
pN2 = 92mPa to 3.4 nm with pN2 = 200 mPa. These numbers agree
very well with the output from a dynamic Monte-Carlo collisional
computer simulation using TRIDYN code,257,258 which estimates
the nitride layer thickness at 3.2 nm.253

IX. CONCLUDING ADVISES

- Learn the basics of the XPS technique before bringing samples for
analysis and attempting spectra acquisition. This saves much
time and leads to a more convincing result. It is essential to
understand what actually happens in the time period between
the “start acquisition” button is pressed, and the final spectrum
comes out of the instrument (Sec. II);

FIG. 29. A stitched XPS image of the sputtering crater acquired after etching
through the Ti(30 nm)/Cr(18 nm) multilayer sample. Image shows the intensity
distribution of the Ti 2p signal over the 4 × 4 mm2 area. All dark circles corre-
spond to the Cr-rich regions. The intensity map is composed of 100 smaller
images (each 400 × 400 μm2 in size). Ar+ ion energy was intentionally low at
500 eV to minimize the interface mixing, the ion beam was incident at an angle
of 70° from the surface normal and rastered over an area of 2 × 2 mm2.
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FIG. 30. A closer look at the XPS image shown in Fig. 29. While the lateral distance from the left side of the image to the center is 2 mm, the depth difference is only
∼230 nm, which gives the slope of the crater edge of only 0.0067°. The crater slope further decreases to ≲0.0012° at the center of the crater as revealed by broadened
Cr ring. This means that the thickness variation over the 110 μm analysis spot (indicated as green circle) is less than 1.1 nm. The corresponding sputter depth profile
shown to the right reveals that the interface width increases with increasing sputter depth, which is typically the case.

FIG. 31. (a) Set of Ti 2p spectra recorded from Al-capped Ti targets sputtered in Ar/N2 mixture with the N2 partial pressure pN2 varying from 0 to 200 mPa, (b) reference
Ti 2p spectra obtained from Al-capped metallic Ti film, (c) reference Ti 2p spectra obtained from Al-capped metallic TiN film, and (d) Ti 2p spectra from Al-capped target
sputtered with pN2 = 92 mPa. The satisfactory fit in the latter case is obtained using input from peak models created for reference Ti and TiN films. [Reproduced with per-
mission from Greczynski et al., Appl. Phys. Lett. 111, 021604 (2017). Copyright 2017 AIP Publishing LLC.]
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- Perform analyses on fresh samples and minimize the air exposure
time. Appreciate that XPS is a surface-sensitive technique
(Secs. II F and IV E);

- Evaluate the effects of Ar+ sputter etching before making conclu-
sions about the bonding structure. Take the time to test different
Ar+ energy and/or incidence angle to see the effects on core-level
spectra (Sec. III C);

- Analyze sample series rather than single samples. Consistent
trends in data recorded from several samples often lead to more
convincing bonding assignments than single spectral features
observed for a given sample (Secs. IV A and VI C 5);

- Use reference samples with simpler composition. Core-level
spectra are easier to fit and interpret (Sec. IV D);

- Make sure that the instrument has been recently calibrated using
ISO standards (Sec. V A);

- Never neglect charge correction. Even well-conducting samples can
be mounted in a bad way resulting in a poor electrical contact to
the spectrometer and uncontrolled peak shifts (Sec. V B);

- Avoid referencing to the C 1s peak of adventitious carbon (AdC).
AdC layers are not a chemically defined compound, do not
make proper electrical contact to the sample, and their energy
levels are steered by the sample work function. BE of the C 1s
peak can vary by as much as 2.6 eV between experiments
(Sec. V B);

- Consider signal-to-noise (S/N) ratio before setting up data acqui-
sition. Signals with lower S/N values require longer time per step
(rather than more sweeps)—this ensures that possible instrument
or sample instabilities that may occur over acquisition time affect
all core-level signals in a similar way (Sec. V H);

- Reliable peak fitting requires much time and effort. Think what
information is required and if that makes the peak fitting neces-
sary. For example, in the case of non-overlapping signals elemen-
tal quantification can be done based on the areas under the
spectra envelope; hence, only proper background selection is
necessary (Sec. VI C);

- While peak fitting is important to be done correctly, nothing
enhances reliability of XPS analyses so much as the self-
consistency between core-level spectra of all elements present in
the sample (Secs. VI C 3 and VI C 4);

- Perform peak fitting in the order of increasing complexity, i.e.,
start with reference samples, which are usually easier to fit and
use the obtained parameters as an input to model spectra from
complex materials (Sec. VI C 1);

- If elemental quantification is a priority, make sure that spectra
from different elements are recorded in parallel rather than suc-
cessively (one after another). This minimizes the impact of
instrument and sample instabilities on the outcome (Sec. VI D);

- While plotting the spectra make it easy to distinguish the fitted
curve from raw data. Readers should be able to judge the fit
quality (Sec. VII);

- Celebrate the richness of chemical information offered by XPS.
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APPENDIX A: RECOMMENDED EXPERIMENTAL
PROTOCOL

“XPS was used in this study to analyze [state chemical bonding/
elemental composition/lateral and depth distribution of elements or
compounds]. The spectrometer was [model and manufacturer]. The
base pressure during spectra acquisition was better than [give value
with the x rays ON] achieved by [details of the pumping system].
Residual gas analysis revealed that the main background gases in the
analysis chamber were […]. The excitation source was [anode type,
excitation energy, monochromator (yes/no)] operated at [source
power]. The angular range of collected photoelectrons was […] and
the electron emission angle was […]. The calibration and linearity of
the binding energy scale was confirmed by [method]. With the
selected scan parameters, the energy resolution was [value for direct
compared to other instruments, e.g., FWHM of the Ag 3d5/2 or Au
4f7/2 peak, and how it was determined]. The size of the analyzed
sample area was […]. Complementary work function measurements
were performed by UPS with [state excitation source and energy,
and whether [not?] a monochromator was used]. The samples were
prepared by [synthesis method] and stored for [time] in [environ-
ment details: pressure, temperature, humidity, etc.] prior to loading
into the spectrometer. The transfer procedure within the spectrome-
ter includes exposure to [vacuum level, pumping system] for [time]
prior to XPS analyses. The sample surface roughness was […], as
determined by […], the possible beam damage effects were evaluated
by [details of the test]. [Additional details] (if applicable): the charge
neutralizer (what type), sputter etching (ion type, energy, incidence
angle, size of the etched area, exposure time), and/or the use of
capping layers [state which]. Details of the charge referencing
method. The recorded spectra include [core levels/valence band, ….]
and the total acquisition time was […]. The spectra were acquired
[sequentially or in parallel mode]. The fitting was performed using
[name of the software package]. Details of the fitting model are
[provide information about background and line functions used,
applied constraints, etc.].”
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TABLE I. A list of common mistakes and remedies.

Stage Mistake Consequence/solution Sections to read

Experiment
planning

XPS is not the correct technique
to answer research question(s)

It is a good idea to understand before starting
measurements what XPS is and what it is not

Secs. II A, II F, III A, and IV A

Samples are not suited for XPS UHV compatibility? Possible x-ray damage? Secs. II A, II F, II G, III A, IV A, IV B,
and V F

Time between surface treatment
and XPS analysis not the same for

samples being compared

Storage results in continuous buildup of
adventitious carbon and oxides, which can
affect any products resulting from surface

treatments

Secs. II F, III B, and IV E

The effects of Ar+ ion etch not
considered

Is material sensitive to Ar+ beam? What Ar+

energy/incidence angle should be used? How
large portion of the signal will come from the

Ar+ beam modified layer?

Secs. II F and III C

Sample
considerations

Samples are stored for a long time Surface covered with thick oxide and carbon
layers; in situ Ar+ etching is destructive

Secs. II F, III C, IV E, and V E

Reference samples missing More difficult to interpret spectra;
interpretation unreliable

Secs. II C, IV D, and VI C 1

Sample history unknown Important to keep track of what sample has
been exposed to. Good communication with
sample owner is crucial. Prepare new samples

(all synthesis experiment is repeatable,
right?!)

Secs. II F and IV E

Spectra
acquisition

Incorrect or lack of charge
referencing

It is a common misunderstanding that charge
correction is only required for insulating

samples. It is always required as even perfect
conducting samples can be poorly mounted

so that not enough electrical contact is
established to the spectrometer

Secs. II D, II G, IV B, and V B

Truncated narrow range spectra Chose start and end point based on the
survey scans

Secs. II E, V G, and VI A

Poor energy resolution Incorrect pass energy setting Secs. II A and V D

Improper selection of the electron
emission angle

Probing depth not optimum for the purpose
of the experiment

Secs. II F and V E

Improper energy step Aim for at least 10 data points over a single
peak

Secs. II E and V G

Poor spectra quality Signal-to-noise considerations missing Sec. V H
Sample stability during

measurement not confirmed
High risk of spectra misinterpretation Secs. II C, III A, III B, IV A, and V F

Spectra
Analysis

Neglecting survey scans Survey spectra give an excellent overview of
sample composition; background shape may

be the source of information about the
element depth distribution

Secs. II A, III B, V G, and VI A

Attempting peak fitting while
there is no need for it

Determine what information is required Sec. VI C

Analysis based only on one type
of core-level signal

Much better reliability if all major core levels
are analyzed and show self-consistent picture

Secs. II B, II C, and VI C 2

APPENDIX B: COMMON MISTAKES AND REMEDIES

Table I provides a list of common mistakes and remedies.
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TABLE I. (Continued.)

Stage Mistake Consequence/solution Sections to read

No consistency between fitted
core-level spectra

Bonding involving elements A and B should
give peaks in core-level spectra from both A

and B

Secs. II B, II C, VI C 3, and VI C 4

No consistency between fitted
spectra from sample series

Peaks corresponding to the same chemical
state should not shift between spectra

recorded from different samples

Secs. II B, II C and VI C 5

Neglecting C 1s and O 1s spectra C and O are present on majority of surfaces
as a contamination; they cannot be simply

skipped in analysis

Secs. II F, III C, IV E, and VI C

Overfitting (too many component
peaks)

Peak model needs to make physical sense Secs. II B, II C, II E, IV D, and VI C 6

Component peaks have different
line shapes and FWHM without

any particular reason

Constraints need to be used during fitting.
Peaks cannot be allowed to vary freely. Peak

model needs to make physical sense

Secs. II A, II B, II C, and VI C 6

Neglecting spin-splitting p, d, and f-type core levels show
spin-splitting, proper area ratio, and energy

separation needs to be used

Secs. II E and VI C 6

Misinterpretation of spectral
features

Mixing up chemical shifts with other spectral
features like spin–split peaks, satellites,

shake-up, etc.

Secs. II C and II E

Unrecognized peak overlap Overlap of secondary (weaker) signals of
element A with primary core-level spectra
from element B happens relatively often

Sec. II E

Peak assignments made by blind
reference to databases

Databases show large spread in peak
positions. In some cases, the spread is so
large that any theory can be proved by
arbitrary selection of proper BE value

Secs. II C, II D, II G, V A, V B, and VI
C

Surface charging not recognized Charging may lead to peak shifts and peak
splitting (differential charging) that can be

mixed up with chemical shifts

Secs. II D, II G, IV B, and V C

Directly comparing absolute peak
intensities

Absolute peak intensities are strongly
dependent on instrumental setup, for that
reason it is much easier to compare relative
intensity change (either between two states of
the same sample or two different samples)

Results
presentation

Experimental details missing Enough information should be provided to
repeat analyses in any other lab

Appendix A

XPS spectra shown together with
results from other methods in one

figure

XPS spectra need to be large enough to see
all details

Sec. VII

The raw data not shown Original data always have to be presented to
judge their quality and information they

contain

Sec. VII

Impossible to judge fit quality due
to poor visualization

The fitted curve missing or not indicated
correctly

Secs. VI C and VII

The fitted curve follows data
closely but is not a sum of
background and component

peaks

The fitted curve should be a sum of a
background function and all component

peaks

Sec. VI C
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TABLE II. Suggested XPS workflow.

APPENDIX C: SUGGESTED XPS WORKFLOW

Table II shows the suggested XPS workflow.
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TABLE III. Glossary of basic terms used in XPS.

Term Abbreviation Sections
Further reading

(reference number)

Acceptance angle γ Secs. II A and V E 29
Adventitious carbon AdC Secs. II F, III B, IV B, IV E, V B, V H, VI D,

and IX, Table I: common mistakes
94, 97, 182, 183, 190

Ag Lα radiation Ag Lα Sec. II A 29
Al Kα radiation Al Kα Sec. II A 29
Analyzer (see electron energy analyzer)
Angle-resolved XPS AR-XPS Secs. II A and V E 259
Anode Secs. II A and II E 29
Argon etching Secs. III C, VIII C, VIII D, and VIII E 65, 96
Asymmetry (of the peak shape) Secs. II E and VI.C 15, 285
Attenuation length (see effective attenuation
length)
Auger electrons Sec. II E 260
Auger parameter 261, 262
Background (signal-to-noise) Sec. V H 55
Background (in fitting) Sec. VI C 263, 264
Background pressure Sec. IV A 265
Bake-out Sec. II F 265
Beam damage Sec. V F 145
Binding energy BE or EB Secs. II A, II B, II D, and V A 31
Bonding (see chemical bonding)
Bond strength 266
Bremsstrahlung radiation Sec. II A 55, 267
Calibration (of binding energy scale) Secs. II B, II D, and V A 10, 268
Calibration of sputtering rate Sec. VIII E
Channel plate detector Sec. II A 29
Characteristic x-ray radiation Sec. II A 29
Charging Secs. II G, IV A, IV C, V B, and V C 161, 168, 177
Charge neutralizer Secs. II G, IV C, V B, and V C 29, 83
Charge referencing Secs. II G, IV C, and V B 11, 97
Chemical analysis Secs. II C, II E, III A, IV D, and VI C
Chemical bonding Secs. II C, II E, and III A 269
Chemical composition Sec. VI D
Chemical shift Secs. II B, II C, II E, and V B 31, 34–36, 68, 270–272
Cleaning (see ion sputter etching)
Cluster ion gun CIG Sec. IV E 273
Concentric hemispherical analyzer (see
electron energy analyzer)

29

Core electron Secs. II A and II E 31
Core hole Secs. II C and II E 40
Core level Secs. II A and II E 55, 267
Cr Kβ radiation Cr Kβ 29
Crater (sputter etching) Sec. VIII E
Cross section (photoionization) Secs. II A, V D, V H, and VI D 55, 267
Curve fitting (see peak fitting)
Damage (see beam damage or sputter
damage)
Deconvolution (see peak fitting)

APPENDIX D: GLOSSARY OF BASIC TERMS USED IN XPS

Table III provides a glossary of basic terms used in XPS.
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TABLE III. (Continued.)

Term Abbreviation Sections
Further reading

(reference number)

Density of states DOS Secs. II E and V B
Depth profiling (see ion sputter depth
profiling)
Depth resolution (of depth profiles) Sec. VIII E 274
Detection limit Secs. III A, V H, and VI D 88
Detector (see channel plate detector) 29
Differential charging Secs. II G and IV C 80, 81, 82
Diffraction (of photoelectrons) Sec. VI D 218, 219
Doniach–Sunjic function D-S Sec. VI C 1 275
Dual anode Sec. II A 28, 29
Effective attenuation length L 13, 276, 277
Einstein equation Sec. II A 55, 267
Elastic electron scattering Sec. II F 278–280
Electron energy analyzer Secs. II A and V D 29, 281
Electron emission angle θ Secs. II A, III C, V E, VIII A, and VIII B
Electron escape depth Sec. II F 12
Electron gun (see charge neutralizer)
Electron inelastic mean free path IMFP or λ Secs. II A, II F, III C, VI D, and VIII A 12
Electronegativity χ Secs. II C and II E 269
Electron spectroscopy for chemical analysis ESCA Sec. II C 32, 35
Elemental analysis (qualitative, see qualitative
analysis)
Elemental analysis (quantitative, see
quantitative analysis)
Emission angle (see electron emission angle)
Energy analyzer (see electron energy analyzer
Energy calibration (see calibration)
Energy reference levels Secs. II D, V A and V B 31
Energy resolution Secs. II A, II E, V D, V H, VI A, and VI B 29
ESCA molecule Sec. II C 37, 38
Escape depth (see electron escape depth)
Exchange splitting Sec. II E 40, 69
Fermi cutoff Sec. V B
Fermi edge FE Secs. II E and V B
Fermi level FL Secs. II D, II E, and V B
Film thickness (estimates) t Secs. VIII A and VIII B
Final state effects Secs. II B and II E 40
Fingerprint method Sec. VI A 55, 267
Fingerprint (influence on the spectra) Sec. IV B
fitting (see peak fitting)
Flood gun (see charge neutralizer)
Gaussian function G Sec. VI C 15, 285
Gaussian–Lorentzian (Voigt) function G-L Sec. VI C 15, 285
Ghost peaks Sec. II E 55, 267
Hemispherical analyzer (see electron energy
analyzer)
High vacuum HV 265
High energy resolution spectrum Secs. V D, V G, and VI B 55, 267
Hill equation Sec. VIII B 197
Imaging XPS Sec. VIII E 246–248, 282
IMFP (see electron inelastic mean free path)
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TABLE III. (Continued.)

Term Abbreviation Sections
Further reading

(reference number)

Incidence angle (see ion beam incidence
angle)
Inelastic background Secs. II A, II E, II F, V H, VI A, and VI D 216, 226
Inelastic mean free path (see electron inelastic
mean free path)
Information depth Sec. II F 12
Initial state effects Sec. II E 40
In situ cleaning (see ion sputter etch)
Instrument calibration (see calibration of
binding energy scale)
Ion beam damage (see sputter damage)
Ion beam energy EAr þ Sec. III C
Ion beam incidence angle α Sec. III C
Ion-beam-modified layer thickness ξ Sec. III C
Ion gun Sec. III C
Ion sputter etch Secs. III C, VIII C, and VIII D
Ion sputter depth profiling Secs. VIII C and VIII D 233, 283
Ionization cross section (see cross section)
Kinetic energy (of electrons) Ekin Sec. II A
Lateral resolution (in XPS) Sec. VIII E 247
Lifetime broadening Sec. II E 56
Linear background Secs. VI C and VI D 263, 264
Line shape (in fitting) Sec. VI C 285
Lorentzian function Sec. VI C 15, 285
Mean free path (see inelastic mean free path)
Mg Kα radiation Sec. II A 29
Monochromatic x rays Secs. II A and II.E 29
Monochromator Secs. II E and V D 29
Multichannel electron detector (see channel
plate detector)
Multiplet splitting Sec. II E 40
Narrow-range spectrum Secs. II E, V D, V G, V H, and VI B 55, 267
Native oxide Secs. II E, III C, IV E, V B, VIII A, and VIII B
Native surface Secs. III C, VI C 1, VIII A, VIII B, and VIII F
Noise N Sec. V H 55
Non-destructive depth profiling Sec. V E 196
Outgassing Sec. IV A 265
Overlapping peaks Sec. VI C 286
Overlayer Secs. VI A, VIII A, VIII B, and VIII F
Pass energy Epass Secs. II A, V D, V G, V H, VI A, and VI B 55, 267
Peak fitting Sec. VI C 15, 206, 207, 284–286
Peak overlap (see overlapping peaks)
Peak-to-background ratio P/B Sec. V H 55
Photoelectric effect Sec. II A 55, 267
Photoionization cross section (see cross
section)

Sec. VI D

Plasmons Sec. II E 287, 288
Preferential sputtering Secs. III C, VI C 1, and VI D 209, 210
Probing depth d Secs. II A, II F, III C, V E, VI A, VI D, VIII B,

VIII C, and VIII E
12

Qualitative analysis Sec. VI A 55, 267
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TABLE III. (Continued.)

Term Abbreviation Sections
Further reading

(reference number)

Quantification (see quantitative analysis)
Quantitative analysis Sec. VI D 16, 17, 289
Radiation damage (see beam damage)
Referencing (see charge referencing)
Reference peaks Secs. II D, V A, and V B 124, 191, 201
Reference samples Secs. IV D, V B, and VI C 1 124, 191, 201
Reference spectra Secs. IV D, V B, and VI C 1 124, 191, 201
Relative sensitivity factor RSF Sec. VI D 45, 46, 214
Residual gas analyzer RGA Sec. IV A 265
Resolution (see energy resolution)
Sample charging (see charging)
Sample damage (see beam damage)
Sample handling Secs. II F and IV B 9, 290
Sample history Sec. IV E
Sample work function fSA Secs. II D and V B 184, 185
Sampling depth (see probing depth)
Satellite peaks (with non-monochromatized x
rays)

Secs. II A and II E 55, 267

Screening (of a core hole) Secs. II C and II E 40
Secondary chemical shifts Sec. II.C
Self-consistency (in peak fitting) Secs. VI C, VI C 3–VI C 5 97, 201
Sensitivity factors (see relative sensitivity
factors)
Shake-off peaks Sec. II E 68
Shake-up peaks Sec. II E 68
Shirley background function Secs. VI C and VI D 263, 264
Signal-to-noise ratio S/N Secs. II A, V D, V H, and VI A 198
S/N ratio (see signal-to-noise ratio)
Spatial imaging (see imaging XPS)
Spatial resolution (see lateral resolution)
Specimen (see sample)
Spectrum Secs. II A, II C, and II E 55, 267
Spectrometer Sec. II A 29
Spectrometer work function fSP Secs. II D and V B 31
Spectroscopic notation Sec. II E 55, 267
Spherical mirror analyzer SMA Sec. VIII E 251, 252
Spin–orbit ( j–j) coupling Sec. II E 55, 267
Spin–split peaks Secs. II E, VI C 1, VI C 6, and VIII B 55, 267
Sputter damage Secs. II A, III C, VIII C, VIII D, and VIII E 95, 96
Sputter depth profiling (see ion sputter depth
profiling)
Sputter etching (see ion sputter etch)
Substrate Sec. IV C
Surface charging (see charging)
Surface oxide Secs. IV A, IV E, VIII A, VIII C, and VIII F
Surface roughness Secs. II F, III C, IV C, and V E
Surface sensitivity Secs. II F, IV B, and IV E 117, 291
Survey spectrum (survey scan) Secs. V G and VI A 292
Take-off angle f Secs. IV C and V E
Tougaard background function Secs. VI C and VI D 263, 264
Transmission function (of the instrument) Sec. VI D 29, 212, 213
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