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ABSTRACT

Chemical reactions on surfaces play a central role both for our daily life and industrial purposes,
including the storage and release of energy, as well as the formation of new materials. To achieve
high efficiency, catalysis lies in the heart of chemical reactions as it plays a critical role in acce-
lerating the chemical transformation to target products. However, environmental issues arise
as the applications of catalytic technologies and current synthetic approaches such as pollution
from undesirable byproducts and massive emission of carbon dioxides due to the usage of fossil
fuels. This calls for developing improved strategies for fabricating new materials with highly
efficient catalytic properties. In recent years, on-surface chemical reactions have also been used
to synthesize new low-dimensional materials with atomic precision, by coupling molecules into
nanostructures. It is crucial to not only obtain high activity for chemical reactions, but also achi-
eve distinct selectivity towards desired products. For this purpose, understanding mechanisms
of target chemical reactions and origins of catalysts’ activity are of great significance to facilitate
chemical processes.

In this thesis, three types of chemical reactions are investigated within the framework of density
functional theory (DFT), in which chemical reactions relevant for both heterogeneous catalysis
and electrochemical synthesis are considered on two-dimensional transition metal carbides (2D
MXenes), and chemical reactions for synthesizing organic nanostructures are studied on me-
tal surfaces. Focusing on one of the most fundamental chemical reaction, C(sp3)-H activation,
we demonstrate that MXenes can serve as highly efficient heterogeneous catalysts and exhibit
high activity. The thermally triggered C-H activations are shown to follow the “radical-like”
mechanism on MXenes, in which O terminations serve as active sites. By adopting the hydro-
gen affinity (EH) as a descriptor, both the geometry configuration and the catalytic activity of
MXenes can be quantitatively characterized.

In the context of on-surface synthesis, we theoretically propose reaction mechanisms of two ty-
pes of chemical reactions on surface. A new strategy for constructing C-C bonds via the desul-
fonylation reaction was achieved experimentally for the first time by collaborators. With DFT
calculations, an observed discrepancy between Ag(111) and Au(111) is ascribed to interactions
between surfaces and molecules. Secondly, the formation mechanism of the 2D biphenylene
network (BPN), a recently realized carbon allotrope formed by intermolecular HF zipping on
Au(111), has been computationally investigated.

With the tool of DFT calculations, a single Ni atom catalyst supported by Ti3C2T2 MXenes for
electrochemical nitrogen reduction has been theoretically proposed. Such single atom catalyst
(SAC) is computationally screened from three aspects including stability, activity, and selectivity.
Our theoretical results show that not only the catalytic performance of the Ni SAC predicted
by screening criteria can be verified, but also a H rich environment can be beneficial for the
electrochemical nitrogen reduction on such SACs.

In summary, first-principles calculations have been performed to evaluate the catalytic perfor-
mance of 2D MXenes towards C-H activation, unravel formation mechanisms of organic materi-
als synthesized via on-surface reactions, and design effective catalysts towards the synthesis of
ammonia. The expectation is that the work in this thesis will contribute with important pieces
of information to pave the way for the rational design of high-efficient catalysts for various re-
actions and shed lights on developing synthetic strategies of unprecedented organic materials.
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POPULÄRVETENSKAPLIG SAMMANFATTNING

Kemiska reaktioner är av stor vikt för många aspekter av vårt dagliga liv och inom indus-
triella processer. Detta inkluderar lagring och frigörandet av energi, omvandling av kemiska
föreningar, samt produktion av nya material. Katalys främjar högeffektiva kemiska reaktioner,
genom att påskynda den kemiska omvandlingen för produktion av bränslen, läkemedel och
konsumentprodukter. Emellertid uppstår miljöproblem från tillämpningar av katalytisk teknik
och nuvarande syntetiska tillvägagångssätt, såsom föroreningar från oönskade sidoproduk-
ter samt massiva koldioxidutsläpp på grund av användningen av fossila bränslen. Därför
är det önskvärt att optimera katalysatorerna för de kemiska reaktioner som de är avsedda
för. Detta kräver utveckling av både tillverkningsstrategier för nya material och högeffek-
tiva katalysatorer. För att uppnå sådana ambitioner är förståelsen av de kemiska reaktioner-
nas mekanismer samt materials katalytiska ursprung av stor betydelse. Förståelse inom dessa
områden leder till främjandet av kemiska processer som i sin tur kan bidra till en minskad
miljöpåverkan och nya material. I denna avhandling undersöks tre typer av kemiska reak-
tioner genom teoretiska modelleringar inom ramen för så kallad täthetsfunktionalteori (DFT).
Kemiska reaktioner som är relevanta för både heterogen katalys och elektrokemisk syntes stud-
eras här för tvådimensionella metallkarbider (MXener). Avhandlingen berör även hur kemiska
reaktioner på ytor kan användas för att syntetisera nya organiska nanostrukturer.

I första delen av avhandlingen har vi undersökt möjligheten att använda MXener som het-
erogena katalysatorer mot en av de mest grundläggande kemiska reaktionerna, nämligen CH-
aktivering. Gemensamt för denna grupp av reaktioner är att en väteatom tas bort från ett kolväte
genom att bryta (aktivera) en kemisk bindning till en kolatom. MXener är en ny klass av tvådi-
mensionella metallkarbider, samt nitrider, som tillverkades för första gången 2011. I allmänhet
följer 2D MXener den generella formeln Mn+1XnTz där M är en övergångsmetall, X refererar
till C eller N, T är termineringsgrupperna och n är ett heltal inom intervallet 1–3. Våra resultat
visar att Ti2CT2 demonstrerar en hög katalytisk aktivitet och selektivitet mot CH-aktivering av
propan, där syretermineringar fungerar som de aktiva atomerna för att driva reaktionen framåt.
Den katalytiska prestandan hos Ti2CT2 är nära relaterad till hur uppsättningen och fördelnin-
gen av yttermineringarna ser ut, det vill säga själva ytstrukturen hos materialet avgör den kat-
alytiska aktiviteten. Det visade sig att materialets väteaffinitet, vilket kortfattat är förmågan att
abstrahera väte från vatten, kan användas för att uppskatta den katalytiska aktiviteten för CH-
aktivering för MXener. Med hjälp av väteaffiniteten kunde sambandet mellan ytstrukturen och
den katalytiska aktiviteten hos MXener karakteriseras kvantitativt. Beräkning av väteaffinitet
kräver en bråkdel av de superdatorresurser som behövs för att beräkna kemiska reaktioner och
utgör därmed ett verktyg för att snabbt kunna förutsäga den katalytisk prestandan hos MXenes
avsedda för CH-aktivering.

Som en förlängning av heterogena katalys så kan den kemiska aktiviteten på ytor användas
för syntes av organiska nanostrukturer med precision på atomär nivå. De organiska nanos-
trukturerna skapas genom att använda lämpliga molekylära byggstenar som är förprogram-
merade att reagera på ett visst sätt. Nanovetenskap och nanoteknik, speciellt utvecklingen av
sveptunnelmikroskopet (STM) samt atomkraftmikroskopet (AFM), har gjort det möjligt att ta
ögonblicksbilder av molekyler på ytor ner till minsta kemiska bindning samt följa bilandet av
de organiska nanostrukturerna. Experimenten är dessvärre inte tillräckligt snabba för att kunna
fånga de kemiska reaktionerna på bild vilket resulterar i att information om den kemiska struk-
turen endast är tillgänglig före och efter att en reaktion har tagit plats. För att få information
om hur molekylerna reagerar, vilket bidrar till skapandet av ett visst material, behöver vi för-
lita oss på teoretisk modellering. I denna avhandling har vi undersökt två typer av kemiska
reaktioner på ytor som inte har studerats teoretiskt tidigare. En ny strategi för att skapa bind-
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ningar mellan kolatomer, och därmed sammanlänka enstaka molekyler till polymerer, genom
desulfonyleringsreaktioner på guld och silverytor, har påvisats experimentellt för första gån-
gen. Till skillnad från många andra kemiska reaktioner skedde denna reaktion enklare på guld
än på silver. Beräkningar utfördes för att undersöka ursprunget till detta avvikande beteende.
Skillnaden kunde tillskrivas till hur svavel och syre växelverkar med de två ytorna. På guld är
interaktion med svavel att föredra medan silver föredrar att binda kemiskt till syre. Beräkningar
av reaktionsmekanismen påvisade en stark växelverkan mellan svavel och guldytan vilket främ-
jade reaktionen vilket motiverar varför reaktionen sker enklare på en guldyta. Vi har dessutom
använt teoretisk modellering för att studera mekanismen för en nyligen utvecklad procedur
avsedd för tillverkning av 2D kolbaserade material genom en reaktion där två molekyler som
innehåller väte och fluor knäpps ihop som i ett blixtlås på en guldyta (reaktionen kallas för ”HF
zipping” på engelska). Genom beräkningar föreslås den mest sannolika reaktionsvägen och
alternativa mellantillstånd identifieras. Den föreslagna reaktionsvägen har ytterligare demon-
strerats av samarbetspartners med sveptunnelmikroskopet där de stabilaste mellantillstånden
fångats på bild i experiment.

Med kunskap om reaktionsmekanismen för specifika ytor kan vi teoretiskt utforma lovande
katalysatorer genom att sätta godtyckliga kriterier. Med teoretiska modeller har vi studerat hur
en katalysator bestående av en enstaka metallatom (”single atom catalyst”, SAC, på engelska)
adsorberad på Ti3C2T2-MXener för syntes av ammoniak. Beräkningarna visade att nickel är
det atomslag som uppfyller de uppsatta kriterierna bäst. Vi undersökte även yttermineringars
påverkan på den katalytiska prestandan. Specifikt kan en väterik miljö vara fördelaktig för den
elektrokemiska kvävereduktionen, vilket förutsäger möjligheten att använda MXenes-stödda
SAC i elektrokatalyssystem i framtiden.

I denna avhandling har första principberäkningar använts för att utvärdera den katalytiska pre-
standan hos 2D MXener mot CH-aktivering, för att fördjupa förståelsen om bildningsmekanis-
mer för organiska material som syntetiseras via reaktioner på ytor, och för att designa effektiva
katalysatorer för syntes av ammoniak. Våra resultat visar att elektronstrukturberäkningar kan
användas som ett effektivt tillvägagångssätt för att förstå reaktionsmekanismer och ge riktlinjer
för design av nya material. Förhoppningen är att arbetet i denna avhandling kan bidra med vik-
tiga pusselbitar för att bana väg för en rationell design av högeffektiva katalysatorer för olika
reaktioner samt belysa utvecklingsmetoder för syntesstrategier av nya organiska material.
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1 Introduction

Chemical reactions, which involve the formation and cleavage of chemical bonds, are of ut-
most importance in everyday life from basic science to many industrial technologies [1]. For
example, a highly influential scientific achievement is employing catalytic systems to increase
the efficiency of chemical reactions to produce a broad range of chemicals including fuels [2].
To date, most transportation fuels and chemicals in industry are produced using technologies
based on catalysis [3]. In particular, heterogeneous catalysis, where the catalyst (solid) and re-
actants (gas) are in different phases, is of great importance in the development of the modern
society. Well-known examples demonstrate its significance: essentially half of all petrol in the
world is produced by catalytic cracking process using zeolite catalysts, and the Haber-Bosch
process with iron catalysts plays a key role in the production of fertilizers [2, 4]. Despite, in-
dustrial catalytic processes usually involve active metallic nanoparticles supported on an either
amorphous or crystalline oxides and require rather harsh reaction conditions (high temperature
and/or pressure). The complexity in catalytic systems makes the mechanistic study of chemical
reactions on those surfaces at the atomic level notoriously difficult.

Pioneered by researches on heterogeneous catalysis, the surface science approach has been de-
veloped in order to pursue deeper understandings of catalytic processes in the atomic scale. A
significant recognition of such method came with the 2007 Nobel Prize in chemistry awarded
to Gerhard Ertl for a number of methods he developed to study surface chemical reactions and
successfully mapping out the mechanism of the Haber-Bosch process [5]. In the surface science
approach, facets of nanoparticles involved in catalytic processes are mimicked by extended sin-
gle crystal surfaces [6] or supported nanoparticles [7], which greatly facilitates investigations on
catalytic properties of practical catalysts. Furthermore, the use of ultrahigh vacuum (UHV) and
invention of scanning tunneling microscope (STM) and atomic force microscope (AFM) by Gerd
Binnig and co-workers [8–10] have facilitated controlled studies for chemical reactions on sur-
faces. To date, the surface science approach has been extremely successful and provided useful
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1. INTRODUCTION

information about adsorption configurations of reactants/products, surface reactions processes,
and reaction intermediates involved in catalytic processes [11].

In the past 15 years, on-surface synthesis has been developed as an extension of heterogeneous
catalysis, where the initial reactants, reaction intermediates, and final products all remain as ad-
sorbates on the surface in the submonolayer regime [12]. By applying concepts of supramolec-
ular chemistry, well-defined functional materials can be obtained from the self-assembly of el-
ementary building blocks by taking advantages of the 2D confinement and catalytic effects of
solid surfaces to initiate chemical reactions, which is also known as the “bottom up” method
[13]. Although several examples of surface-supported coupling reactions have been achieved
in late 1990s and early 2000s [14, 15], the benchmark of the on-surface synthesis is the covalent
coupling of brominated tetraphenyl-porphyrins under UHV environment achieved by Grill and
co-workers in 2007 [16]. Utilizing all available techniques in surface science, different chemical
reactions have been realized on surfaces with atomic precision, fulfilling the requirement of
“practical elegance" proposed by the Nobel prize laureate Ryoji Noyori, that is “it must be logically
elegant but must at the same time lead to practical applications" [17].

Conventionally, both the rational design of catalysts for various catalytic systems and the devel-
opment of on-surface synthesis strategies rely on the “trial-and-error” approach due to the com-
plex structure of supported catalysts and limited insights of underlying mechanisms. Nowa-
days, thanks to the density functional theory (DFT) proposed by Pierre Hohenberg, Walter
Kohn, and Lu Jeu Sham (discussed in Chapter 2) [18, 19], the computational modeling has
become an effective tool for understanding mechanisms of chemical reactions on the molecu-
lar level and developing new catalysts. With the further development of exchange-correlation
functionals [20, 21] and in combination with powerful computational resources, DFT calcula-
tions can provide reliable results for modeling electronic structures, predicting the catalytic per-
formance, as well as unveiling mechanisms of chemical reactions on surfaces and interfaces.
Results presented in this thesis are highly dependent on DFT calculations. In this chapter, I
will discuss key concepts used in this thesis including representative chemical reactions, cata-
lysts employed in various systems, as well as computational methods for mechanistic studies of
on-surface chemical reactions and catalytic processes.

1.1 Chemical reactions on surfaces

In this section, the fundamental knowledge for chemical reactions that have been studied in
this thesis will be discussed, including the on-purpose synthesis of light olefins, the surface-
assisted C-C coupling, and the synthesis of ammonia from nitrogen. The aim of this section is to
briefly introduce the importance of selected chemical reactions, conventional catalysts for these
reactions, their remaining practical challenges, and how theoretical calculations can be applied
to obtain valuable information for these systems.

1.1.1 On-purpose synthesis of light olefins

Dehydrogenation of light alkanes
The demand of light olefins (CnH2n, n<6) has increased since 1930s and been registered a more
rapid growth in recent decades, because they are key feedstocks in the chemical industry for
producing polymers, commodities, and specialty chemicals for daily use [22, 23]. Convention-
ally, light olefins such as propylene and ethylene are produced as byproducts in steam cracking
and fluid catalytic cracking (FCC) of naphtha, light diesel, and other oil products [24]. How-
ever, with the rapid consumption of fossil fuels, current production methods fail to meet in-
creasing demands of light olefins, leading to a growing “olefin gap”. Alternatively, several new
technologies for producing these olefins have been developed, such as on-purpose synthesis
of olefins from light alkanes, the methanol-to-olefin process, and the Fischer-Tropsch-to-olefins
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1.1. Chemical reactions on surfaces

process [25]. Among these strategies, the on-purpose synthesis of light olefins, represented by
the propane dehydrogenation (PDH), has attracted the most interests. The PDH process has
been considered as the most promising and profitable strategy because of the high conversion
and utilization of the cheap feedstock propane, which can be obtained through extraction of
earth-abundant shale gas [26, 27].

Figure 1.1: A simplified illustration of the propane dehydrogenation and main side reactions on the metal
surface. The dark grey, white, and light grey circles represent C, H, and metal atoms, respectively.

As shown in Fig. 1.1, PDH involves multiple reactions which lead to different products. Gener-
ally, a PDH process consists of

C3H8 ÐÑ C3H6 + H2 ∆H298K = 124.3 kJ ¨ mol´1, (1.1)

C3H8 ÐÑ C2H4 + CH4 ∆H298K = 98.9 kJ ¨ mol´1, (1.2)

C3H8 + H2 ÐÑ C2H6 + CH4 ∆H298K = ´37.7 kJ ¨ mol´1, (1.3)

C2H4 + H2 ÐÑ C2H6 ∆H298K = ´136.6 kJ ¨ mol´1, (1.4)

C3H8 ÐÑ 3C + 4H2 ∆H298K = 119.5 kJ ¨ mol´1. (1.5)

As seen from Reaction 1.1, the synthesis of propylene is highly endothermic at the room tem-
perature and results in the increase of molecules. According to the Le Chatelier’s principle, the
formation of propylene would be beneficial from increasing the reaction temperature and/or
decreasing the partial pressure. Nevertheless, it will also inevitably increase the rate of the C-C
cleavage (Reaction 1.2). In addition, deep dehydrogenations leading to the formation of coke
(Reaction 1.5) are also facilitated at high temperature. Consequently, catalysts and reaction con-
ditions must be cautiously controlled and carefully handled to achieve optimal olefin yield as
the balance between desired dehydrogenations and side reactions is very complex. Therefore, it
has been long desired to design effective catalysts that exhibit not only good activity for dehy-
drogenations but also high selectivity towards the synthesis of olefins. Various strategies have
been developed to promote catalytic performance of different types of catalysts. In past several
decades, the noble metal-based catalysts and the metal oxides-based catalysts have been exten-
sively investigated. Recently, catalysts based on low-dimensional materials have also attracted
tremendous interests as the development of the material science.

Noble metal-based catalysts
Noble metals, such as Pt, Pd, and Ru, have been widely used in C-H activations owing to their
affinity for paraffinic C-H bonds [28, 29]. One of the most successful examples is Pt, which
has been developed in the 1960s and was first commercialized in 1968 for the industrial alkane
dehydrogenation [24]. Nowadays, Pt-based catalysts have been widely utilized in the large-
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scale production of light olefins as they have excellent stability and undoubtedly high catalytic
activity.

The mechanism of PDH on Pt-based catalysts has been investigated from both experimental
and theoretical perspectives. Generally, the reaction mechanism of PDH on the pure Pt (or other
metal) catalysts is considered as a reversed Horiuti-Polanyi mechanism [30], consisting of four
major steps: i) the adsorption of the propane on catalysts driven by van der Waals interactions,
ii) and iii) the consecutive C-H activations on propane catalyzed by two adjacent Pt atoms, and
iv) the desorption of the propylene and H2 from catalysts. While Pt active sites exhibit high
activity towards C-H activations in propane (ii and iii), undesired reaction steps such as deep
dehydrogenations and the C-C cleavage can also take place with the presence of Pt atoms (Re-
action 1.2 and Reaction 1.5). As a result, pure Pt catalysts usually suffer from limited selectivity
of propylene and serious coking [31]. Subsequent theoretical calculations have shown that such
limited selectivity can be ascribed to adsorption configurations of the propylene, in which strong
interactions between the propylene and Pt surfaces prohibit the step iv) in PDH and lead to deep
dehydrogenations.

Figure 1.2: Possible adsorption configurations of the propylene on Pt catalysts. (a) The propylene di-σ V-
shape configuration, (b) the propylene di-σ configuration, and (c) the propylene π configuration. The dark
grey, white, and light grey circles represent C, H, and Pt atoms, respectively. Reproduced based on Ref.[32].

Figure 1.2 illustrates adsorption configurations of the propylene on the Pt(111) surface. Previ-
ous theoretical study has shown that the propylene prefers to retain its alkane structure, leading
to configurations of propylene di-σ or propylene di-σ V-shape (Figure 1.2a-b) [33]. However,
those configurations lead to strong molecular-surface interactions, prohibiting the desorption
of the propylene and leading to deep dehydrogenations. As a consequence, catalysts will be
deactivated as the carbon deposits on the Pt surface. One of the most effective approaches to
prevent catalysts deactivation is alloying metal promoters resulting in a weaker propylene ad-
sorption with propylene-π configuration (Fig. 1.2c). For example, alloying Sn into Pt-based
catalysts can effectively improve their catalytic performance in dehydrogenations by reducing
the propylene adsorption [34]. Similar promotion in propylene selectivity can also be found for
Pd-based catalysts. Purdy and co-workers [35] have synthesized a variety of Pd-based catalysts
with different promoting metals including Zn, Ga, In, Fe, and Mn, in which alloyed catalysts
exhibit higher dehydrogenation turnover rates and selectivity with respect to the pure Pd sur-
face. Despite enormous successes in noble metal-based catalysts, the cost-efficient is still the key
challenge. The economical benefits can only be guaranteed by controlling the weight percentage
of Pt lower than 1 wt%. A recent report has shown that one of the latest Pt-based catalysts even
only consists of 0.3 wt% Pt loading [36].

Metal oxides-based catalysts
As an alternative to noble metal-based catalysts, metal oxides have been one of the most actively
investigated catalysts towards the PDH, as they show considerable activity and propylene selec-
tivity but higher cost-efficiency. For example, CrOx, VOx, and GaOx catalysts have been widely
used in the PDH process.
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Since Frey and Huppke first reported the dehydrogenation activity of Cr2O3 in 1933 [37], CrOx-
based catalysts have been considered as one of the most promising metal oxides-based cata-
lysts for the on-purpose synthesis of light olefins [38]. Nevertheless, supported CrOx catalysts
involve various valence states of chromium ions including Cr6+, Cr5+, Cr3+, and Cr2+ etc.,
making it difficult to determine the active site. Extensive efforts have been devoted into identi-
fying active sites for CrOx-based catalysts. For instance, Sattler and co-workers show the Cr3+

serves as the active site by using in situ X-ray adsorption near edge structure and UV-vis spec-
tra, in which the Cr6+ is reduced to Cr3+ at the beginning of the dehydrogenation [39]. Similar
to CrOx-based catalysts, the supported VOx-based catalysts are expected to be effective in PDH
since they also consist of various unsaturated metal-oxide pairs, providing a rich source of active
sites. Moreover, it has been reported that VOx-based catalysts exhibit more superior propylene
selectivity than the PtSn and CrOx-based catalysts [40]. Subsequent studies have revealed that
the V3+ is the most active species for PDH among V5+, V4+, and V3+ ions, in which the con-
centration of the V3+ is proportional to the turnover frequency [41]. Nevertheless, applications
of metal oxide-based catalysts are still limited by the low stability and the toxicity of the cata-
lysts. For example, the deactivation rate of the CrOx-based catalysts is about 0.5 h´1 [42], which
significantly suppresses further applications in the large-scale production.

Other formulations
A number of issues for noble metal-based catalysts and metal oxide-based catalysts, including
the poisoning of active sites, high cost of noble metals, environmental concerns associated with
Cr, have encouraged the development of alternatives for dehydrogenation of light alkanes. Iron
oxides have been considered as one promising alternative, which have been used for the dehy-
drogenation of ethylbenzene since 1946 [23]. Recently, Fe-based catalysts have been synthesized
and applied in the PDH process, where the Fe0 species plays an important role in the formation
of the propylene [43]. In addition, Wang and co-workers have theoretically proposed that the
carbon-rich structure for the Fe active site such as Fe3C exhibits superior catalytic performance
than the same species with Fe surrounding [44]. Furthermore, other non-noble metal-catalysts
such as Ni-based catalysts have been developed. The Ni(111) surface has been theoretically
predicted to be highly active and selective towards PDH [45]. A subsequent study has experi-
mentally confirmed the catalytic performance of the Ni, in which the Ni2+ in Ni/SiO2 catalysts
has been identified as the active center [46]. Recently, confining non-noble metals in the car-
bon/nitrogen matrix has been developed as an effective approach for increasing the stability of
catalysts. For instance, the N-coordinated Co active sites are stable for the PDH process up to
750 K under the H2 atmosphere [47]. With the rapid development of material fabrication and
characterization techniques, various strategies have been developed in order to obtain highly
effective catalysts towards PDH, including single-atom catalysts (SAC) and two-dimensional
material-based catalysts such as graphenes and MXenes [25]. In this thesis, MXenes-catalyzed
C-H activations in the propane have been investigated, in which the influence of surface chem-
istry of MXenes on their catalytic performance is studied from first-principles calculations.

1.1.2 Surface assisted C-C coupling

On-surface synthesis
Since the fabrication of the graphene in 2004, two-dimensional carbon materials have attracted
tremendous interests due to their lightness, versatility, and low cost [48]. Nevertheless, the
zero band gap property of graphene limits its further application in electronic devices. Previ-
ously, top-down strategies for tuning the band gap of graphene such as lithography have been
introduced [49, 50]. However, the bottleneck of top-down approaches remains at control of
structures in the atomic level. Alternatively, the bottom-up method based on the on-surface
synthesis, holds great potential for producing carbon materials with atomic level precision. As
an extension of heterogeneous catalysis, the on-surface synthesis consists of a series of coupling
reactions between molecular building blocks on the substrate such as metal surfaces. Triggered
by thermal treatments, various covalent structures have been achieved. Examples are graphene
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nanoribbons [51], graphdiyne wires [52], and other carbon-based materials [53]. Furthermore,
combining STM experiments in UHV conditions, on-surface synthesis makes it possible to in-
vestigate original mechanisms that are difficult to understand in standard chemistry conditions.

Various approaches for constructing C-C bonds via on-surface synthesis have been achieved, in-
cluding the Ullmann coupling [16], homo-coupling of alkynes [54], cyclodehydrogenations [55],
and cyclodehydrofluorinations [56]. In principle, any desired structure can be formed by em-
ploying appropriate molecular precursors with proper reacting groups via on-surface synthesis.
However, developing new strategies for C-C couplings on the surface relies on trial-and-error to
determine if molecules can react as anticipated, because mechanistic insights for surface-assisted
C-C couplings are rather limited. Therefore, it is of great importance to provide theoretical in-
puts into mechanisms of surface-assisted C-C couplings. In this section, a brief introduction
of selected strategies for surface-assisted C-C coupling will be given from the perspective of
theoretical calculations.

On-surface Ullmann coupling
The Ullmann reaction was first proposed as the C-C coupling between aromatic halides cat-
alyzed by Cu clusters, and has played a critical role in the organic synthesis [57]. In 1992, the
Ullmann reaction was transferred to the metal surface, in which the biphenyl was synthesized
from iodobenzene on Cu(111) [58]. In the field of on-surface synthesis, the concept of the Ull-
mann reaction has been extended to the dehalogenative homo-coupling between aryl halides on
metal surfaces that are not limited to Cu, which is known as the on-surface Ullmann coupling
[59, 60]. In 2007, Grill et al. [16] have demonstrated that covalently bound molecular nanostruc-
tures can be synthesized from prophyrins equipped with bromine via the on-surface Ullmann
coupling. Such reaction therefore has been extensively employed for the synthesis of carbon
based nanostructures such as graphene nanoribbons [61]. To date, the on-surface Ullmann cou-
pling has been widely used in the synthesis of the large molecules (0D), molecular chains (1D),
and carbon nanostructures (2D) on various metal surfaces [62].

Figure 1.3: Two reaction mechanisms of the on-surface Ullmann coupling, in which no metal adatoms are
involved in mechanism 1, while the organometallic structures are formed via mechanism 2. The C, H, halogen,
and metal atoms are represented by the gray, white, red, and brown circles, respectively.

In general, there are two typical mechanisms for the on-surface Ullmann coupling, and the main
difference is the formation of organometallic intermediates [63]. In the mechanism without
organometallic intermediates (Mechanism 1 in Fig. 1.3), the C-X (X represents halogens) bond is
activated by the surface metal atom, resulting in adsorbed halogens and surface-stabilized aryl
radicals. Subsequently, the coupling between two dehalogenated radicals takes place, leading
to the formation of C-C bonds. Such mechanism was firstly proposed in the pioneering study by
Grill, in which no organometallic intermediates were observed during the coupling of debromi-
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nated molecular precursors on Au(111) [16]. On the other hand, the presence of organometallic
intermediates can be identified on more reactive surfaces such as Ag(111) and Cu(111), in which
the dehalogenated aryl radicals form C-metal bonds with metal adatoms on the surface (Mech-
anism 2 in Fig. 1.3). Experimentally, the organometallic C-Cu-C structure can be observed at 300
K on the Cu(111) surface [64].

By means of density functional theory calculations, the reason of such discrepancy in reaction
mechanisms of the on-surface Ullmann coupling can be disclosed. Theoretical investigations
have shown that the formation of organometallic structures is related to the metal-phenyl inter-
actions, in which the extraction of adatoms is greatly facilitated by strong metal-phenyl bonds
[65]. Figure 1.4 shows an example of the first step of the on-surface Ullmann reaction (debromi-
nation), which initiates at the physisorbed bromobenzene on metal surfaces. The C-Br is ac-
tivated by the surface metal atom, leaving a bromine atom and a “surface-stabilized" radical.
As seen, the debromination on Au(111) is endothermic (∆E ą 0) and exhibits a higher energy
barrier than that on Ag(111). Thus, a longer annealing time and a higher temperature are re-
quired in experiments to make the debromination thermodynamically favored on the Au(111)
surface and to climb the barrier [66]. In addition, the debrominated phenyl radical exhibits
stronger molecule-surface interactions on the Ag(111) surface, indicating the further extraction
of adatom is more favored, agreeing well with previous experimental observations [67].

Figure 1.4: The reaction pathways for the C-Br activation on (a) Au(111) and (c) Ag(111) with (b) correspond-
ing energy profiles (following the Mechanism 1). The C, H, Br, Ag, and Au atoms are represented by the grey,
white, brown, silver, and yellow circles, respectively. Adopted from Paper III.

The next step for the on-surface Ullmann reaction is the recombination of dehalogenated phenyl
radicals into biphenyl, i.e., the construction of C-C bonds. Generally, the recombination involves
a diffusion and a coupling step. Moreover, it has been shown that the recombination is diffusion
limited on Cu(111) and coupling limited on Ag(111) [68].
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Desulfonylated homo-coupling
Similar to the on-surface Ullmann reaction, C-C bonds can be also constructed by C-S activa-
tions. Figure 1.5 shows a simplified mechanism of the desulfonylated homo-coupling proposed
in Paper III, in which the desulfonylation is firstly thermally triggered and followed by the C-C
coupling. As a result, the 1D polyphenylene can be synthesized on both Au(111) and Ag(111).
Theoretical analysis reveals that the molecular-surface interactions have profound influence on
the energy barrier of the C-S activation. Results presented in Paper III have shown that de-
sired adsorption configurations resulted from molecular-surface interactions can facilitate C-C
coupling reactions by reducing the energy barrier for breaking C-S bonds, leading to the fast
coupling between surface-stabilized carbon radicals on Au(111).

Figure 1.5: Schematic illustration of the desulfonylated homo-coupling. The C-C bond is formed between two
aryl radicals after C-S activations.

C-C coupling via C-H activation
Halogen atoms released during the on-surface Ullmann reaction may interfere with the forma-
tion of long-range structures, leading to a decrease in the quality. Alternatively, the direct C-C
coupling via C-H activations has provided a clean strategy for constructing C-C bonds, in which
byproducts can desorb from the surface during the reaction. Several strategies for C-C coupling
via direct C-H activations have been achieved. Herein I will focus on two approaches including
the homo-coupling of terminal alkynes and the C-C coupling via C(sp3)-H activation.

Figure 1.6: Schematic illustration of the homo-coupling of terminal alkynes on metal surface (the phenylacety-
lene and the Ag surface are employed as the precursor and the substrate, respectively).

Since the first report of the on-surface homo-coupling of terminal alkynes in 2012 [54], extensive
studies have shown such method allows the coupling of acetylene functional groups, generat-
ing butadiyne (diacetylene) bridges between adjacent precursors, leading to the formation of
carbon allotropes such as graphdiyne [52]. The mechanism for the homo-coupling of terminal
alkynes has been explained by theoretical studies [69]. In contrast to the direct dehydrogenation
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of terminal alkynes in solution [70], the on-surface homo-coupling of terminal alkynes initi-
ates at the direct C-C coupling [71]. Subsequently, C-H bonds are dissociated from the coupled
alkyne groups, resulting in the formation of the butadiene (see Fig. 1.6). Nevertheless, such
reaction is plagued by multiple side reactions and limited selectivity. For instance, Gao and
co-workers have experimentally observed that the coupling products of the terminal alkynes
vary on different metal surfaces (Ag, Au, and Cu). Byproducts of the homo-coupling consist of
dienyne, enediyne moiety, and aromatic core structures generated by trimerization [72]. Further
theoretical investigations propose that the selectivity can be ascribed to molecule-substrate in-
teractions, in which strong interactions on Cu surface allow side dehydrogenations while rather
weak interactions on Au lead to the cyclotrimerization of terminal alkynes [73].

Figure 1.7: The reaction pathways and corresponding energy profiles of the C-C coupling between dehydro-
genated radicals on the Cu(110) surface (labeled in red) and the Au(110)-(1ˆ3) surface (labeled in blue). The
C, H, Cu, and Au atoms are represented by grey, white, brown, and yellow spheres, respectively. Figure re-
produced from Ref.[74].

Alternatively, highly selective C-C coupling can be achieved by providing geometry confine-
ments to the molecular precursor. One of examples is the polymerization of linear alkanes on
the reconstructed Au surface. In 2011, Zhong and co-workers reported a highly selective C-C
coupling via direct C(sp3)-H activations on the Au(110)-(1ˆ3) surface at the temperature of 420
K [75]. Of importance, the groove of the surface provides geometry confinements for the 1D
diffusion, resulting in highly selective polymerization in the linear manner. Furthermore, DFT
calculations demonstrated that Au atoms in the groove of Au(110)-(1ˆ3) serve as active sites
[76]. The high activity of Au atoms in the extra row of Au(110)-(1ˆ3) can be ascribed to their
low coordination numbers. Subsequent study revealed that the presence of the extra atomic row
in Au(110)-(1ˆ3) exhibits profound influence on the C-H activations, while the Au(110)-(1ˆ2)
surface with similar groove structures possesses limited activity towards the C-H bond scission
[77]. Similar to the homo-coupling of terminal alkynes, the selectivity of C-H activation and
C-C coupling is highly related to molecular-substrate interactions, in which the strong C-metal
interactions can prohibit the C-C coupling between dehydrogenated radicals [74]. As shown
in Fig. 1.7, the C-C coupling exhibits a higher energy barrier on the ridge of Cu(110) than that
on the groove of Au(110)-(1ˆ3), leading to the formation of the polyene and the polymerized
alkane on the Cu and Au surface, respectively.
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Cyclodehydrogenation, Cyclodehydrofluorination, and HF zipping
Surface-assisted cyclodehydrogenation has been widely used as an effective approach for syn-
thesizing large-scale organic nanostructures. In the cyclodehydrogenation, the C-C bond is
formed together with the release of two H atoms, resulting in formation of carbon rings. By com-
bining the Ullmann coupling and the cyclodehydrogenation, graphene nanoribbons have been
successfully synthesized on Ag(111) and Au(111) [51], and this strategy has been successfully
applied for fabrication of various carbon materials [78]. Similar to the cyclodehydrogenation,
cyclodehydrofluorination is a category of intramolecular ring-closure reactions, in which C-C
bonds are constructed together with the release of H and F atoms in the form of HF molecules
(Fig. 1.8). Despite that the C-F bond is one of the least reactive functionalities in chemistry,
experimental studies have demonstrated that the C-F activation can be achieved with the pres-
ence of transition metal catalysts, providing possibilities for the further C-C coupling via such
mechanism [79].

Figure 1.8: An example of the cyclodehydrofluorination reaction. The C-C bond is formed while the formation
of the HF molecule.

The cyclodehydrofluorination has been achieved on γ-aluminium oxides. Previous studies have
shown that such catalyst exhibits high activity towards C-F activations, resulting in the aryl-aryl
connection under mild temperatures [80]. The success has greatly stimulated further investiga-
tions on the cyclodehydrofluorination. Such approach has been demonstrated as an effective
protocol to synthesize 2D carbon materials such as nanographenes and graphene nanoribbons
on the rutile TiO2 [56, 81]. The reaction mechanism has been unravelled by theoretical calcula-
tions, in which a three-step mechanism is proposed. Firstly, the C-F bond is polarized by metal
oxides leading to a decreased bonding energy. Secondly, the C-C bond is formed with H and
F atoms attached on the molecule. Finally, the F and H atoms are detached from the precur-
sor and form HF molecules [82]. Nevertheless, such reaction can only be triggered on metal
oxides while it exhibits poor selectivity on metal surfaces. Furthermore, structures synthesized
via the cyclodehydrofluorination are limited into hexagonal morphology, which hinders the
synthesis of other carbon allotropes. Such obstacles can be overcome by extending the cyclode-
hydrofluorination to the intermolecular dehydrofluorination, known as HF zipping, in which
the C-C bonds are formed between different molecular precursors. Fan et al. have achieved
the rational synthesis of the biphenylene network (BPN), a planar carbon allotrope consisting
of non-hexagonal carbon rings, by the intermolecular HF zipping reactions on the Au(111) [53].
The formed biphenylene network is highly promising in the energy storage and carbon-based
electronics for its uncommon metallic conduction. In this thesis, DFT calculations have been
performed to elucidate the formation mechanism of the BPN via intermolecular HF zipping
reactions.

1.1.3 The synthesis of ammonia

The Haber-Bosch process
Ammonia is predominately used as an agricultural feedstock for the production of fertilizer.
Therefore, the synthesis of ammonia is one of the most important industrial catalytic reactions.
The synthesis of ammonia has been playing a vital role in the growth of human population ever
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since it was proposed in 1905 [4]. In the past several decades, the need of ammonia has increased
as the boost in the population and degradation of agriculturally usable soil [83]. Currently, the
industrial production of ammonia highly relies on the Haber-Bosch process, in which a mixture
of hydrogen and nitrogen gas is passed over an iron-based catalyst (Reaction 1.6).

N2 + 3H2 ÐÑ 2NH3 ∆H298K = ´46.14 kJ/mol (1.6)

However, such process requires harsh reaction conditions including high pressure (200 - 400
atm) and temperature (400 - 600 ˝C). In addition, the Haber-Bosch process involves multiple el-
ementary steps, making the procedure rather complicated. For example, the overall Reaction 1.6
on iron-based catalysts consists following elementary reaction steps:

N2 + 2˚ ÝÑ 2N˚, (1.7)

H2 + 2˚ ÝÑ 2H˚, (1.8)

N˚ + H˚ ÐÑ NH˚ + ˚, (1.9)

NH˚ + H˚ ÐÑ NH2˚ + ˚, (1.10)

NH2˚ + H˚ ÐÑ NH3˚ + ˚, (1.11)

NH3˚ ÐÑ NH3 + ˚, (1.12)

in which ˚ refers to the adsorption site on the catalyst [84]. The formation of ammonia initiates
at a direct N”N dissociation (Reaction 1.7). Such pathway is also known as the dissociative
mechanism. Previous theoretical studies have predicted that the optimal catalyst for the synthe-
sis of ammonia requires a moderate atomic N adsorption energy [85], since strong N adsorption
leads to difficult formation of reaction intermediates NHx and weak N adsorption implies high
dissociation barrier for N2. To date, Fe and Ru based catalysts are the most well-developed for
the Haber-Bosch process. Despite, practical challenges still remain in the high cost of Ru-based
catalysts and massive energy input required by the reaction.

Electrochemical nitrogen reduction reaction (NRR)
As an alternative to the Haber-Bosch process, the electrochemical nitrogen reduction reaction
(NRR) has attracted growing interests. It has been predicted to be thermodynamically more
efficient [86] than the Haber-Bosch process and provides the advantage of eliminating the use
of fossil fuel as the source of hydrogen. In the electrochemical NRR, water molecules (proton-
electron pairs) are employed as the hydrogen source. The ammonia is therefore synthesized
directly within the electrolyte solution in a carbon-neutral manner under ambient conditions.
By using the applied potential as the driving force, the ammonia can be synthesized via multiple
proton-coupled electron transport reactions. The overall reactions in different electrolytes are

N2 + 6H+ + 6e´ ÝÑ 2NH3 E0 = +0.55 V vs. RHE pH = 0, (1.13)

N2 + 6H2O + 6e´ ÝÑ 2NH3 + 6OH´ E0 = ´0.148 V vs. RHE pH = 14, (1.14)

in which the RHE refers to the reversible hydrogen electrode. In contrast to the Haber-Bosch
process, the electrochemical NRR follows the associative mechanism in the acid solution. As

Figure 1.9: The associative mechanism for the electrochemical NRR, in which three pathways are included,
namely, the distal, the alternative, and the enzymatic pathway. Adapted from Paper V.
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seen in Fig. 1.9, the associated mechanism can be categorised into three pathways, including the
distal, alternating, and enzymatic pathways. In the distal and alternating pathways, hydrogena-
tion reactions initiate at only one N atom in the N2 molecule adsorbed on the active site, namely,
the “end-on” configuration. Subsequently, the first hydrogen atom attaches on the N atom that
is not bound to the active site. For the distal pathway, the hydrogenation reactions proceed on
the same N atom until the first NH3 molecule is formed and the N2 dissociates (red pathway
in Fig. 1.9). In the alternating pathway, however, the hydrogen atoms attack both two N atoms
alternatively, leading to the formation of the intermediate state N2H4. Subsequently, two NH3
molecules are formed simultaneously (labeled in blue in Fig. 1.9). In the enzymatic pathway, the
nitrogen reduction starts at the “side-on” adsorption of N2, in which both N atoms bind to the
active site. Starting from the “side-on” configuration, N atoms alternatively combine hydrogen
atoms until the release of two NH3 molecules (purple curve in Fig. 1.9) [87].

It is worthy to note that the efficiency for the electrochemical NRR is limited by a competing
reaction, the hydrogen evolution reaction (HER), in which one hydrogen molecule is formed
from two proton-electron pairs:

2H+ + 2e´ ÝÑ H2 E0 = 0.00 V vs. RHE (1.15)

The HER (Reaction 1.15) is thermodynamically more favored than the electrochemical NRR,
making the HER unavoidable in aqueous solutions. Therefore, it is crucial to design effective
catalysts for the electrochemical NRR which can suppress the hydrogen evolution. Neverthe-
less, the majority of current electrochemical systems for NRR suffers from low Faradaic effi-
ciency (typically below 1%) [86]. Some experimental and theoretical investigations have pointed
out that the rational design of appropriate catalysts requires a combination of design strategies
such as morphological control of size/shape and surface engineering [88, 89]. To this end, first-
principles calculations are of great importance as they can assist the design of the NRR catalysts
by identifying active sites, determining the most favored reaction pathway, and predicting the
catalytic performance of the proposed catalysts.

1.2 Heterogeneous catalysts

In the previous section, a brief introduction of chemical reactions studied in this thesis has been
given. For all chemical reaction involved, catalysts play an important role for accelerating reac-
tions and achieving high efficiency. In general, ideal catalysts should exhibit good stability at
reaction conditions, and be more active for the desired reaction than for side reactions, result-
ing in both good activity and selectivity. Based on phases of reactants and catalysts, catalysis
can be categorised into homogeneous, heterogeneous, and biological. Among all three types,
heterogeneous catalysis, in which reactions usually occur at the surface of a solid catalyst, dom-
inates large-scale industrial processes due to robustness, high stability, and easy separation [90].
For the majority of catalysts employed in heterogeneous catalysis, metal atoms/metal oxides
are considered as active sites, and can take forms of metal clusters, nanoparticles, and two-
dimensional materials supported on substrates. Therefore, identifying active sites and under-
standing the catalytic origin of heterogeneous catalysts are of great importance to facilitate cat-
alytic processes. In this thesis, the catalytic performance of two types of catalysts, MXenes and
single atom catalysts (SACs), has been theoretically investigated by using model reactions in-
cluding the C-H activation and the electrochemical nitrogen reduction.

1.2.1 MXenes for catalysis
Enormous research interests for two-dimensional (2D) materials have been stimulated since the
fabrication of the graphene in 2004 [48]. The family of 2D materials has greatly expanded in-
cluding transition metal dichalcogenides, graphitic carbon nitride (g-C3N4), phosphorene, and
etc. MXenes, a new class of 2D transition metal carbides, nitrides, and carbonitrides, have been
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successfully fabricated for the first time in 2011 [91]. In general, 2D MXenes are synthesized by
chemical etching the ternary carbides and nitrides (so called MAX phases) [92], resulting in a
general formula as Mn+1XnTz, in which M is the transition metal, X refers to C or N, T is the
termination groups, and integer n is in the range from 1-3 (a typical structure of a terminated
MXene is given in Fig. 1.10). As an example, the 2D Ti3C2 MXenes are fabricated via [91]

Ti3AlC2 + 3HF = AlF3 +
3
2

H2 + Ti3C2. (1.16)

In the past decade, MXenes have been extensively investigated for their applications in various
fields such as the energy storage and nanoelectronics. Additionally, the rich composition and
tunable surface chemistry make MXenes promising in catalysis applications.

Figure 1.10: Top and side views of the MXene structure with the formula of M2CT2. The metal and carbon
atoms are represented by blue and brown circles, respectively. The termination groups are labeled in red.

MXenes for electrocatalysis
One of the most important catalytic applications for MXenes is in electrochemical reactions for
generating renewable energy (hydrogen evolution reaction, HER), electrochemical water split-
ting (oxygen evolution reaction, OER, and oxygen reduction reaction, ORR), and nitrogen re-
duction reaction (NRR). Experimental studies have shown that MXenes with O terminations
exhibit a good catalytic activity towards HER. To be specific, the Mo2CTz MXenes possess dis-
tinct catalytic performance in producing H2, in which the hydrogen is not only generated at the
step edge but also on the basel plane of the MXene [93]. Furthermore, the Ti3C2Tz MXenes have
been found to be effective in the electrochemical NRR, in which a Faradaic efficiency of 4.62%
is measured [94]. Of importance, both theoretical and experimental studies have shown that
the catalytic performance of MXenes is highly sensitive to their surface chemistry, in which the
activity and selectivity can be profoundly affected by surface terminations as well as their distri-
butions. By preforming DFT calculations, Gao and co-workers have investigated the influence
of the OH coverage on the activity for the HER [95]. Despite that O termination groups serve
as active sites to generate H2, the coverage of OH terminations plays a vital role in the catalytic
performance, in which the lowest Gibbs free energy barrier for HER is observed on Ti2C MX-
enes with a OH termination ratio of 1/8 while a 1/2 concentration of OH groups is needed for
the Ti3C2 MXenes to maximize the performance. Nevertheless, termination groups are not nec-
essary to enhance the catalytic performance of MXenes. Another theoretical study has shown
that bare MXenes without terminations possess good catalytic activity towards electrochemical
NRR, while the O terminations lead to increase of the overpotential [96]. In summary, highly
tunable surface chemistry of MXenes makes them highly promising in different electrocatalysis
systems.

MXenes for thermal catalysis
Advantages of MXenes including high stability, tunable properties, and versatile chemical com-
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position have triggered the enthusiasm in extending applications of MXenes to conventional
heterogeneous catalysis. Taking into account that O terminations are the most commonly ob-
served on MXenes, one of the most straightforward applications in heterogeneous catalysis
would be dehydrogenation reactions, in which O can serve as the active site. For example, Liu
and co-workers have successfully developed Ti3C2Tz as the catalyst towards selective dehydro-
genations of the ethylbenzene with a high conversion rate of 21% and a selectivity of 97.5% [97].
Theoretical calculations have revealed that O terminations on the Ti3C2Tz serve as active sites
by attracting H atoms, resulting in the good catalytic performance. However, O terminations
are not always beneficial for the catalytic performance of MXenes in the heterogeneous catal-
ysis. Previous experimental results have shown that the termination free Mo2C outperforms
the Mo2CTz and industrial Cu-ZnO-Al2O3 in the CO2 hydrogenation reactions [98]. In a word,
the surface chemistry of MXenes is of great importance in understanding and predicting the
catalytic performance of MXenes towards various chemical reactions. In this thesis, DFT cal-
culations have been performed to address this issue, in which the correlation between surface
terminations and the catalytic activity of Ti-based MXenes has been established by adopting
proper quantitative descriptors.

MXenes as supports
MXenes can not only serve as catalysts which directly provide active centers, but also show
great potential in composing more active catalysts by supporting transition metals as active
sites. The robust two-dimensional frameworks of MXenes and tunable surface terminations
provide multiple sites for anchoring active centers including nanoparticles, nanoclusters, and
single atoms.

Experimentally, transition metal nanoparticles are the most common loading form on MXenes,
in which the metal atoms are in the state between atomic level and their bulk counterparts.
Thanks to the thermal stability of MXenes, metal nanoparticles can be anchored on MXenes by
heat treatments. For example, the Co-Ti3C2Tz can be formed by thermally treating the solution
containing the Ti3C2Tz soaking in the cobalt nitrate hexahydrate under N2 and Ar atmospheres
[99]. The synthesized catalysts exhibit high activity towards the reduction of CO2 and good sta-
bility under the reaction temperature (500 - 600 ˝C). In addition, metal nanoparticles can be also
anchored on MXenes via a “self-reduction" process, in which metal salts are added into the MX-
ene colloidal solution to form metal nanoparticles. For instance, transition metal particles can
be synthesized by adding Pd, Ru salts to the colloidal Ti3C2Tz with assistance of microwaves.
As a result, a highly agglomeration-free dispersion of Pd50Ru50 particle can be observed on the
Ti3C2Tz with an average diameter of 3.2 nm [100]. Such particle can be further employed in
the reduction of CO2 and possesses high selectivity towards methanol with a conversion rate of
76% [100].

It has been long desired to reduce the particle size of catalysts into the single-atom form in
order to maximize the atomic utilization. The key issue for the synthesis of single-atom cata-
lysts (SACs) is to achieve the uniform single-atom dispersion and prevent the agglomeration
between metal atoms. MXenes are considered as one of the most promising supports for SACs
as they provide numerous adsorption sites for single atoms through their terminations and de-
fects. Very recently, Zhou and co-workers have synthesized a single Cu atom catalyst supported
on Mo2CTz MXenes. Subsequent catalysis characterizations have shown that single Cu atoms
possess high catalytic activity and selectivity towards CO2 hydrogenation to methanol, outper-
forming Cu/SiO2 catalysts with the similar Cu loading percentage [101]. However, the large-
scale fabrication of SACs remains as a challenge due to the natural tendency of metal atoms
to agglomerate and diffuse. In addition to anchor single atoms on MXenes, theoretical studies
have proposed to embed single atoms in MXenes, in which single atoms are confined in the
MXene nanosheet so that the agglomeration is effectively prohibited (see Fig. 1.11b). For exam-
ple, Li and co-workers have proposed the single Zr atom confined in MXenes can be used as a
high-efficient catalyst for the electrochemical NRR [102].
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Figure 1.11: Two types of SACs supported on MXenes. (a) Top and side views for the single metal atom
supported on MXenes. (b) Top and side views of the single metal atom embedded in MXenes. The C, O,
metal in MXenes, and single metal atoms are represented by the brown, red, blue, and light silver circles,
respectively.

In summary, MXenes have been widely used in different catalytic systems, in which MXenes can
serve as both supports and catalysts. However, there is still a lack of standards that could guide
the rational design of the MXenes-based catalysts. Therefore, more theoretical modelling and
simulation should be carried out in order to understand the fundamental basis of MXenes-based
catalysts so that to shed new light into the further rational design of more active catalysts.

1.2.2 Single-atom catalysts (SACs)

Reduce the size of catalysts
In the supported transition metal catalysts, metal components, consisting of an assembly of
metal particles with a broad size of morphology, are finely dispersed on the support. However,
only a small amount of metal components is actually involved in the catalytic process, serving
as active sites. In addition, metal particles with various sizes may contain multiple active sites,
leading to different catalytic performance. Such heterogeneity effects decrease the efficiency of
the utilization of metal atoms and reduce the selectivity of the catalysts. Therefore, controlling
the size of catalysts is of great importance in determining the catalytic performance of supported
metal catalysts.

Reducing the size of catalysts can benefit their catalytic performance from many aspects. For in-
stance, low-coordinated metal centers are commonly observed in small-size particles, in which
unsaturated metal atoms exhibit better activities than their bulk counterparts. In addition, quan-
tum size effects become distinct by reducing the size, leading to a discrete energy level distri-
butions, which can be beneficial for the selectivity. Furthermore, metal-support interactions, as
well as the charge transfer between metal and supports are enhanced [103], resulting in distinct
size effects on the activities.

15



1. INTRODUCTION

Figure 1.12: The qualitatively correlation between the size of metal clusters and their catalytic activity.

As illustrated in Fig. 1.12, the most ideal and effective way to maximize the catalytic activity
of metal catalysts is to downsize metal clusters to the single-atom form, that is, the single-atom
catalysts (SACs).

Anchor single atoms on supports
As decreasing the size of the metal cluster to the single atom, atoms possess higher energies
compared with the atoms in the bulk counterparts, leading to greatly increased surface free
energies. Consequently, it is natural for single metal atoms to undergo agglomeration during
catalytic processes, which would reduce the catalytic activity and selectivity. The propensity
for single atoms to aggregate can be overcome by constructing strong bonds between single
atoms and supports. Furthermore, interactions between single atoms and supports not only
affect the stability of SACs, but also have profound influence on the electronic structures of
SACs. Therefore, it is crucial to employ appropriate supports for SACs in order to maximize the
activity.

Since the first synthesis of the Pt single atom supported on the iron oxide (Pt1/FeOx) [104], metal
oxides have been extensively used as supports for SACs. Pioneered by the Pt1/FeOx, many no-
ble metals including Pt, Au, and Pd have been successfully anchored on the Fe oxides, in which
each single metal atom forms chemical bonds with three O adjacent atoms in the FeOx [103]. The
metal-O bonds formed between single atoms and Fe oxides lead to high thermal and oxidative
stability. To date, Fe oxides supported single atom catalysts have been used in many chemi-
cal reactions such as the CO oxidation and the water-gas shift reaction [90]. However, issues
arise from the uncertainty regarding to the composition of Fe oxides, in which the haematite
(αFe2O3) and maghemite (γFe2O3) are predominant under oxidising conditions while the mag-
netite (Fe3O4) and wüstite (FeO) are commonly observed under reducing conditions. Such high
degree-of-freedom in the composition makes identifying locations of single metal atoms rather
challenging. An alternative choice for metal oxide supports is the Al2O3, which can stabilize
single metal atoms via strong chemical bonds. Consequently, single atom catalysts supported
on Al2O3 exhibit extraordinary thermal stability. For example, the atomically dispersed Pd on
La-doped Al2O3 has been synthesized under high temperature of 700 ˝C, with high activity to-
wards the CO oxidation [105]. For single metal atoms supported on metal oxides, a common
motif of MOn is formed so that the single metal atom can be stabilized. Similar structure can
be obtained in the single metal atom supported on O terminated MXenes (Fig. 1.11a), suggest-
ing O terminated MXenes can be used to stabilize single transition metal atoms. Nevertheless,
such MOn motif may exhibit limited stability under reducing atmosphere in the electrolyte so-
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lutions, in which M cations may be reduced to M0 or dissolved. Therefore, optimal supports
and reaction conditions should be treated carefully so that SACs can be viable during catalytic
processes.

Various strategies for anchoring single metal atoms in materials other than metal oxides have
been developed, in which the metal atoms are stabilized by other donor atoms such as C and N
instead of O. Examples of such strategy are using N atom in carbon-rich supports to not only
confine the single metal atoms but also tune the electronic properties of the carbon materials.
A more well-defined support, graphitic carbon nitride (g-C3N4), has been used as the support
of SACs as its pores with six N atoms are ideally suitable to bind metals. Theoretical investiga-
tions have proposed the transition metal anchored g-C3N4 can be used in both electrochemical
catalysis and heterogeneous catalysis [106, 107].

Reach promising SACs from first-principles
With the development of computational methods and capacities, DFT calculations have pro-
vided reliable protocols to achieve the fast screening of SACs and guide the rational design of
SACs. To reach this ambition, it is urgent to establish reasonable and effective standards for
evaluating promising SACs. Generally, the catalytic performance of any catalysts is closely re-
lated to three aspects including the stability, activity, and selectivity, which can be directly used
as criteria for screening SACs in theoretical investigations.

To start with, a high stability is the foundation of further catalytic performance of SACs, in
which the agglomeration and the decomposition of single-metal atoms should be prohibited.
By employing appropriate supports, SACs with high stability can be obtained. However, due to
different experimental conditions for various catalysis systems, the stability of SACs may refer
to different aspects. In the conventional heterogeneous catalysis, desired SACs should possess
good thermal stability to guarantee their performance under high temperatures. Such stability
can be characterized by the formation energy of M/support with respect to the isolated metal
atom or the bulk metal. Consequently, the negative formation energy indicates the stable single-
atom dispersion. In the electrochemical catalysis, reactions are usually proceeded in solution
with certain applied potentials under ambient conditions. Thus, the electrochemical stability is
evaluated by considering dissolution of metal atoms. For example, the stability can be evaluated
by calculating the dissolution potential in an acid electrolyte, which can be written as (see Paper
V)

Udiss(M) = ´
1
ne

[Ead(M) ´ E f ormation(Mn+)], (1.17)

which is based on the dissolution reaction

M(ad) ÝÑ Mn+ + ne´. (1.18)

Herein, adsorbed metal atoms on the support is assumed to form corresponding cations in the
electrolyte. As a result, more positive Udiss(M) corresponds to more stable SACs in the electro-
chemical environment.

Once stable SACs are obtained, the next step is to assess their potential activity for specific reac-
tions. The most straightforward theoretical standard for promising SACs would be low energy
barriers in heterogeneous catalytic reactions and low Gibbs free energies of potential-limiting
steps in electrochemical reactions. More efficiently, employing appropriate descriptors based
on high-throughput computations to evaluate the activity trend of a series of SACs has been
widely used in electrochemical catalysis to avoid tedious Gibbs free energy calculations. Sev-
eral descriptors, such as the d-band center and adsorption energies for key species, have been
demonstrated to be successful in predicting SACs’ catalytic activities for different electrochemi-
cal reactions [108]. However, it is more complicated to describe SACs’ activity in heterogeneous
catalytic reactions by simple descriptors. Mainly because the identification of the rate-limiting
step is challenging without calculating energy barriers. In addition, it has been suggested that
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thorough considerations of various factors are necessary for evaluating the activity [108]. There-
fore, thermodynamic calculations and microkinetic analysis may also play an important role in
characterizing the potential activity for SACs.

Product selectivity represents another key aspect of catalytic performance for SACs. The pre-
diction of the selectivity from theoretical calculations can be accomplished by considering ad-
sorption/desorption energies of desired/unwanted products. For example, a lower desorption
energy of ethylene with respect to the energy barrier of forming ˚CH2CH3 is desired in the
semi-hydrogenation of the acetylene [109]. Furthermore, competing reactions are also vital to
determine the selectivity. For instance, in the electrochemical NRR, not only the adsorption en-
ergy of the main side product N2H4, but also the competing reaction HER should be taken into
consideration for evaluating the selectivity. Therefore, the limiting potential for both NRR and
HER are adopted to screen promising SACs.

In summary, the catalytic performance of SACs towards different chemical reactions can be
theoretically predicted by employing appropriate screening criteria and descriptors. Of im-
portance, quantitative descriptors can be also used in the fast theoretical screening of SACs to
avoid tedious calculations for Gibbs free energies or transition states energies. To date, per-
forming high-throughput calculations for searching promising catalysts based on quantitative
descriptors has been widely used in the design of catalysts including but not limited to SACs.
In the next section, some descriptors used to characterize or predict the catalytic performance of
proposed catalysts will be discussed.

1.3 Scaling relations and theoretical descriptors in catalysis

As it has been discussed in previous sections, catalysts play a critical role for increasing the
rate of chemical reactions and promoting the selectivity towards desired products. It has been
long desired to design and apply catalysts with both high efficiency and reasonable costs. One
approach for achieving such goal is utilizing theoretical calculations to predict the catalytic
performance. By combining quantum chemical calculations (mostly DFT calculations) and mi-
crokinetic analysis/kinetic Monte Carlo simulations, comprehensive understandings of catalytic
mechanisms on the atomic level can be obtained. Nevertheless, such mechanistic studies re-
quire time-consuming calculations such as free energies for each intermediates and search for
the most possible reaction pathway for every catalysts individually. Furthermore, it is well ac-
cepted that the catalytic performance of catalysts is affected by many factors including catalyst
compositions, structures, support materials, and reaction conditions. This makes it difficult to
predict the trend of catalytic performance simply based on thermodynamics and reaction kinet-
ics. Therefore, a long-standing goal for the rational design of catalysts is to identify descriptors
and establish correlations between descriptors and catalytic performance. By employing ap-
propriate descriptors, the high-dimensional “parameter space” for characterizing the catalytic
performance can be narrowed down to a lower-dimensional “descriptor space”, in which the
catalytic performance can be predicted based on one or two descriptors [110]. The aim of this
section is to introduce some well-defined descriptors and scaling relations in catalysis, which
can help unravel reaction mechanisms of existing catalysts and provide new knowledge for the
further design of catalysts.

1.3.1 Scaling and Brønsted-Evans-Polanyi Relations
One of the most influential concepts for predicting the trend of catalytic performance is build-
ing scaling relations for enabling large-scale catalysts screening, in which the activity is linear
correlated to the selected descriptor. A successful example is employing binding energies of
atomic species of key intermediates as the descriptor. As proposed by Nørskov and co-workers,
binding energies of CHx, SHx, and NHx (x in the range of 0 to 3) are linear functions of adsorp-
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tion energies of atomic C, S, and N, respectively [111]. Such linear scaling relations are crucial
in simplifying complicated systems by avoiding obtaining first-principles data for a group of
reaction intermediates separately. By adopting these linear scaling relations, thermodynamical
profiles of reaction mechanisms can be rapidly constructed. Considering that electrochemical
reactions are largely controlled by thermodynamics alone, expressing binding energies of key
intermediates as linear functions of binding energies of atomic species allows accurate predic-
tions of the catalytic activity for electro-catalysts. Nevertheless, limits exist for scaling relations
between activities and binding energies of atomic species. Since binding energies are highly
dependent by adsorption configurations, scaling relations are therefore site-dependent and can
only be transferable within materials exhibiting similar structures or properties. Additionally,
only thermodynamic characteristics can be predicted via binding energies, which limits appli-
cations of such scaling relations in chemical reactions that are kinetically controlled.

There exists linear correlations between thermodynamic characteristics of elementary reaction
steps and their transition state energies. The Brønsted-Evans-Polanyi (BEP) relation correlates
activation energies (energy difference between the transition state and initial state, Ea = ETS ´

EIS) and reaction energies (energy difference between the final state and initial state, ∆E =
EFS ´ EIS) in a linear manner (detailed definitions for IS, TS, and FS are given in Chapter 2).
Such correlation was firstly proposed by Brønsted in acid- and base-catalyzed reactions and
further extended to radical reactions by Evans and Polanyi [112, 113]. The general expression of
the BEP relation is

Ea = α∆E + β, (1.19)

in which the activation energy Ea is a linear function of the reaction energy (∆E) of the same
chemical reaction. This relation has been demonstrated to be valid in various heterogeneous
catalytic systems, including dissociation reactions for diatomic molecules (N2, O2), the methanol
decomposition, the reduction of CO2, C-H activations, and the water-gas shift reaction [114].
The BEP relation can serve as a powerful tool for characterizing catalytic activities of catalysts.
As seen in Fig. 1.13, the low reaction energy results in the low transition state energy, indicating
a good catalytic activity. With scaling relations, calculations for identifying transition states
can be avoided, which significantly saves computational efforts and increase the efficiency to
computationally investigate a large range of materials.

Figure 1.13: The BEP relations for C-H activations on O/OH terminated Ti2CT2 MXenes at (a) terminal CH3
group and (b) the ´CH2´ bridge. Adopted from Paper I.

As an empirical approach, however, the BEP relation comes with fitting errors naturally. These
errors could propagate rapidly in combination with errors of calculated energies from DFT. In
addition, it is not straightforward to apply the BEP relation to multi-step reactions, in which
the reaction energy for the overall reaction is not sufficient to identify the rate-limiting step.
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Consequently, the in-depth understanding for the reaction mechanism still requires detailed
pathway calculations.

1.3.2 Hydrogen affinity
In the context of dehydrogenation reactions, the hydrogen affinity (EH) has been introduced
to serve as a more general descriptor in characterizing the reactivity for the radical-like hy-
drocarbon activations. The radical-like C-H activations can be observed on multiple catalysts
containing O composition such as zeolites, metal-organic frameworks, and certain metal oxides,
in which the dehydrogenated molecule at the transition state is stabilized by forming an OH
group with the catalyst [115]. As a result, the transition state energy for C-H activations via the
radical-like mechanism is solely determined by capability of O in catalysts to “attract” H to form
OH groups. The difficulties for forming the OH group during C-H activations can therefore be
evaluated by the hydrogen affinity (EH), which represents the ability of O active site to abstract
H atom from hydrocarbons. For catalysts with formula of MmOxHy, the hydrogen affinity is
defined as

EH = E f (MmOxHy+1) ´ E f (MmOxHy), (1.20)

in which the the formation energy E f (MmOxHy) is calculated by using gas-phase H2O and O2
as references

E f (MmOxHy) = E(MmOxHy) ´ (
y
2
)E(H2O) ´ (

x
2

´
y
4
)E(O2) ´ E(Mm). (1.21)

Taking into account that catalysts remain their structural integrity during the C-H activation,
the hydrogen affinity can be expressed as (Paper I)

EH = E(MmOxHy+1) ´ E(MmOxHy) +
1
4

E(O2) ´ (
1
2
)E(H2O). (1.22)

In the study of Nørskov et al. [115], catalytic activities and the hydrogen affinity of 20 different
catalysts including metal oxides, zeolites oxides, O promoted metals, for the C-H activation
in the methane, ethane, and methanol, have been examined. Similar to the BEP relation, a
linear correlation between the hydrogen affinity and the activation energy is observed, in which
a numerically small hydrogen affinity (close to 0 or negative values) results in good catalytic
activity.

1.3.3 The d-band center model
In addition to descriptors requiring calculations for adsorption energies of particular species, in-
trinsic electronic properties of active sites can serve as quantitative descriptors for characterizing
catalytic activities. The d-band model has become one of the most commonly used methods to
build the correlation between electronic properties of metals and their chemical reactivity since
it was firstly proposed in 1995 [116]. In the d-band model, the d orbital states of the metal sur-
face are used to probe interactions between the metal surface and adsorbates in chemisorption
configurations or chemical reactions. In general, the higher d-states are in energy with respect
to the Fermi level, the higher energy for the antibonding orbitals can be found. As a result, the
stronger interactions between the metal surface and adsorbates can be obtained, leading to bet-
ter catalytic activity. Therefore, the d-band state energy can be directly employed to predict the
catalytic activity of catalysts.

Derived from the d-band model, the d-band center (εd), a more accurate quantitative descriptor
has been proposed to depict the d-band states. The d-band center is defined as the average
energy of the d-band states projected onto surface atoms [117]

εd =

ş

nd(ε)εdε
ş

nd(ε)dε
, (1.23)
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in which the nd(ε) is the density of states projected onto d-orbitals and the ε is the energy level
(usually with respect to the Fermi energy). The d-band center provides quantitative characteri-
zation of interactions between metal surfaces and adsorbates, in which a higher (lower) d-band
center exhibits a stronger (weaker) affinity to adsorbates. Moreover, the d-band center provides
the opportunity to establish scaling relation between the intrinsic electronic structure of metal
catalysts and their potential catalytic activities. So far, the d-band center has been widely uti-
lized as a highly accurate yet easy-to-compute descriptor for predicting catalytic activity. For
example, Mavrikakis and co-workers have established a linear correlation between the d-band
center and the binding energies of *CO on transition metal surfaces with different structures
(including terraces, steps, and kinks) [117]. Additionally, the utility of the d-band center has
been verified by both theory and experiments. For instance, the experimental measured electro-
chemical behaviors (hydrogen adsorption potentials) of surface Pd atoms are linearly correlated
to calculated d-band centers [118].
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2 Theory and methodology

For a chemical reaction involving solids and molecules, quantum mechanics have provided
power tools to simulate electronic structures of different states involved in reactions by solving
the many-body wavefunctions obtained from the Schrödinger equation. However, finding the
analytical solution to the many-body problem is indeed a challenging task as the many-body
wavefunction not only takes into account the Coulomb interactions between particles but also
must comply with the antisymmetry property when exchanging two particles. Several methods
have been developed to find an approximate solution to the Schrödinger equation for a many-
body system, in which the density functional theory (DFT) has been one of the most widely used
approaches for systems involving surfaces and molecules.

The main methods used in this thesis within in the framework of DFT are introduced in this
chapter. In the first section, a brief introduction of DFT will be given, including the fundamental
theory, how the DFT is employed in the calculations, as well the exchange-correlation function-
als used in the presented work. In the second and the third section, I will discuss the connection
between DFT calculations and measurable properties from experiments. For instance, I will de-
scribe theoretical approaches for determining transition states of chemical reactions from a given
initial state in order to characterize the reaction kinetics, and how theoretical calculations based
on DFT are related to experimental results obtained by characterization techniques represented
by scanning tunneling microscopy (STM).

2.1 Density functional theory

For an atomic system, the time-independent Schödinger equation is

HtotΨn(r, R) = EnΨn(r, R), (2.1)
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with r and R the coordinates of electrons and nuclei, respectively. The Hamiltonian Htot can be
expressed as

Htot = T̂N + T̂e + ŴNN + Ŵee + ŴeN , (2.2)
in which T̂N and T̂e represent the total kinetic energy for the nuclei (N) and electrons (e). The
ŴNN and Ŵee are the repulsive Coulomb interactions between nucleus-nucleus and electron-
electron pairs, and the ŴeN is the Coulomb attraction between electrons and nuclei.

Taking into account that electrons move much faster than the nuclei and the large ratio between
the proton and electron masses (mp/me « 1836), it is reasonable to treat electrons as moving in a
stationary external potential generated by the nuclei. As a result, the kinetic energy of the nuclei
(T̂N) and the Coulomb interactions between nuclei pairs (ŴNN) can be neglected, while the
interactions between electrons and nuclei can be considered as an external potential V̂ = ŴeN .
This is known as the Born-Oppenheimer approximation [119].

With this approximation, the Hamiltonian for a system consisting of many fermions in a non-
relativistic regime can be therefore simplified to

Ĥ = T̂ + V̂ + Ŵ, (2.3)

in which T̂, V̂, and Ŵ represent the total kinetic energy, the external potential, and the interac-
tions between particles themselves, respectively. All the information about the system is con-
tained in its wavefunction, Ψ, which fulfills the Schödinger equation:

ĤΨ = (T̂ + V̂ + Ŵ)Ψ = EΨ. (2.4)

The ground state is therefore governed by a ground state potential energy E. Nevertheless,
solving Eq. (2.4) for the real system is still an extremely complicated task as the number of
particles in any condensed matter system is in the order of Avogadro’s number and the Coulomb
potential Ŵ couples the motion of all particles. Instead of working with the wave function, the
electron density n(r) has been introduced to characterize the system by Hohenberg and Kohn
in 1964 [18], which has become the fundamental of the modern density functional theory (DFT).
The electron density can be expressed as

n(r) = N
ÿ

α

ż

dx2...
ż

dxN |Ψ(rα, x2, ..., xN)|
2, (2.5)

where N is the number of electrons in the system, α represents the spin coordination, and xi =
riαi . For simplicity, the spin coordination is neglected in the further discussion. For a more
complete introduction to DFT as well as the generalization of to spin-polarized systems, see for
example Ref.[120].

2.1.1 The Hohenberg-Kohn theorems
Hohenberg and Kohn have established the connection between the ground state electron density
n0(r) and the external potential V̂ = Vext(r), as well as the ground state energy E0[n] . In two
theorems they stated and proved that [18]

1. "The density as Basic Variable". The ground state particle density n0(r) uniquely deter-
mines the external potential Vext(r), up to an arbitrary constant. Therefore, the Hamil-
tonian is fully determined except for a constant shift of the energy, and the many-body
wavefunctions for all states are determined. As a result, all properties of the system can
be determined by only the ground state density n0(r).

2. "The Variational Principle". For any external potential Vext(r), a universal functional of
the energy E[n] can be defined in terms of the density n(r). For any external potential
Vext(r), the exact ground state energy is the global minimum of the energy functional
E[n]. The density n0(r) that minimizes the energy functional is the exact ground state
density.
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Based on these two theorems, one can solve ground state properties once the exact form of the
functional E[n] is obtained. Furthermore, the energy functional E[n] in an external potential
Vext(r), which can be expressed as

E[n] =
ż

drVext(r)n(r) +
1
2

ż

drdr’
n(r)n(r’)

|r-r’|
+ G[n], (2.6)

in which the second term on the right is the Hartree (or Coulomb) energy and G[n] is an un-
known functional of the electron density n(r). When the electron density n(r) is the ground
state density, the energy functional E[n] reaches its minimum. However, the issue remains at
the unknown forms of functionals G[n]. Due to such obstacles, solving the problem by directly
accessing n(r) is not convenient for computational purposes [121].

2.1.2 The self-consistent Kohn-Sham equations
It was suggested by Kohn and Sham that the original many-particle problem can be replaced
with a system of non-interacting particles (auxiliary system) with the same density as the orig-
inal system [19]. The Kohn-Sham construction of an auxiliary system is based on two assump-
tions:

1. The exact ground state density of a many-body system can be represented by the ground
state density of noninteracting particles.

2. The auxiliary Hamiltonian can be chosen to possess a kinetic operator and an effective
potential Ve f f (r) acting on an electron at the position r.

Consequently, the functional G[n] can be divided into the kinetic energy of a system of non-
interaction electrons, Ts[n] with electron density n(r) and the exchange-correlation (xc) energy
of the interacting system, Exc[n] with the same electron density:

G[n] ” Ts[n] + Exc[n]. (2.7)

Thus, Eq. (2.6) becomes

E[n] = Ts[n] +
ż

drVext(r)n(r) +
1
2

ż

drdr’
n(r)n(r’)

|r-r’|
+ Exc[n], (2.8)

where only the exchange-correlation energy Exc[n] remains unknown. The external potential
Vext(r) describes the interaction between electrons and nuclei of the system.

Therefore, the problem of solving for the ground state energy now has been transformed to
finding the electron density n that minimizes the Eq. (2.8), i.e., the electron density n that fulfils

δE[n]
δn(r)

=
δTs[n]
δn(r)

+ φ(r) + µxc(r) = µ, (2.9)

with

φ(r) = Vext(r) +
ż

dr1 n(r1)

|r ´ r1|
, (2.10)

and
µxc(n) =

δExc

δn(r)
(2.11)

is the exchange and correlation contribution to the chemical potential of the electron gas with
a density of n(r). The Eq. (2.9) has become the equation for the system consisting of non-
interacting electrons moving in an effective external potential Ve f f (r) = φ(r) + µxc(n(r)).
Therefore, the electron density n can be obtained by solving the one-particle time-independent
Scrödinger equation

t´
1
2
∇2 + [φ(r) + µxc(n(r))]uψi(r) = ϵiψi(r) (2.12)
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with the electron density given as

n(r) =
N

ÿ

i=1

|ψi(r)|2, (2.13)

in which N denotes the total number of electrons. Equation (2.10)-(2.13) compose the classical
Kohn-Sham scheme [19]. Since the µxc(n(r)) depends on n(r) and is unknown, the solution of
the KS equations should be found self-consistently. For each iteration, the energy is calculated
as

E =
N

ÿ

i

ϵi ´
1
2

ĳ

drdr1 n(r)n(r1))

|r ´ r1|
+ Exc[n] ´

ż

drn(r)µxc(n(r)). (2.14)

Figure 2.1 illustrates the workflow of the self-consistent algorithm for minimizing the energy
with respect to the electron density within the Kohn-Sham scheme.

Figure 2.1: A general flowchart of the self-consistent field method for solving the Kohn-Sham equation.

The self-consistent loop will be finalized until the energy is converged, e.g. when the energy
difference between two consequent iterations is sufficiently small. The final energy obtained
from Eq. (2.14) is the ground state energy for the specific system.

2.1.3 Exchange-correlation (xc) functionals
In the framework of Kohn-Sham DFT, the construction of the auxiliary system transforms the
full many-body interacting electron problem to tractable independent particle equations. The
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2.1. Density functional theory

only unknown functional for solving the electron density is the exchange-correlation energy
functional (Exc[n]), which is a functional of the electron density n(r). Tremendous efforts have
been devoted into developing accurate exchange-correlation functionals. In this section, I will
discuss some of approximations that have been used widely, and the functional that has been
employed in this thesis.

Local density approximation (LDA)

In the original paper of Kohn and Sham [19], it was noted that solids can often be approximated
as being similar to a homogeneous electron gas at its limit, in which the effects of exchange
and correlation are local. In the local density approximation (LDA), the exchange-correlation
energy for each point is expressed as the product of the density of that point and the exchange
correlation energy per electron for a homogeneous electron gas with that particular density,
which can be written as

ELDA
xc [n] =

ż

d3rn(r)ϵhom
xc (n(r)). (2.15)

Therefore, the exchange-correlation function is, according to Eq. (2.11),

µxc = ϵhom
xc (n(r)) + n(r)

Bϵhom
xc (n)
Bn

. (2.16)

The total xc-energy can be divided into two terms including exchange ϵhom
x and correlation ϵhom

c .
The exchange energy per electron in the uniform gas can be analytically calculated by [122]

ϵhom
x (n) = ´

3
4
(

3
π
)

1
3 n(r)

1
3 . (2.17)

However, the expression for the correlation ϵc(n) depends on the form assumed. Various ap-
proximations and fitting to numerical correlation energies for the homogeneous gas exist. The
quantum Monte Carlo simulations have been performed and provided essentially exact results

to be fitted into analytic forms for ϵc(rs), with rs = ( 3
4πn )

1
3 [123–125], leading to two widely

used functionals proposed by Perdew and Zunger (PZ), and Vosko, Wilkes, and Nusiar (VWN)
[126, 127].

Generalized gradient approximation (GGA)

For most realistic systems, the electronic density exhibits a high degree of inhomogeneity, which
leads to the use of LDA insufficient. The first step beyond the LDA is a functional of the mag-
nitude of the gradient of the density |∇⃗n| and the value n at each point. Such approximation
was firstly proposed in the original paper of Kohn and Sham, denoted as “gradient expansion
approximation (GEA)” and further carried out by Herman et al. [128]. However, GEA does not
necessarily lead to improvement over the LDA, as gradients in real materials are so large that
the expansion breaks down.

A successful method to overcome the obstacle of the GEA is the use of generalized gradient ap-
proximation (GGA). In the GGA, the exchange-correlation energy is expressed as a generalized
form of Eq. (2.15) [129]

EGGA
xc [n] =

ż

d3rn(r)ϵxc(n, |∇n|, ...),

”

ż

d3rn(r)ϵhom
xc (n)Fxc(n, |∇n|, ...),

(2.18)

in which the dimensionless enhancement factor Fxc determines how much exchange is enhanced
over its LDA value. Generally, GEA and GGA are also referred to as the semilocal DFT, as they
depend not only on the electron density n but also on the gradient of the density |∇n|.
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For the form of enhancement factor Fxc, one can first consider a parameter s(r), the dimension-
less 1st order reduced density gradient, which is defined by

s(r) =
|∇n(r)|
2kFn(r)

. (2.19)

Taking into account that the Fermi momentum is kF = 3(2π/3)1/3r´1
s , with local Wigner-Seitz

radius rs

rs = (4πn/3)´ 1
3 . (2.20)

The explicit expression for s is therefore given by

s =
|∇rs|

2(2π/3)1/3rs
. (2.21)

The analytic form of the Fxc can be subsequently performed in various ways, which can be
designed to have the limiting behaviors to satisfy certain criterion such as recovering the LDA
when s = 0

Fxc(rs, s = 0) = Fhom
xc (rs), Fxc(rs = 0, s) = Fx(s). (2.22)

There are now many GGA functionals that have been used in practical calculations, among
which the Perdew, Burke, and Ernzerhof (PBE) functional is one of the most widely used func-
tionals [20].

Including van der Waals interactions

Density functional theory with local and semilocal density approximation has been demon-
strated to work well for large homogeneous systems (e.g. simple metals and semiconductors)
and inhomogeneous systems such as transition metals, surfaces, and interfaces, respectively
[130]. However, a major deficiency of all local and semilocal functionals is that they cannot de-
scribe the van der Waals (vdW) interactions1, which play an important role in weakly bonded
atomic and molecular systems. The vdW interactions that are not captured by DFT are origi-
nated from the London dispersion force, which is an attractive force between fluctuating dipoles
in atomic systems. Such force is also known as the induced dipole-induced dipole attraction.
Figure 2.2a illustrates the generation of the instantaneous dipole. Owing to the constant motion
of electrons, an atom or a molecule can develop a dipole when the electrons are not symmet-
rically distributed. When the second atom or molecule is close to the instantaneous dipole, it
can be distorted by the first dipole, leading to an electrostatic attraction between two atoms
or molecules (Fig. 2.2b). The induced dipole-induced dipole attraction is present between all
molecules including the noble gas, regardless of their polarity. Unlike the average Coulomb
interactions that can be included in the nuclear and Hartree terms, such longest range interac-
tions are purely correlation effects between the electric dipole on one atom or molecule and the
induced dipoles on another. Although some GGA functionals such as PW91 may give van der
Waals attractions [21], it has been pointed out that most of such attraction comes from the ex-
change contribution [131]. The challenge in DFT remains at developing appropriate functionals
that not only the long range correlation and the intermediate range interactions can be described,
but also merge seamlessly into the well-developed functionals which gives good description of
short range effects. This is vital for studying chemical reactions taking place on surfaces, in
which different types of interactions should be handled within the same framework. Generally,
methods for including vdW interactions based on DFT can be grouped into two genres: i) DFT
extended with atom-pair potentials, and ii) explicit density functionals that describe nonlocal
correlations, which are known as the van der Waals density functionals (vdW-DF) [132].

The approach of extending approximate DFT with pairwise potentials has been widely used in
the jellium-type surface studies and explicit electronic structure calculations [133, 134]. In par-
ticular, the dispersion corrected DFT method (DFT-D) has been commonly used in the molecular

1In general, vdW interactions consist of any kinds of non-covalent/non-ionic interactions.
However, the vdW forces in DFT are specifically referred to the London dispersion forces.
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Figure 2.2: (a) The generation of the instantaneous (temporary) dipole. (b) The attraction between induced
dipoles. δ+ and δ´ are the center of the positive charge and negative charge, respectively.

complexes [135–137]. The basic idea for this method is to retain the success in describing strong
covalent bonds by traditional approximations such as GGAs and use a pairwise atomic correc-
tions to account for vdW interactions. There are two types of parameters required to be specified
in this method, i) the dispersion coefficient C6 characterizing the asymptote, and ii) the cutoff
radii rcut that characterizes the damping function. These coefficients can be calculated from
first-principles in versions of DFT-D3 and DFT-D4 [137, 138].

The alternate approach develops functionals consisting of a semilocal exchange-correlation
functional augmented a nonlocal correlations functional. As the vdW forces originate from non-
local correlations, the exchange-correlation energy functional can be therefore separated into
two parts

EvdW´DF
xc [n] = E0

xc[n] + Enl
c [n], (2.23)

including a semilocal functional part E0
xc[n] and a nonlocal correlation part Enl

c [n]. In the orig-
inal paper of Lundqvist et al. [139], the semilocal functional E0

xc[n] is specified as the sum of
the local correction [140] and gradient-corrected exchange within GGA in the version of rev-
PBE proposed by Zhang and Yang [141]. The reason for choosing such combined functional
E0

xc[n] = ELDA
c + ErevPBE´GGA

x is that it includes non-physical bonding contribution in the ex-
change energy for dispersion bonded systems [142]. The nonlocal correlation energy is defined
in terms of a six-dimensional integral

Enl
c =

1
2

ż

d3rd3r1n(r)ϕ(r, r1)n(r1), (2.24)

in which the kernel ϕ(r, r1) depends on |r ´ r1| and the density n(r). The detailed definition
of the kernel can be found in Ref. [143]. Moreover, the nonlocal correlation potential Vnl

c (r)
has been developed and makes the vdW-DF self-consistent [142]. The main advantage for the
self-consistency of vdW-DF is that the vdW correction can be included not only in energies, but
also in forces and stress tensors [132]. There are several versions of the van der Waals density
functional (vdW-DF). Taking into consideration that chemical reactions studied in the present
thesis are proceeded on different surfaces, it is therefore crucial to adopt the functional that can
accurately describe both adsorption energies and configurations such as adsorption heights of
molecular species involved in reactions. From this point, the rev-vdW-DF2 [144], based on the
nonlocal correlation for the second version vdW-DF2 [143] and a revised exchange functional
proposed by Becke [145], has been employed for all calculations in the present thesis. Previ-
ous studies have shown that the rev-vdW-DF2 functional gives accurate binding energies and
adsorption heights of molecular species on surfaces such as cointage metal surfaces [144, 146,
147].

29



2. THEORY AND METHODOLOGY

2.1.4 Bloch’s theorem and the plane wave expansion
In order to solve the Kohn-Sham equations, the single-particle wavefunction (ψi(r)) needs to
be expanded in a basis set. For a system in which the nuclei are periodically arranged such as
crystal lattices, the effective potential Ve f f (r) = φ(r) + µxc(n(r)) is also periodic

Ve f f (r + R) = Ve f f (r) (2.25)

with R is the lattice vector
R = n1a1 + n2a2 + n3a3, (2.26)

in which n1, n2, n3 are integers and a1, a2, a3 refer to unit cell vectors in three dimensions. Bloch’s
theorem [148] establishes that the wavefunction for such a periodic system can be expressed as
a product of a plane wave and a periodic function uk(r) which has the same periodicity as the
system

ψk(r) = eik¨ruk(r), (2.27)
where

uk(r) = uk(r + R). (2.28)
The wavefunctions with the form of Eq. (2.27) are called Bloch functions. In addition, the be-
havior of ψk(r) under translation exhibits the property

ψk(r + R) = eik¨Rψk(r). (2.29)

Here, k is a wavevector in the first Brillouin zone.

The periodic function uk(r) can be expanded in terms of plane waves

uk(r) =
ÿ

G

ck(G)eiG¨r, (2.30)

where G are the reciprocal lattice vectors defined as

G =
ÿ

i

mibi , (2.31)

with mi are integers and bi are the basis vectors of the reciprocal lattice. In addition, the recip-
rocal lattice vector and the lattice vector fulfills R ¨ G = 2πl with l is an integer. As a result, the
full wavefunction can be expressed as

ψk(r) =
ÿ

G

ck(G)ei(k+G)¨r. (2.32)

The periodic potential can be expressed in term of plane waves

Ve f f (r) =
ÿ

G

Ve f f (G)eiG¨r. (2.33)

By inserting Eq. (2.32) and Eq. (2.33) into the Eq. (2.12), the eigenvalue problem is now trans-
formed into N independent equations, one for each k-point in the first Brillouin zone:

ÿ

m1

Hmm1 (k)ck(Gm1 ) = ϵkck(Gm), (2.34)

in which the matrix elements for the Hamiltonian are

Hmm1 =
|k + Gm|2

2
δmm1 + Ve f f (Gm ´ Gm1 ). (2.35)

In principle, an infinite number of plane waves is required to probe the whole space. Practically,
however, the summation is truncated by a kinetic energy cutoff

|k + G|2

2
ă Ecuto f f , (2.36)

i.e., all plane waves with kinetic energy smaller than Ecuto f f are included in the basis set. The
convergence of the solution is controlled by both the kinetic energy cutoff and the number of
k-points. There are several methods to generate k-points in the first Brillouin zone, in which the
Monkhorst-Pack scheme is the most common method [149].
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2.1.5 The projector augmented wave method
Employing plane waves as the basis set has been broadly accepted as they work well with math-
ematical tools related to the Fourier transformation. However, the expansion in plane waves
becomes problematic in the region that is close to nuclei, in which the wavefunction and the ef-
fective potential vary rapidly [150]. One solution to this problem would be the pseudopotential
method. In the pseudopotential method, only valence states in the region between atoms are
considered to be important to determine physical and chemical properties, while the core or-
bitals remain unchanged and their effects are replaced by a smoothened pseudopotential. Such
approximation is known as the frozen-core approximation [151]. There are several forms of
pseudopotentials have been developed, in which the ultra-soft pseudopotentials (USPP) and
the projector augmented waves (PAW) method are known to converge with a small number of
plane waves [152, 153]. The projector augmented waves method is applied for all calculations
in the presented thesis.

The PAW method [153] defines a smooth pseudopotential wavefunction |ψ̃y which is related to
the all-electron Kohn-Sham single particle wavefunction |ψy by a linear transformation T

|ψy = T |ψ̃y . (2.37)

Outside augmentation spheres ΩA for every atom A, the wavefunctions |ψ̃y and |ψy are identi-
cal. Inside ΩA, |ψ̃y can be expanded into pseudo partial waves |ϕiy,

|ψ̃y =
ÿ

i

ci |ϕ̃iy , within ΩA. (2.38)

The index i includes the atomic site RA, the angular momentum quantum numbers L = (l, m),
and additional index n to label different partial waves at the same site with the same angular
momentum. The all-electron partial waves |ϕiy can be obtained by

|ϕiy = T |ϕ̃iy , (2.39)

the corresponding all-electron wavefunction is therefore given as

|ψy = T |ψ̃y =
ÿ

i

ci |ψiy within ΩA. (2.40)

Since the expansion coefficients ci are identical in both expansions, the all-electron wavefunction
is

|ψy = |ψ̃y ´
ÿ

i

ci |ϕ̃y +
ÿ

i

ci |ϕiy , (2.41)

leaving the expansion coefficient for the partial wave expansions to be determined. Moreover,
the transformation T is required to be linear. Therefore, the coefficients must be linear function-
als of the pseudo wave functions, which are scalar products of the pseudo wavefunctions with
some fixed functions

ci = xp̃i|ψ̃y , (2.42)

where the xp̃i| is the projector function, fulfilling the condition
ÿ

i

|ϕ̃iy xp̃i| = 1, within ΩA. (2.43)

Finally, the linear transformation T is expressed as

T = 1 +
ÿ

i

(|ϕiy ´ |ϕ̃iy) xp̃i| . (2.44)

Methods to determine |p̃iy and |ϕ̃iy can be found in Ref.[152–154]. The PAW-DFT calculations
in this thesis are performed by Vienna ab-initio simulation package (VASP) [152, 155]. Detailed
implementation of the PAW method can be found in Ref.[152].
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2.2 Modeling chemical reactions

First-principles calculations based on DFT have become one of the most powerful tools for
understanding electronic structures for systems involving molecules and surfaces, unveiling
mechanisms of chemical reactions, probing the activity and selectivity of catalysts, and provid-
ing guides for the rational design of new materials. In this section, methods of applying DFT
calculations to chemical reactions will be discussed, including optimizing structures of reaction
states, searching transition states to determine reaction kinetics, and obtaining thermodynamic
characteristics for each reaction intermediates.

2.2.1 Geometry optimization
The first step to theoretically model a chemical reaction is to identify its initial state (IS) and final
state (FS). In DFT calculations, the IS and FS are local minima on the potential energy surface
(PES), which can be obtained by preforming geometry optimization by minimizing forces ( f )
acting on atoms. Such force can be determined by

fi = ´
BE
BRi

, (2.45)

in which the Ri refers to the coordinate of the nuclei i. Within DFT, the force gradient can be
determined directly from the electron density based on Hellmann-Feynman theorem [156]. Sev-
eral approaches to reach the local minima exist, in which the gradient g, i.e. the first derivative
of the energy with respect to all variables, is computed numerically. In this thesis, the conjugate-
gradient algorithm [157] implemented in VASP [155] and the FIRE algorithm [158] are used to
obtain local minima.

2.2.2 Searching for the transition state
Despite that experimental approaches such as pump-probe techniques have provided opportu-
nities to probe molecular structures near transition states, it is genuinely difficult to capture the
transition state of a chemical reaction due to its short lifetime [159]. As an alternative, the tran-
sition state for a chemical reaction can be theoretically identified based on DFT and transition
state theory (TST). In the TST, reactants at initial state (IS) will pass through the transition state
(TS) to reach the final state (FS). In addition, the rate of passing through the transition state at
temperature T can be characterized by the Erying equation

ν(T) = Ae
´Ea
kB T , (2.46)

where activation energy Ea is the energy difference between TS and IS, kB is the Boltzmann
constant, and A is a preexponential factor that can be approximated from the vibrational fre-
quencies of IS and TS. In TST, the prefactor A is calculated by kBT/h, which is about 1013 s´1 at
the room temperature [62].

The nudged elastic band method
As discussed in the previous section, the IS and FS can be obtained by performing geometry
optimizations while the TS is more difficult to identify as it is represented by the saddle point
on the potential energy surface. Statistically, the minimum energy path (MEP) connecting two
minima (IS and FS) is of the greatest weight. At any point on MEP, forces acting on atoms are
directed solely along the path, and the energy remains constant for any movement perpendic-
ular to the path. As a result, the maximum on the MEP refers to the saddle point on the PES,
which corresponds to the TS of the reaction. The most commonly applied method for search-
ing the MEP as well as identifying the saddle point is the nudged elastic band (NEB) method
[160–162]. In the NEB method, the IS and FS are firstly connected by several images (geometry
configurations), typically on the order of 10-20. Such generated path (the “elastic band”) is then
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Figure 2.3: The minimum energy path (MEP) and the path generated by the nudged elastic band method on
the potential energy surface (labeled in blue and black, respectively).

optimized by minimizing forces acting on each image, making it converge to the MEP (from
black curve to the blue curve in Fig. 2.3). The forces are relaxed through a force projection acting
perpendicular to the band and spring forces acting along the band. Consequently, the NEB force
on the image i can be divided into two independent parts

FNEB
i = FK

i + FS∥
i , (2.47)

in which the FK
i is the component of the force due to the potential perpendicular to the band, and

FS∥
i is the spring force parallel to the band. By separating forces into two projections, the spring

forces do not interfere with the convergence of the band towards the MEP, and the true forces
do not affects the distribution of images along the MEP. This approach, known as “nudging",
distinguishes the method from previous elastic band methods. Consequently, the spring forces
only control the spacing in between the images. Furthermore, in order to decompose the true
forces and the spring forces, the tangent along the band τ̂i is considered, which is defined as the
unit vector to the higher energy neighboring image [163]. Under certain circumstance, however,
the elastic band does not converge effectively to the MEP when the force parallel to the MEP is
significantly larger than the force perpendicular to the MEP. As a result, kinks will be generated
along the elastic band and prevent the convergence. Such problem is eliminated by the climbing-
image NEB (CI-NEB) [163, 164]. The difference between the regular NEB and CI-NEB is that
the spring force on the highest energy image is removed and changed to the negative of the
force parallel to the tangent of the path in the CI-NEB. As a result, the image with the highest
energy, referred to as the climbing image, will move towards the saddle point (as illustrated
in Fig. 2.4). Therefore, the climbing image will converge to the saddle point as the CI-NEB
converges, leading to the accurate TS.

The Dimer method
In order to obtain reliable reaction paths based on NEB and CI-NEB method, it is necessary to
provide an adequate number of images to converge the path. This makes such method compu-
tationally expensive as it requires individual DFT calculations for each image. Alternatively, the
Dimer method, as an example of minimum mode following methods, is numerically cheaper as
it only focuses on the transition state and omits the whole reaction path [165, 166]. To be spe-
cific, the Dimer method involves working with two images (referred to as the term “dimer”),
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Figure 2.4: DFT calculations of the minimum energy path for a C-F activation on the Au(111) surface. The
regular NEB and the CI-NEB method are compared, both involving 10 images. The regular NEB results in an
overestimate of the activation energy while the CI-NEB brings one image to the saddle point. Data obtained
from Paper IV.

both slightly displaced from the center of the dimer along a particular direction. The procedure
for searching TS consists of two steps. Firstly, the vector defined by the dimer is rotated to the
lowest curvature mode at the central images. Secondly, the central image and the dimer are
translated towards the saddle points by a certain step length. By iterating these two steps, the
TS can be obtained until the forces on the central images are converged. It is important to note
that convergence can only be achieved if the curvature of the potential energy on the central
image in the direction of the dimer is negative. The dimer method provides the possibility to
explore the transition state even without knowing the FS or achieve accurate convergence upon
the saddle point by using the CI-NEB calculations as the input.

In this thesis, all transition states are obtained by the combination of CI-NEB and Dimer method.
Generally, the CI-NEB calculations have been performed by inserting 10-20 images in between
the IS and FS. The central images obtained from CI-NEB calculations are used as the input for
the Dimer calculations in order to identify the saddle points with high numerical precision.

2.2.3 Thermodynamic characteristics
In principle, DFT calculations are performed at 0 K and the pressure of the system remains
undefined. Although such calculations give intrinsic properties of target systems/chemical re-
actions, it is not easy to relate the obtained energies to observed quantities under realistic con-
ditions. Therefore, including thermodynamic characteristics based on statistical mechanics into
calculations is of great importance in connecting theoretical and experimental results.

The partition function
The partition function q is considered as a key feature of statistical mechanics. For a single
molecule, it is defined as a sum of all possible quantum energy states which can be described by
the Boltzmann distribution [167, 168]

q =
all states

ÿ

i

e
´

εi
kB T , (2.48)
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where kB is the Boltzmann constant and the T is the temperature. For a system consisting of
non-interacting N molecules, the partition function Q is

Q = qN for different particles,

Q =
qN

N!
for identical particles.

(2.49)

With the partition function, thermodynamic functions can be subsequently derived. For exam-
ple, the internal energy U and the Helmholtz free energy A can be expressed as

U = kBT2(
BlnQ

BT
)V ,

A = ´kBTlnQ.
(2.50)

Subsequently, thermodynamic functions including the enthalpy H, the entropy S, and the Gibbs
free energy G, can be expressed by the following relations.

H = U + PV = kBT2(
BlnQ

BT
)V + kBTV(

BlnQ
BV

)T

S =
U ´ A

T
= kBT(

BlnQ
BT

)V + kB lnQ

G = H ´ TS = kBTV(
BlnQ

BT
)V ´ kBTlnQ

(2.51)

For isolated molecules such as an ideal gas, the total energy can be approximately divided into
several terms including translational, rotational, vibrational, and electronic states [169]

εtot = εtrans + εrot + εvib + εelec. (2.52)

As a result, the partition function of the single molecule q is the product of terms

qtot = qtransqrotqvibqelec. (2.53)

Taking into account that the enthalpy H and the entropy S involve the logarithm of q, the en-
thalpy and entropy contributions are therefore written as

Htot = Htrans + Hrot + Hvib + Helec,

Stot = Strans + Srot + Svib + Selec.
(2.54)

For a monoatomic ideal gas molecule, the translational energies are related to the quantum
number n, and solely depend on the molecular mass m

εn =
n2h2

8π2m
. (2.55)

The translational partition function is therefore expressed as

qtrans =
8
ÿ

n=0

e´εn/kB T = (
2πmkBT

h2 )V. (2.56)

It is common to use such expression on a molar scale, where the volume V represents the volume
of 1 mol of ideal gas.

For the rotational energy, one can consider the “rigid-rotor" approximation, in which the rotation
of the molecule is assumed to have a fixed geometry (neglecting the change of the geometry due
to the vibration). For a diatomic “rigid-rotor", the energy levels are associated with a quantum
number J in the range from zero to infinity and the moment of inertia I

ε J = J(J + 1)
h2

8π I
. (2.57)

The moment of inertia can be obtained from the atomic masses m1, m2, as well as distances
between the nuclei and the center of mass r1, r2

I = m1r2
1 + m2r2

2. (2.58)
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Typically, the moment of inertia is significant, resulting in energy level differences that are much
smaller than kBT. Thus, the summation in the partition function can be replaced by the integral

qrot «

ż 8

0
e´ε j/kB TdJ =

8π2 IkBT
h2σ

, (2.59)

in which σ is 2 for a symmetric molecule and 1 for an asymmetric diatomic system. Furthermore,
the rotational partition function can be generalized into polyatomic molecules by considering
the moment of inertial in all three dimensions, leading to

qrot =

?
π

σ
(

8πkBT
h2 )3/2(I1 I2 I3)

1/2. (2.60)

Here Ii represents three moments of inertia. The σ is the order of the rotational subgroup in the
molecular point group. Examples are σH2O = 2 and σNH3 = 3.

The vibrational energy is treated by the harmonic oscillator approximation. For a polyatomic
molecule, its vibrational motion can be approximated as a set of independent harmonic oscilla-
tors, in which each oscillator corresponds to a normal mode i with the energy

εi = (νi +
1
2
)h(

ki

µi
)1/2 1

2π
= (νi +

1
2
)hνi , (2.61)

with ki is the force constant, µi is the reduced mass, and νi is the vibrational frequency for the
normal mode i. Unlike translational and rotational energies, the energy level differences are
similar to kBT at room temperature, making it not suitable to substitute the summation with an
integral. Instead, the infinite summation can be written as

qvib =
8
ÿ

0

e´εn/kB T

= e´hν/2kB T(1 + e´hν/kB T + e´2hν/kB T + ¨ ¨ ¨ )

=
e´hν/2kB T

1 ´ e´hν/kB T .

(2.62)

For a system comprising N atoms in the vibrational normal coordinates, the 3N-dimensional
Schrödinger equation which as 3N dimensions, can be divided into 3N individual one-
dimensional equations in the form of a harmonic oscillator. Among all the equations, there
are three that describe the overall translation and another three describe the overall rotation,
leaving 3N-6 vibrations. Note for a linear molecule, there are only two equations for the overall
rotation. Thus the vibrational degrees of freedom for such molecule is 3N-5. In addition, if the
stationary point is the lowest point on the energy surface, the eigenvalues of the force constant
matrix will be positive. The TS, however, as the saddle point on the energy surface, possesses
the highest energy in one direction and lowest energies in all other directions. Consequently,
one (and only one) frequency for vibrations would be imaginary. Therefore, there will be only
3N-7 vibrations for the TS. Within the harmonic approximation, the energy of the 3N-6(7) vibra-
tions can be written in terms of a sum, and the partition function can be expressed in the form
of a product

Evib =

3N´6(7)
ÿ

i=1

(νi +
1
2
)hνi ,

qvib =

3N´6(7)
ź

i=1

e´hν/2kB T

1 ´ e´hν/kB T .

(2.63)

The electronic partition function includes a summation of the electronic quantum states, includ-
ing the ground state and all potential excited states. For a majority of molecules, the energy
difference between the ground state and the first excited state is significantly larger than the
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thermal energy kBT. Therefore, one can approximate that all excited states are inaccessible and
only the ground state is important in the partition function summation

qelec =
8
ÿ

i=1

gie´εi/kB T « g0e´ε0/kB T , (2.64)

in which g0 represents the electronic degeneracy of the ground state wave function. The detailed
definition of g0 can be found in Ref.[169] and Ref.[170].

Enthalpy and entropy contributions
As suggested by Eq. (2.54), the contribution from enthalpy and entropy can be calculated in
terms of the translational, rotational, vibrational, and electronic parts. With the knowledge of
the partition functions for each term, one can obtain the enthalpy contribution (for a non-linear
molecule)

Htrans =
5
2

kBT

Hrot =
3
2

kBT

Hvib = kB
ÿ

i

(
hνi

2kB
+

hνi

kB

1
ehνi/kB T ´ 1

)

Helec ” 0 (for the reactant)

HTS
elec = ∆E‰ = ETS ´ Ereactant,

(2.65)

Similarly, the entropy contribution can be expressed as

Strans =
5
2

kB + kB ln(
V

NA
(

2πmkBT
h2 )3/2)

Srot = kB(
3
2
+ ln(

?
π

σ
(

8π2kBT
h2 )3/2

a

I1 I2 I3))

Svib = kB
ÿ

i

(
hνi

kBT
1

ehνi /kBT ´ 1
´ ln(1 ´ e´hνi/kB T))

Sreactant
elec = STS

elec = kB lng0,

(2.66)

in which the kBT, h, and ν are the Boltzmann constant, the Planck’s constant, and the vibrational
frequency of normal modes. Minor difference can be found for a linear molecule, in which the
rotational enthalpy and entropy are

Hlinear
rot = kBT

Slinear
rot = kB[1 + ln(

8π2 IkBT
σh2 )],

(2.67)

as there is one more vibrational mode for the linear molecule.

For heterogeneous catalysis and on-surface synthesis processes, chemical reactions are usually
initiated at the state in which reactants are adsorbed on the catalysts (or surfaces). In the present
thesis, the entropy contribution of adsorbates is calculated based on the 2D lattice gas model
with the harmonic approximation, which assumes adsorbates are localized oscillators with only
vibrational modes. With this approximation, it is only the vibrational degrees of freedom that
are important in characterizing thermodynamic characteristics. As seen from Eq. (2.65), the
vibrational enthalpy consists of two parts. The first is the sum of 1

2 hν, giving the temperature-
independent zero-point energy (ZPE). The second part depends on the temperature, reflecting
the contribution from molecules that are not in the vibrational ground state. The effect of the
temperature/pressure on chemical reactions are assessed by calculating the Gibbs free energy
of each reaction state [171]

G(T) = H(T) ´ TS(T) = Helec + Hvib(T) ´ TSvib(T), (2.68)
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in which the Helec is the electronic enthalpy at 0 K that can be directly obtained from DFT calcu-
lations, the Hvib and Svib is the vibrational enthalpy and entropy at the temperature T. However,
such approximation is restricted to adsorbates when the diffusion barrier is larger than kBT (low-
temperature limits). At the limit where kBT is well above the diffusion barrier (high-temperature
limits), the entropy reaches the result of a two-dimensional gas model [172]. Several methods
exist for providing more accurate results for intermediate temperatures such as the hindered
translator and hindered rotor models, as well as complete potential energy sampling approach.
Detailed information can be found in Ref.[172, 173].

For gas phase molecules that are not adsorbed to the surface or catalysts, the ideal gas approx-
imation has been employed, in which rotational and vibrational degrees of freedom are not
affected by the interactions with other molecules. Correspondingly, Gibbs free energies are cal-
culated by

Gmol(T, p) = Hmol
elec + Hmol

rot (T) + Hmol
vib (T) + Hmol

trans(T) ´ TSmol(T, p), (2.69)

in which the entropy S(T, p) is defined as [171]

Smol(T, p) = Smol(T, p0) ´ kB ln(
p
p0

). (2.70)

Herein we assume there are no interactions between molecules. As a result, only the transla-
tional entropy depends on pressure. The tabulated values of the entropy for molecules under
the standard pressure S(T, p0) can be found in Ref. [174].

The computational hydrogen electrode (CHE) model
In order to study mechanisms of electrochemical reactions from the atomic level, it is necessary
to consider reaction pathways for each elementary steps and key intermediates. Taking into
account that most electrochemical reactions are proceeded in solution, they are treated to be
barrierless and thermodynamically controlled. Thus, the free energy diagram for electrochemi-
cal reactions is crucial for understanding reaction mechanism. In the present thesis, calculations
related to electrochemical reactions are based on the computational hydrogen electrode (CHE)
model, which is a well-accepted approach for calculating free energy diagrams of electrochemi-
cal reactions developed by Nørskov and co-workers [175].

For an electrochemical reaction containing several elementary steps, the change in the free en-
ergy is originated by the electron-proton transfer between each step with applied potentials.
The change in the free energy in each elementary step (∆G) is given as

∆G = ∆H ´ T∆S. (2.71)

For the reaction component i in a specific step, the free energy reads

Gi = Hi ´ TSi . (2.72)

The enthalpy of component i can be extracted as

Hi = Helec + Esolvation + Ezpe + Evib + PV, (2.73)

in which the Helec is the electronic enthalpy, which can be directly obtained from DFT calcu-
lations. The Esolvation refers to the solvation energy, and the Ezpe + Evib is the Hvib given by
Eq. (2.65). Taking into account that the reaction components are normally adsorbed on the cat-
alysts in the electrolyte, the free energy for adsorbed reaction components i can be written as:

Gi(ad) = Helec + Esolvation + Hvib ´ TSvib. (2.74)

In the CHE model, electrons and protons in the solution are treated by taking the equilibrium
with hydrogen in the solution, in which the chemical potential of electron-proton pairs are con-
sidered based on the reaction

H+ + e´ ÝÑ
1
2

H2. (2.75)
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Therefore, the chemical potential for electron-proton pairs equals to the half of the chemical
potential of gaseous hydrogen molecule at 0 V potential

µ(H+) + µ(e´) =
1
2

µ(H2). (2.76)

In addition, the influence of applied bias U is included by setting the total energy of electrons at
the electrode as eU, leading to

∆G(H+ + e´ ÝÑ
1
2

H2) = ´eU (2.77)

where e is the fundamental unit of charge. Such method allows using gas phase value of H2
to replace solvated proton and electron pairs in solution. For an electro-reduction reaction with
formula of

A˚ + H+ + e´ ÝÑ AH˚, (2.78)

the change in free energy is therefore

∆G = G(AH˚) ´ G(A˚) ´
1
2

G(H2) + eU, (2.79)

with U the applied voltage.

2.3 Experimental characterization

Theoretical calculations have provided valuable information of chemical reactions including ad-
sorption configurations of reactants, intermediate states, and the most probable reaction path-
way, which can be verified by using experimental characterization techniques. In reverse, exper-
imental observations can be also explained by theoretical calculations. In the field of on-surface
synthesis, scanning tunneling microscopy (STM) has enabled researchers to resolve and image
molecules on surfaces atomically, making it possible to study reaction processes at the atomic
level and in real space. In this thesis, theoretical results are combined with STM characteriza-
tions in order to obtain comprehensive understandings of chemical reactions on surfaces. A
brief introduction of STM and the method used to link the STM and first-principles calculations
will be enclosed in this section.

2.3.1 Scanning tunneling microscopy
Since its invention in 1981, scanning tunneling microscopy has been considered as a powerful
tool in experiments [8, 9], as it allows atomic scale characterization in real space as well as ma-
nipulation of surface structures and molecules. A fundamental experimental setup of a scanning
tunneling microscope is illustrated in Fig. 2.5.

In the experiment, a bias voltage (VB) is applied between the tip and a conducting or semicon-
ducting sample, which are separated by a distance in the order of 10 Å. Despite that the applied
bias voltage cannot allow electrons to overcome the potential barrier between the tip and sur-
face, electrons can still achieve quantum tunneling as the vacuum tunneling resistance is finite
due to the short tip-sample distance. For a particle with mass m and energy E, the possibility for
such a particle to tunnel through a potential barrier V (V ą E) can be approximately described
by

P 9 exp[´d

a

2m(V ´ E)
h̄

], (2.80)

in which d is the width of the potential barrier, and V is the height of barrier (assume the po-
tential barrier is in a rectangular shape). As a result, a tunneling current I can be established
between the sample and the tip, and subsequently analyzed by a computer after amplification.
As seen in Eq. 2.80, the tunneling possibility (P) decays exponentially as the barrier width d
increases. Such width is closely related to the distance between the tip and sample. Therefore,
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Figure 2.5: A simplified setup of a scanning tunneling microscope. This figure is created by Michael Schmid,
TU Wien; adapted from the IAP/TU Wien STM Gallery, Distributed under the CC BY-SA 2.0 License.

the sensitivity of the tunneling possibility provides high spatial resolution as 1 Å increase in the
tip-sample distance may cause the possibility decay by an order of magnitude. A qualitative
correlation between the distance and the tunneling probability is shown in Fig. 2.6 [176]. Nor-
mally, the bias voltage VB is referred to a grounded tip. Thus, electrons will tunnel from the
surface to the tip when VB ă 0, and the tunneling inverses if VB ą 0. The tunneling current I is
given as [177]

I =
2πe

h̄

ÿ

µν

f (Eµ)[1 ´ f (Eν + eV)] ˆ |Mµν|2δ(Eµ ´ Eν), (2.81)

in which the f (E) is the Fermi function, Mµν is the tunneling matrix element between the state
of the tip ψµ and the state of the sample ψν, V refers to applied voltage, and Eµ is the energy
state of ψµ in the absence of tunneling.

Figure 2.6: Tunneling current as a function of the distance.

There are two working modes for a scanning tunneling microscope, namely, the constant height
mode and the constant current mode. In the former one, the height of the tip remains unchanged
during scanning on the surface. The structural information of the surface is obtained by moni-
toring changes in the tunneling current. It is more suitable for the atomically flat surfaces as it
does not give the feedback in height. For the latter regime, the bias is applied to maintain the
tunneling current unchanged. The morphology of the surface is therefore monitored by changes
in the height of tip.
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2.3.2 The Tersoff-Hamann approximation
In STM measurements, the resolution is guaranteed from two aspects. As shown in the Fig. 2.6,
the fast-decaying tunneling current as the tip-sample distance increases provides a high vertical
resolution. In some cases, the vertical resolution can be as good as 0.01 Å [178]. In addition,
the tip is usually composed of only a few atoms which conduct most of the tunneling current.
Consequently, the STM measurement can be performed with high lateral resolution (better than
1 Å ) [178]. However, the STM images consist not only the topographical morphology of the
sample, but also information of electronic structures for both of sample and tip. For example,
despite the adsorbed molecule on the surface exhibits shorter distance to the tip, it is not neces-
sarily imaged as bright protrusions [179]. Therefore, it is crucial to analyze and model the STM
images from theoretical perspective in order to demonstrate the experimental hypothesis.

Many different approaches exist to simulate STM images from first-principles calculations. The-
oretical difficulties increase from the Tersoff-Hamann approach [177, 180], in which current con-
tours are modeled from the electronic structure of the tip and sample, to the nonequilibrium
Green’s-function method, which also considered the inelastic effects [181, 182]. In this thesis,
STM simulations were performed based on the simple but yet successful Tersoff and Hamann
approximation, as implemented by Lorente and Persson [183]. In the Tersoff-Hamann model,
the bias voltage is considered very small so that its effect on the tip and sample can be neglected.
The tunneling current in Eq. (2.81) is given as

I =
2πe2V

h̄

ÿ

ν,µ
|Mνµ|2δ(Eν ´ EF)δ(Eµ ´ EF). (2.82)

Bardeen has shown that the matrix Mνµ is an integral of the wave functions and their gradients
over a surface separating two planar electrodes [184]. In addition, the electronic structure of tip
is approximated by a spherical s orbital which has the same work function as the sample. As a
result, the tunneling current is proportional to the local density of states (LDOS) of the sample

I(V, r⃗0) 9

ż ϵF+eV

ϵF

dϵρ(ϵ, r⃗0), (2.83)

in which ρ(ϵF + eV, r⃗0) is the LDOS of at r⃗0 and energy ϵF + eV. In an one-electron basis set, the
LDOS at position r⃗0 and energy ϵF + eV is represented as:

ρ(ϵF + eV, r⃗0) =
ÿ

α

|ψα(r⃗0)|
2δ(ϵF + eV ´ ϵα). (2.84)

Consequently, the constant current STM images are contours of LDOS integrated in the energy
window. This can be further related to the first derivative of the tunneling current

dI
dV

(V, r⃗0) 9 ρ(ϵF + eV, r⃗0) =
ÿ

α

|ψα(r⃗0)|
2δ(ϵF + eV ´ ϵα), (2.85)

in which ψα(r⃗0) is the wavefunction of the sample, which is given by Kohn-Sham wavefunctions
in DFT. In addition to the small voltage limit, Eq. (2.83) is valid in the limit of low temperature
[177, 180]. The STM simulations based on the Tersoff-Hamann model can provide good qualita-
tive predictions of experimental observations [178].

Practically, the wavefunctions are extrapolated far away from the sample by an exponentially
decaying function in order to obtain an accurate local density of states. It is efficient to calculate
electronic wave functions using a plane parallel to the sample’s surface, which is both close
enough for obtaining accurate results and far enough from the sample for the potential to remain
constant. As a result, one can calculate the matching height (dmatch) which is determined by
a height when the electrostatic potential starts to be constant (corresponding to the vacuum
region). Figure 2.7 shows the averaged electrostatic potential perpendicular to the xy-plane of a
four-layer Ag(111) slab with a molecule physisorbed on. The matching distance (d = dmatch ´
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dsample) is determined by the height of the region which is above the sample until the vacuum
region starts.

Figure 2.7: Electrostatic potential perpendicular to the sample as a function of distance. The sample is a four-
layer Ag(111) slab with a molecule adsorbed. The Φ and EF are the vacuum level and Fermi level, respectively.
The matching distance is determined by taking the height difference between the vacuum (blue solid line) and
the outermost atom (blue dashed line) on on the sample.
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3 Summary of included
papers

3.1 C-H activations on MXenes (Paper I, II)

As one of the most fundamental and important reactions in the chemical industry, the C(sp3)-H
activation has attracted tremendous interests as it appeals for the preliminary functionalization
of alkane feedstocks. However, practical challenges remain at the difficulty in breaking C-H
bonds due to their high chemical stability and poor chemoselectivity. Thus, it is urgent to de-
velop highly efficient catalysts towards the C-H activation. MXenes, a bourgeoning class of 2D
materials, exhibit outstanding properties which are of great importance not only in the fields
of electronic devices such as flexible optoelectronics, sensors, and thermal heaters, but also in
catalysis. In Paper I and II, we have explored the possibility of utilizing Ti2CT2 (T = O, OH, and
F) MXenes as heterogeneous catalysts for the C-H activation in the propane.

Starting from one of the most widely studied MXenes, our DFT calculations have shown that
the O terminated Ti2C MXenes (Ti2CO2) possess high activity for the dehydrogenation. Further-
more, Ti2CT2 MXenes exhibits good selectivity towards the C-H scission at the ´CH2´ bridge,
as higher energy barriers are observed at the terminal ´CH3 in the propane. Nevertheless, it
is inevitable for MXenes to possess different surface termination groups owing to the chemical
etching process. Therefore, we have subsequently studied the influence of surface termina-
tions on the catalytic performance of Ti2C MXenes. For C-H activations proceeded on Ti2CT2
(T = O, OH, and F) MXenes, a scaling relation between the reaction energy and the activation
energy of dehydrogenations can be observed, in which higher reaction energy leads to poor cat-
alytic activity. However, such linear correlation fails to effectively predict the catalytic activity
of Ti2CT2 MXenes as it lacks the information about the composition of termination groups. Our
first-principles calculations have shown that a quantitative descriptor – hydrogen affinity (EH)
– can not only characterize the termination configurations of Ti2CT2 MXenes, but also predict
the catalytic performance of the MXenes.
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Figure 3.1: The correlation between the hydrogen affinity (EH) and the fraction of OH terminations (xOH)
in the Ti2CO2´z(OH)z. Grey dots are referred to EH values for each Ti2CO2´z(OH)z, and blue dots with
vertical lines are the mean value of EH or each fraction of OH groups with the standard deviation. The blue
line represents the linear regression. Adopted from Paper I.

As shown in Fig. 3.1, the hydrogen affinity EH can be considered as an intrinsic property of
the Ti2CT2 MXenes (T = O and OH), in which the mean affinity is linearly correlated to the
statistical average of the OH fraction on MXenes. Such linear correlation is further extended
to a more general case in which F terminations are included. More importantly, the hydrogen
affinity can quantitatively characterize the catalytic activity of the Ti2CT2 (T = O, OH, and F)
MXenes, as the reaction energy (or activation energy) of the C-H activations can be extracted
as a linear function of the hydrogen affinity EH (Fig. 3.2). Consequently, numerically small
hydrogen affinity indicates the good catalytic activity towards C-H activations.

Figure 3.2: The linear correlations of the reaction energies for C-H activations in the propane with respect
to the hydrogen affinity EH on the Ti2CT2 (T = O, OH, and F) MXenes. The color bar from blue to green
corresponds to the ratio of O terminations in Ti2CT2 from fully F/OH termination to Ti2CO2. Adopted from
Paper II.

By adopting a model reaction of the propane dehydrogenation, we have shown that the MX-
enes are promising in heterogeneous catalysis such as C-H activations. In addition, with the
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3.2. Metal surface assisted C-C couplings (Paper III, IV)

appropriate descriptor, the geometry configurations of MXenes and the catalytic performance
can be quantitatively connected. The scaling relations reserved between the hydrogen affinity
and the geometry configuration as well as the catalytic activity can serve as criteria for the fast
screening of promising MXene-based catalysts, and thus accelerate further applications of the
broad family of MXenes in heterogeneous catalysis.

3.2 Metal surface assisted C-C couplings (Paper III, IV)

On-surface synthesis has provided new strategies for the fabrication of novel carbon-based ma-
terials. Generally, the on-surface synthesis consists of two steps, design of appropriate molecular
building blocks and thermally triggered surface-assisted reactions to achieve desired structures.
The second step involves multiple chemical reactions including but not limited to C-H activa-
tions, C-X (X represents halogens) activations, and C-C coupling reactions. Due to limitations
of experimental characterization techniques, theoretical calculations are of great importance in
providing comprehensive understandings of reaction mechanisms.

In Paper III, a new strategy for constructing C-C bonds via metal-assisted surface reactions has
been achieved. Experimentally, the C-C coupling of the molecular precursor [1,1’-biphenyl]-
4,4’-disulfonyl dichloride (BPDSC) has been observed on Au(111) and Ag(111) via the desul-
fonylated homo-coupling under different reaction temperatures. In contrast to the on-surface
Ullmann coupling, the temperature to activate the C-S bond on Au(111) is lower than that on
Ag(111). DFT calculations have revealed that the unconventional order of activity for metal sur-
faces can be ascribed to different adsorption behaviors of the molecular precursor on Au(111)
and Ag(111). In the IS of Fig. 3.3a, the dechlorinated BPDSC forms Au-S bonds on the Au(111),
leading to a easier C-S scission (Ea = 1.17 eV). However, strong Ag-O bonds formed between
molecule and surface Ag atoms (see Fig. 3.3c) prevent the C-S activation, resulting in a high
activation energy of 1.45 eV (Fig. 3.3b).

Figure 3.3: The reaction pathways for the desulfonylation on the (a) Au(111) and (c) Ag(111) surface, with
(b) the corresponding energy profiles. The C, H, S, O, Au, and Ag atoms are represented by the grey, white,
orange, red, yellow, and silver circles, respectively. Adopted from Paper III.
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In paper IV, we have performed DFT calculations to resolve the formation mechanism of the 2D
biphenylene network (BPN) on Au(111). BPN is a two-dimensional carbon allotrope consisting
of non-hexagonal geometry including four- and eight-membered carbon rings, synthesized by
intermolecular HF zipping reactions, and possesses unconventional metallic conductance which
is promising in electronic devices. Despite its experimental success, the underlying formation
mechanism remains unclear, hindering further applications of the HF zipping. Extensive calcu-
lations have been performed to compare various plausible reaction pathways, from which we
could conclude a pathway significantly more favorable than other alternatives. Figure 3.4 sum-
marizes the formation of the 4-membered carbon ring in the BPN, which consists of three major
reaction stages, namely, the C-F activation, the C-H activation, and the C-C coupling.

Figure 3.4: Formation mechanism of the four-membered ring via the intra-polymer mechanism of the HF zip-
ping reaction. The top panel gives valence bond structures for key intermediate state. The reaction pathway
and the corresponding energy profile are shown in the middle and bottom panels. The C, H, F, and Au atoms
are represented by the grey, white, green, and yellow circles, respectively. Reproduced based on Paper IV.

DFT calculations have shown that the rate-limiting step of the intermolecular HF zipping oc-
curs at the C-C coupling (S10 to S11 in Fig. 3.4). As a result, it is possible to capture interme-
diates before the C-C coupling, which contains the chemisorbed phenylene groups “standing”
on the surface (for example, S10 and S11 in Fig. 3.4). Of importance, the chemisorbed pheny-
lene group is observed by experiments and subsequently confirmed by STM simulations, in
which the standing phenylene groups appear as bright protrusions in both STM images and
corresponding simulations (Fig. 3.5).

Figure 3.5: The optimized structure of the key intermediate with standing phenylene group (upper left). The
STM simulation of the standing phenylene group structure (lower left). The relative height profile obtained
by STM measurement (right). The C, H, F, and Au atoms are represented by the grey, white, green, and yellow
circles, respectively. Reproduced based on Paper IV.

3.3 Electrochemical nitrogen reduction on SACs (Paper V)

MXenes have been widely investigated and employed as promising materials for the energy
storage, electronic devices, heterogeneous catalysis, and electrochemical catalysis since its first
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synthesis. Moreover, MXenes have also shown great potential in anchoring single atoms to
fabricate single-atom catalysts (SAC) as the structure of MXenes provides adequate adsorption
sites. Nevertheless, the stability and the catalytic performance of SACs supported by MXenes
can only be characterized experimentally via the “trial-and-error” manner, which significantly
limits the development of MXenes-based SACs. The DFT calculations, however, provide strong
tools for the fast screening of the promising SACs and guidelines to the rational design of effec-
tive catalytic systems.

In paper V, we have theoretically investigated the feasibility for anchoring single metal atoms
on the Ti3C2T2 (T = O and OH) MXenes and screened the most promising SACs towards the
electrochemical nitrogen reduction (NRR). The screening criteria for the most promising SAC
are set from three aspects: the metal atom can be stabilized as single atoms, the reactant N2 can
be easily captured on the metal atoms, and the adsorption of the product NH3 is sufficiently
weak to achieve fast desorption. DFT calculations have revealed that most transition metal
atoms suffer strong NH3 adsorption on the Ti3C2O2. However, subsequent calculations have
shown that the OH terminations on MXenes can effectively reduce the adsorption of ammonia.
Combining the structure of the MXene support and the potential catalytic performance of metal
atoms, we propose that the single Ni supported on the Ti3C2O0.19(OH)1.81 is the most promising
SAC towards the electrochemical NRR.

Figure 3.6: Reaction pathways and Gibbs free energy profiles for the nitrogen fixation on the (a) Ni/Ti3C2T2
and (b) Ni/Ti3C2O2 catalysts. (c) Enzymatic pathway and corresponding Gibbs free energy profiles for NRR
on Ni/Ti3C2T2. The Ti, O, C, H, N, and Ni atoms are represented by the blue, red, brown, white, light green,
and dark green circles, respectively. Adopted from Paper V.

The catalytic performance of the Ni/Ti3C2T2 SAC is presented in the Fig. 3.6. By comparing with
the Gibbs free energy profile of NRR on the Ni/Ti3C2O2 MXenes (Fig. 3.6a), the Ni/Ti3C2T2
(T = OH, O) exhibits similar rate-limiting Gibbs free energies, but a much weaker adsorption
of NH3(Fig. 3.6b). As a result, it is more likely to release NH3 from the Ni/Ti3C2T2. Such
accelerated kinetics would effectively promote the catalytic performance as the Ni active site
would be quickly available for the next reaction cycle.
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4 Conclusions and outlook

The present thesis has attempted to provide theoretical understandings of chemical reactions
on 2D MXenes and single-crystal metal surfaces. Aided by density functional theory calcula-
tions and experimental characterizations, mechanistic insights of selected chemical reactions on
MXenes and metal surfaces can be obtained from both aspects of “surfaces” and “reactions”.

Mechanistic studies from the aspect of “surfaces” For the O/OH/F terminated
Ti2C MXenes, the hydrogen affinity, which describes the ability for MXenes to abstract H atoms
from a molecule, has been adopted to characterize termination configurations of MXenes and
their potential catalytic performance. Theoretical calculations have shown that the hydrogen
affinity is an intrinsic property solely determined by concentration of O terminations and the
distribution of termination groups on MXenes. Moreover, the hydrogen affinity can serve as a
quantitative descriptor to evaluate the catalytic activity of MXenes towards the C-H activation.
By employing such a descriptor, the catalytic performance of Ti2CT2 (T = O, OH, and F) MXenes
towards C-H activations can be predicted without tedious transition state calculations.

Mechanistic studies from the aspect of “reactions” Reaction mechanisms of
two types of surface-assisted C-C coupling reactions are investigated, namely, the desulfony-
lation triggered C-C coupling and the intermolecular HF zipping. For the desulfonylation, the
C-S activation on the Au(111) surface is facilitated due to strong S-Au interactions, resulting
in the formation of 1D polyphenylene under a mild temperature. For the intermolecular HF
zipping, the reaction follows an “intrapolymer” mechanism on Au(111), in which 2D bipheny-
lene networks are synthesized via a defluorination-dehydrogenation-coupling process. For both
desulfonylation and intermolecular HF zipping, theoretically proposed mechanisms can be con-
firmed by experimental observations and STM simulations of the unique adsorption configura-
tion of molecules or key intermediate states. With the knowledge of reaction mechanisms, those
surface-assisted C-C coupling reactions are expected to complement the toolbox for the synthe-
sis of low-dimensional carbon materials.
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4. CONCLUSIONS AND OUTLOOK

Combining “surfaces” and “reactions” For a specific chemical reaction, the opti-
mal catalyst can be obtained by tuning the structures of catalysts in order to achieve the best
catalytic performance towards desired products. Predicting catalytic performance by employ-
ing appropriate criteria based on reaction mechanisms can greatly accelerate the rational design
of catalysts. The most promising single transition metal atom catalyst for the electrochemical
nitrogen reduction has been screened by considering the stability of single-atom adsorption, the
activity for triggering the hydrogenation of N2, and the selectivity towards the product NH3. A
single Ni atom supported by Ti3C2T2 MXenes is considered to be the most promising catalysts
towards the electrochemical NRR. By analyzing the Gibbs free energy profile for every elemen-
tary reaction steps, we have shown that the Ni SAC exhibits good catalytic activity towards
the ammonia synthesis. Of importance, the catalytic performance of Ni SAC can be promoted
by a H rich environment, in which OH terminations on the MXene support can accelerate the
desorption of ammonia, leading to fast reaction cycles.

Outlook
The work presented here has provided some new insights into the catalytic origin and perfor-
mance of MXene-based catalysts, as well as elucidated reaction mechanisms of surface-assisted
C-C coupling reactions. Starting from results in this thesis, there are some natural continuation
for the future work.

One of the starting points based on Paper I and II would be extending the application of the
hydrogen affinity. The correlation between the catalytic activity and the hydrogen affinity has
been established on the Ti2CT2 MXenes. Nevertheless, limited studies on the hydrogen affinity
of other MXenes have been done. To this end, it is crucial to examine the accuracy of utilizing
the hydrogen affinity in predicting catalytic activities of other MXenes with different composi-
tions and structures. A future work can therefore aim to identify the most promising MXene-
based catalyst towards C-H activations in the propane by employing the hydrogen affinity as
the descriptor. Another aspect for extending the application of the hydrogen affinity would be
scrutinizing the correlation between the hydrogen affinity and other dehydrogenation reactions
such as the dehydrogenation of alkynes or the N-H activations.

In Paper III, it has been shown that no organometallic (C-Ag-C) structures are formed via the
desulfonylation reaction on Ag(111), while the Ag adatom has been commonly identified in the
similar homo-coupling reactions such as the on-surface Ullmann coupling. Questions therefore
arise: what are the necessary and sufficient conditions for an adatom to be involved in a C-C
coupling reaction? Additionally, a possible direction for the future work related to the inter-
molecular HF zipping reaction on Au(111) would be explaining the mechanism of the lateral
fusion to form 2D networks via intermolecular HF zipping reactions, which would complete
the reaction mechanism proposed in Paper IV.

In Paper V, we have demonstrated that it is plausible to develop SACs supported on MXenes
and the surface chemistry of MXenes plays an important role in the catalytic performance. De-
spite, the screening strategy for identifying the most promising SAC may still lose accuracy
due to the complexity of realistic catalytic systems. Therefore, breaking existing scaling rela-
tions and identifying descriptors at a higher level are promising for the rational design of SACs
towards various reactions that are not limited to the electrochemical NRR. Nascent machine
learning techniques, in which DFT data can be used for training the model, are promising to
break through the bottleneck of DFT calculation-based processes. It is anticipated that machine
learning methods would accelerate the design of heterogeneous catalysts with both accuracy
and efficiency.
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