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Abstract

In calculus the concept of an infinite derivative – i.e. DF (x) = ±∞ – is seldom
studied due to a plethora of complications that arise from this definition. For
instance, in this extended sense, algebraic expressions involving derivatives are
generally undefined; and two continuous functions possessing identical deriva-
tives at every point of an interval generally differ by a non-constant function.
These problems are fundamentally irremediable insofar as calculus is concerned
and must therefore be addressed in a more general setting. This is quite difficult
since the literature on infinite derivatives is rather sparse and seldom accessi-
ble to non-specialists. Therefore we supply a self-contained thesis on continuous
functions with infinite derivatives aimed at graduate students with a background
in real analysis and measure theory.

Predominately we study continuous primitives which satisfy the Luzin con-
dition (N) by establishing a deep connection with the strong Luzin condition – a
weak form of absolute continuity which has its origins in the Henstock–Kurzweil
theory of integration. The main result states that a function satisfies the strong
Luzin condition if and only if it can be expressed as a sum of two such primitives.
Furthermore, we establish some pathological properties of continuous primitives
which fail to satisfy the Luzin condition (N).
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Introduction

This thesis concerns continuous real-valued functions of one variable possessing
a derivative (finite or infinite) at every point of an open set Ω ⊂ R. We shall refer
to these functions as continuous primitives and partition them into two classes:
regular primitives which satisfy the Luzin condition (N); and irregular primitives
which fail to satisfy the Luzin condition (N). We are primarily interested in the
former class since its members are particularly reminiscent of the primitives with
finite derivatives studied in calculus. Nevertheless some pathological properties
of the latter class are established as well. Let us begin with a sample of the more
accessible results.

Theorem 3.1. Consider two regular primitives F,G : (a, b) → R possessing the
property that DF = DG a.e. on (a, b). Then F −G is constant.

This theorem is obtained by first establishing an analogous theorem for functions
which satisfy the strong Luzin condition – a weak form of absolute continuity
proposed by Lee [12] – and subsequently verifying that regular primitives satisfy
this condition. In addition we prove the well-known fact that the strong Luzin
condition implies continuity, the Luzin condition (N) and differentiability a.e.;
whereas the converse generally fails.

The first example of two continuous functions possessing identical derivatives
(finite or infinite) at every point of an interval, while differing by a non-constant
function, was published in 1905 by Hahn [11]. Therefore the possession of just
one continuous primitive is generally insufficient for the purpose of obtaining all
continuous primitives which possess the same derivative. By manipulating the
Cantor ternary set we obtain a rather simple construction of this type.

Theorem 3.2. There exists a regular primitive F : (0, 1) → R and an irregular
primitive G : (0, 1) → R such that DF = DG everywhere on (0, 1) and G−F =
T |(0,1), where T denotes the Cantor ternary function. In particular G − F is
non-constant.

Manolis, 2023. 1



2 Introduction

A regular primitive possessing certain desirable properties can be obtained
by first constructing an integrable candidate for its derivative and subsequently
verifying that this candidate constitutes the derivative of its indefinite integral.
Of course, it is generally insufficient to merely integrate a function in order to
conclude that it constitutes the derivative of its indefinite integral. For instance,
the presence of a single jump discontinuity violates the intermediate value prop-
erty and therefore inhibits the classification of a derivative, i.e. derivatives are
Darboux functions. Moreover, even for bounded derivatives the points of conti-
nuity may form a set of measure zero, see Bruckner [3, pp. 33–34]. Nevertheless
this set is dense and of type Gδ (and therefore uncountable) because derivatives
are pointwise limits of continuous functions, i.e. Baire-1 functions. Thus the pro-
cess of constructing the derivative before the primitive can be quite challenging
since one must ensure that a multitude of necessary and collectively sufficient
properties of derivatives are satisfied. Indeed, the proof of the following theorem
reflects this sentiment.

Theorem 4.1 (Zahorski–Choquet). Let Z ⊂ Ω be a Gδ set with m(Z) = 0.
Then there exists a bounded, non-decreasing, regular primitive G : Ω → R such
that DG(x) = ∞ if and only if x ∈ Z.

The first construction of this kind was published in 1941 by Zahorski [17] and
then six years later another one appeared in the doctoral dissertation of Choquet
[5, pp. 216–220]. Although these works of Zahorski and Choquet – which are
written in German and French, respectively – have merely been glazed over in
the writing of this thesis, both authors appear to supply constructions based on
the Luzin–Menshov theorem. By the aid of Bruckner [3, pp. 20–23, 86] we supply
a similar construction.

The results discussed thus far can more or less be deduced from the existing
literature. Henceforth the discussion concerns results that we have not been able
to locate elsewhere. We shall briefly outline some consequences of these results in
relation to the Henstock–Kurzweil integral – an extension of the Riemann inte-
gral. This integral admits a fundamental theorem of calculus based on the strong
Luzin condition. In particular the class of regular primitives is subsumed by this
theory of integration. That is, for every regular primitive F : Ω → R and real-
valued function f : [a, b] → R satisfying DF = f a.e. on [a, b] ⊂ Ω, we have

F (x) = F (a) +

∫ x

a

f(t) dt for every x ∈ [a, b].

Note that by Ward’s Theorem 2.1 the points at which an arbitrary function pos-
sesses an infinite derivative form a set of measure zero. Thus for every regular
primitive F there exists such a function f . Technically the Henstock–Kurzweil
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integral is not capable of integrating functions taking infinite values which ne-
cessitates this minor comprise.

Now, consider an irregular primitive G : Ω → R and a subinterval [a, b] ⊂ Ω.
If g : [a, b] → R satisfies DG = g a.e. on [a, b], is it necessarily the case that g is
Henstock–Kurzweil integrable? If such was the case, then the difference between
the restricted primitive G|[a,b] and the indefinite integral of g would constitute
a singular1 function H : [a, b] → R such that

G(x) = H(x) +

∫ x

a

g(t) dt for every x ∈ [a, b].

Therefore we pose a more general question: is it necessarily the case that G can
be locally expressed, at every point of Ω, as the sum of a singular function and
a function which satisfies the strong Luzin condition? The following theorem
disproves this conjecture.2

Theorem 5.1. There exists an irregular primitive G : (0, 1) → R possessing the
property that for every open interval U ⊂ (0, 1) which contains a point of the
Cantor ternary set, there does not exist any function F : U → R which satisfies
both the strong Luzin condition and DF = DG a.e. on U .

As indicated by the preceding remarks, regular primitives are intimately con-
nected with the strong Luzin condition, and thus with the Henstock–Kurzweil
integral. The following theorem strengthens this claim and extends an analogous
result for the Lebesgue integral due to Zahorski [18, p. 50].

Theorem 5.2. A function F : Ω → R satisfies the strong Luzin condition if and
only if it can be expressed as the sum of two regular primitives.

The forward direction in particular appears to be new and is established by de-
veloping an assortment of lemmas concerning the Henstock variational measure
and its connection with the more accessible Jordan variation. In contrast, the
reverse direction – which remains valid for products of regular primitives – is
comparatively simple to prove and is therefore obtained as a consequence of our
initial investigation of the strong Luzin condition.

1A function is said to be singular provided that it is continuous, has a vanishing derivative
a.e. and is non-constant.

2Theorem 5.1 originates from an e-mail correspondence with Valentin Skvortsov in the sum-
mer of 2021, to whom I posed the question of whether a real-valued function which coincides
a.e. with the derivative of a continuous VBG∗ function is necessarily Henstock–Kurzweil inte-
grable. Skvortsov mentioned this question to his former student Piotr Sworowski who proposed
a simple counterexample based on the Cantor ternary set. Although our construction is sub-
stantially different, it makes use of Sworowski’s idea to consider a function which oscillates
badly on the Cantor ternary set and subsequently diminish its amplitude on the complemen-
tary intervals by the addition of singular functions.





Chapter 1

Preliminaries

This chapter contains definitions, notations and some elementary results from
real analysis and measure theory. Throughout the entire thesis Ω ⊂ R will
denote an open set, and throughout this particular chapter we shall fix a subset
E ⊂ Ω and consider a function F : Ω → R. We make an exception in Lemma 1.6
by allowing the function F to assume values in R := R ∪ {±∞}.

1.1 The Lebesgue measure
The Lebesgue outer measure and the Lebesgue measure are denoted by m∗ and
m, respectively. Note that the latter is a regular Borel measure, i.e. every Borel
set is measurable and if E is measurable then

m(E) = inf{m(U) : U ⊃ E is open} = sup{m(K) : K ⊂ E is compact}.

We say that F satisfies the Luzin condition (N ) provided that m(F (N)) = 0
for every N ⊂ Ω with m(N) = 0.

Suppose E ⊂ [0, 1] is measurable. Then for every x ∈ E we define the density
of E at x by

d(x,E) := lim inf
m(I)→0

m(E ∩ I)

m(I)
,

where I denotes a subinterval of [0, 1] which contains x. Moreover, for every set
A ⊂ [0, 1] we shall use the notation A ⊂• E to mean that A ⊂ E and d(x,E) = 1
for every x ∈ A. Note that the points x ∈ E for which d(x,E) < 1 form a set
of measure zero.1

1This is called Lebesgue’s density theorem, see e.g. Faure [8] for a simple proof. Note that
d(x,E) = 1 if and only if m(E ∩ (x− ε, x+ ε))/2ε → 1 as ε → 0+.

Manolis, 2023. 5



6 Chapter 1. Preliminaries

1.2 Concepts of variation
We denote by Eo the interior of E and by ∂E := E \ Eo the boundary of E.

Let Q be a collection of intervals. The intervals of Q are non-overlapping if
Io1 ∩Io2 = ∅ for all distinct I1, I2 ∈ Q; and strictly non-overlapping if I1∩I2 = ∅
for all distinct I1, I2 ∈ Q.

A finite (possibly empty) collection Q of non-overlapping compact intervals
satisfying

⋃
I∈Q I ⊂ E is called a subpartition of E. In case

⋃
I∈Q I = E then

we refer to Q as a partition of E.
The mesh of Q is defined by

mesh(Q) := max
I∈Q

m(I).

We refer to a positive function δ : Ω → (0,∞) as a gauge on Ω. A pair (x, I),
where I is a compact interval with x ∈ I, is called a point-interval pair. A finite
(possibly empty) collection P of point-interval pairs whose interval components
are non-overlapping and contained in Ω, is called a tagged subpartition of Ω. If
x ∈ E for every (x, I) ∈ P , then P is anchored in E. If I ⊂ (x− δ(x), x+ δ(x))
for every (x, I) ∈ P , then P is subordinate to δ.

For every compact interval I ⊂ Ω we define

∆(F, I) :=

{
F (max I)− F (min I), if I ̸= ∅;

0, if I = ∅.

The oscillation of F on E is defined by

osc(F,E) :=

 sup
u,v∈E

|F (v)− F (u)|, if E ̸= ∅;

0, if E = ∅.

Let J ⊂ Ω be a compact interval. The Jordan variation of F on J is defined
by

ν0(F, J) := sup
Q

∑
I∈Q

|∆(F, I)|,

where the supremum is taken over all partitions Q of J . Note that sums over the
empty set are interpreted as zero.

For a gauge δ on Ω we define

ν(F,E, δ) := sup
P

∑
(x,I)∈P

|∆(F, I)|,
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where the supremum is taken over all tagged subpartitions P of Ω which are
anchored in E and subordinate to δ. The Henstock variation of F on E is
defined by

ν(F,E) := inf
δ
ν(F,E, δ),

where the infimum is taken over all gauges δ on Ω. Moreover, the total variation
function of F is the non-negative (and possibly infinite) function VF : Ω → [0,∞]
defined by

VF (x) := ν(F, (−∞, x] ∩ Ω).

We say that F satisfies the strong Luzin condition provided that ν(F,N) = 0
for every N ⊂ Ω with m(N) = 0.

1.3 Differential operators
The ordinary differential operator is defined by

DF (x) := lim
m(I)→0:

x∈∂I

∆(F, I)

m(I)
,

where I denotes a non-degenerate compact subinterval of Ω. Note that we allow
infinite limits and the condition x ∈ ∂I can without loss of generality be replaced
by x ∈ I. We shall say that F is differentiable on E whenever DF (x) exists (as a
finite or infinite value) for every x ∈ E. In case E = Ω then we simply say that F
is differentiable.

Suppose that F is both continuous and differentiable. Then we refer to F
as a regular primitive of DF provided that F satisfies the Luzin condition (N).
Otherwise we refer to F as an irregular primitive of DF . In both cases F is a
continuous primitive of DF .

The extreme differential operators D and D are defined by

DF (x) := lim inf
m(I)→0:

x∈∂I

∆(F, I)

m(I)
and DF (x) := lim sup

m(I)→0:
x∈∂I

∆(F, I)

m(I)
,

where I denotes a non-degenerate compact subinterval of Ω. Both operators are
allowed to assume infinite values and once again the condition x ∈ ∂I can with-
out loss of generality be replaced by x ∈ I.

An extended real number d ∈ R is called a derived number of F at a point
x ∈ Ω provided that there exists a collection {Ij}∞j=1 of non-degenerate compact
intervals, with x ∈ ∂Ij and Ij ⊂ Ω, such that

lim
j→∞

m(Ij) = 0 and lim
j→∞

∆(F, Ij)

m(Ij)
= d.
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Note that if F is continuous, then the derived numbers of F at a point x ∈ Ω
form the interval [DF (x), DF (x)].

A function which possesses the intermediate value property is said to be
a Darboux function. As the following theorem states, every infinite derivative
possessing a continuous primitive is a Darboux function.

Theorem 1.1 (Darboux). Suppose that F is a continuous primitive. Consider
a compact subinterval [a, b] ⊂ Ω such that DF (a) ̸= DF (b) and let y be a real
number which lies strictly between DF (a) and DF (b). Then there exists a point
x ∈ (a, b) such that DF (x) = y.

Proof. It will evidently suffice to consider the case when DF (a) < DF (b). Define
the function G : Ω → R by

G(x) := F (x)− yx.

Since G is continuous on the compact interval [a, b], it attains a minimum m
somewhere in [a, b]. Let x ∈ [a, b] satisfy G(x) = m. Since DG(a) < 0 < DG(b)
we have x ∈ (a, b), and therefore DG(x) = 0. This gives the desired result.

1.4 Basic topology
The non-empty subintervals of Ω which have both their endpoints in R \ Ω are
called the components of Ω. These subintervals are countably many and pairwise
disjoint. If E ⊂ R\Ω is closed, then we refer to the components of Ω which have
both their endpoints in E as being contiguous to E.

We refer to E as an Fσ set if it can be expressed as a countable union of
closed sets; and as a Gδ set if it can be expressed as a countable intersection of
open sets. By De Morgan’s laws the complement of an Fσ set is a Gδ set, and
vice versa.

Lemma 1.2. Let A denote the set of points which are isolated in E. Then A is
countable.

Proof. For each positive integer n, let An be the set of points x ∈ A such that
|x| < n and {x} = E ∩ (x− 1/n, x+ 1/n). Then An contains no more than n2

points. Since A =
⋃∞

n=1 An we conclude that A is countable.

Lemma 1.3. Let A denote the set of points x ∈ Ω for which F is constant in
some neighbourhood of x. Then F (A) is countable.
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Proof. For each positive integer n, let Bn be the collection of open intervals
I ⊂ (−n, n)∩Ω such that F is constant on I and m(I) > 1/n. Moreover, let An

be the subcollection of maximal intervals I ∈ Bn, i.e. for every interval J ∈ Bn

with I ⊂ J we have I = J . Note that Bn contains no more than 2n2 intervals.
Since A =

⋃∞
n=1

⋃
I∈An

I we conclude that F (A) is countable.

Lemma 1.4 (Cousin). Consider a compact subinterval [a, b] ⊂ Ω and let δ be a
gauge on Ω. Then there exists a tagged subpartition P of Ω which is subordinate
to δ and whose interval components form a partition of [a, b].

Proof. The case a = b is trivial, hence we assume that a < b. Let A be the set
of points x ∈ (a, b] for which there exists a tagged subpartition Px of Ω which is
subordinate to δ and whose interval components form a partition of [a, x]. Since
a < b and δ(a) > 0 it is clear that A ̸= ∅, so that ξ := supA ∈ (a, b]. Assume
towards a contradiction that ξ < b. Since ξ ∈ (a, b) there exist points

u ∈ A ∩ (ξ − δ(ξ), ξ] and v ∈ (ξ, b] ∩ (ξ, ξ + δ(ξ)).

Then Pu ∪ {(ξ, [u, v])} is a tagged subpartition of Ω which is subordinate to δ.
From this we obtain the contradiction supA = ξ < v ∈ A. Therefore ξ = b.

Consider two sets P,Q ⊂ R. We refer to Q as being dense in P provided that
Q ⊂ P and Q = P . Alternatively, we require that Q ⊂ P and for every open
interval J with P ∩ J ̸= ∅ we have Q ∩ J ̸= ∅.

We refer to Q as being nowhere dense in P provided that Q ⊂ P and for every
open interval J with P ∩ J ̸= ∅ we have Q ∩ J ̸= P ∩ J . Alternatively, we
require that Q ⊂ P and for every open interval J with P ∩J ̸= ∅ there exists an
open subinterval I ⊂ J such that P ∩ I ̸= ∅ and Q ∩ I = ∅.

If Q can be expressed as a countable union of sets which are nowhere dense
in P , then we say that Q is of the first category relative to P . Otherwise we say
that Q is of the second category relative to P .

Theorem 1.5 (Baire category theorem). Let P be a non-empty closed set.
Then P is of the second category relative to itself.

Proof. Assume towards a contradiction that P is of the first category relative to
itself. Then we can write P =

⋃∞
k=1 Qk, where {Qk}∞k=1 is a countable collection

of sets which are nowhere dense in P . Since P is non-empty and Q1 is nowhere
dense in P , there exists an open interval I1 ⊂ Qc

1 which contains a point x1 ∈ P
and satisfies m(I1) < 1.

We proceed inductively. Suppose that we have already determined an open
interval Ik ⊂ Qc

k which contains a point xk ∈ P and satisfies m(Ik) < 1/k. Then
since P ∩ Ik ̸= ∅ and Qk+1 is nowhere dense in P , there exists an open interval
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Ik+1 ⊂ Ik ∩ Qc
k+1 which contains a point xk+1 ∈ P and satisfies m(Ik+1) <

1/(k+1). Without loss of generality we shall assume that there exists a compact
interval Jk such that Ik+1 ⊂ Jk ⊂ Ik.

Now, by the nested interval property of R there exists a point

x ∈
∞⋂
k=1

Jk ⊂
∞⋂
k=1

Ik ⊂
∞⋂
k=1

Qc
k =

( ∞⋃
k=1

Qk

)c
= P c.

However, since P is closed, {xk}∞k=1 ⊂ P and xk → x as k → ∞, we have x ∈ P .
Thus we have obtained a contradiction.

Hereafter we allow the function F which we have considered throughout this
chapter to assume values in R = R∪{±∞}, as opposed to just in R. We say that
F belongs to the first class of Baire or is a Baire-1 function if it is the pointwise
limit of a sequence of finite continuous functions. It is easily verified that every
infinite derivative of a continuous primitive constitutes a Baire-1 function.

Lemma 1.6. Suppose that F : Ω → R is a Baire-1 function and let P ⊂ Ω be a
subset for which F |P is discontinuous at every point of P . Then P is of the first
category relative to itself.

Proof. First we consider the case when F is R-valued (as opposed to R-valued).
For each positive integer n, we denote by Pn the subset of P possessing the pro-
perty that osc(F, P ∩ U) > 1/n for every open subset U ⊂ Ω with Pn ∩ U ̸= ∅.
Note that P =

⋃∞
n=1 Pn since F |P is discontinuous at every point of P . Assume

towards a contradiction that P is of the second category relative to itself. Then
there exists a positive integer n0 and an open interval J such that P ∩ J ̸= ∅
and Pn0

∩J is dense in P ∩J . From this, and the fact that Pn0
is closed relative

to P , we infer that P ∩ J = Pn0 ∩ J .
Without loss of generality we shall assume that J ⊂ Ω and each endpoint of

J is either excluded from P or else constitutes an accumulation point of P ∩ J .
Thus Q := P ∩ J ⊂ Ω and osc(F,Q ∩ U) > 1/n0 for every open subset U ⊂ Ω
with Q ∩ U ̸= ∅. Moreover, Q is perfect because it is closed by definition and
each of its isolated points is an isolated point of P , but P does not possess any
isolated points as a consequence of F |P being discontinuous at every point of P .
We aim to show that there exists an open subinterval I ⊂ J such that Q∩I ̸= ∅
and osc(F,Q ∩ I) ≤ 1/n0, thereby obtaining the desired contradiction.

By hypothesis F is a Baire-1 function and so there exists a sequence {Fi}∞i=1

of continuous functions Fi : Ω → R which converges pointwise to F . Define for
each positive integer k the set

Qk :=
⋂

i,j≥k

{
x ∈ Q : |Fi(x)− Fj(x)| ≤

1

3n0

}
.
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Since Q is perfect and each |Fi−Fj | is continuous it follows that Qk is defined as
an intersection of closed sets and is therefore closed itself. By Cauchy’s criterion
for convergence we have Q =

⋃∞
k=1 Qk, and so the Baire category theorem yields

a positive integer k0 and an open interval U such that Q ∩U ̸= ∅ and Qk0
∩U

is dense in Q∩U . Since Qk0 is closed it follows that Q∩U = Qk0 ∩U . That is,
|Fi(x) − Fj(x)| ≤ 1/3n0 for all x ∈ Q ∩ U and i, j ≥ k0. By fixing j := k0 and
letting i → ∞ we obtain

|F (x)− Fk0
(x)| ≤ 1

3n0
for all x ∈ Q ∩ U.

Since Q ⊂ J is perfect, Q ∩ U ̸= ∅ and Fk0 is continuous there exists an open
subinterval I ⊂ J ∩ U such that Q ∩ I ̸= ∅, and

|Fk0
(x)− Fk0

(y)| ≤ 1

3n0
for all x, y ∈ I.

Thus for all x, y ∈ Q ∩ I we use the two inequalities above to infer that

|F (x)− F (y)| ≤ |F (x)− Fk0(x)|+ |Fk0(x)− Fk0(y)|+ |Fk0(y)− F (y)| ≤ 1

n0
.

That is, we have shown that osc(F,Q ∩ I) ≤ 1/n0. This completes the proof of
the case when F is R-valued.

Finally we consider the general case when F is R-valued. Let G : R → R be a
continuous injection, e.g. the arctangent function continuously extended to R.
Then by applying the bounded case to the composition G ◦F we conclude that
P is of the first category relative to itself.

1.5 The Cantor ternary set
The Cantor ternary set can be defined as

C :=

{ ∞∑
k=1

2ak
3k

: ak ∈ {0, 1}
}
.

In order to proceed we require the following notation:

C1 := {0} and Ci :=

{ i−1∑
j=1

2aj
3j

: a1, . . . , ai−1 ∈ {0, 1}
}

for i ≥ 2.

Then we have

C =

∞⋂
i=1

⋃
x∈Ci

([
x, x+

1

3i

]
∪
[
x+

2

3i
, x+

3

3i

])
,
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from which it is readily inferred that C is perfect, nowhere dense in [0, 1] and
m(C) = 0. That is, C is closed because it is expressed as an intersection of
closed sets. In addition the common length of the two compact intervals that
correspond to each positive integer i and x ∈ Ci, as well as the distance between
these intervals, tend to zero as i → ∞. This ensures that C possesses no isolated
points. Thus C is perfect. Furthermore, each Ci contains 2i−1 points, so that

m(C) ≤
∑
x∈Ci

2

3i
=

(
2

3

)i
.

From this inequality we infer that m(C) = 0. Finally, we have

[0, 1] \ C =

∞⋃
i=1

⋃
x∈Ci

(
x+

1

3i
, x+

2

3i

)
,

from which it follows that C is nowhere dense in [0, 1] and each Ci corresponds
to 2i−1 intervals of length 1/3i which are contiguous to C.

The Cantor ternary function T : [0, 1] → [0, 1] is defined as

T (x) :=


∞∑
k=1

ak
2k

, if x =

∞∑
k=1

2ak
3k

, ak ∈ {0, 1},

sup
y∈C∩[0,x)

T (y), if x ∈ [0, 1] \ C.

It can easily be shown that T is continuous, non-decreasing and constant on the
components of [0, 1] \ C. In particular T is singular, i.e. T is continuous, it has
a vanishing derivative a.e. on (0, 1) and it is non-constant.



Chapter 2

Differentiation theorems

On numerous occasions throughout this thesis we shall employ the Vitali cov-
ering theorem which constitutes the first result of this chapter. Subsequently
we prove two well-known differentiation theorems of Lebesgue and Ward. The
former treats monotone functions whereas the latter treats the broader class of
functions for which at least one extreme derivative is finite.

Theorem 2.1 (Ward). Consider a function F : Ω → R and define the set

E := {x ∈ Ω: DF (x) > −∞ or DF (x) < ∞}.

Then F is finitely differentiable a.e. on E.

An immediate consequence of Ward’s theorem is that the points x ∈ Ω for which
DF (x) = ∞ (DF (x) = −∞) form a set of measure zero since these points satisfy
the inequality DF (x) > −∞ (DF (x) < ∞). Therefore we may use the termi-
nology ‘differentiable a.e.’ unambiguously upon completing the proof of Ward’s
theorem. With Lebesgue’s theorem at our disposal, this proof boils down to a
rather simple ‘squeeze argument’.

Finally, using the Baire category theorem in addition to the aforementioned
theorems of Vitali and Ward we prove the following result:

Theorem 2.2 (Bongiorno–Skvortsov–Piazza). Let F : Ω → R be a function
which satisfies the strong Luzin condition. Then F is differentiable a.e. on Ω.

Our proof closely resembles the original proof due to Bongiorno, Skvortsov and
Di Piazza [2]. However, the original proof depends on the Denjoy–Luzin–Saks
differentiability theorem for VBG∗ functions [14, p. 230]; whereas our proof is
based on Ward’s theorem and Lemma 2.5.

Manolis, 2023. 13
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2.1 Theorems of Vitali, Lebesgue and Ward
In order to state the Vitali covering theorem we require the following definition:
A collection V of compact intervals is a Vitali cover of E if for every x ∈ E and
ε > 0 there exists an interval J ∈ V such that x ∈ J and 0 < m(J) < ε.

Theorem 2.3 (Vitali covering theorem). Consider a set E ⊂ R and suppose
V is a Vitali cover of E. Then there exists a countable subcollection {Jk}k ⊂ V
of strictly non-overlapping intervals such that

m

(
E \

⋃
k

Jk

)
= 0.

Proof. First we consider the case when E is bounded. Pick an open set U which
is bounded and contains E. If the subcollection {Jk}k can be chosen to be finite
(and possibly empty) then nothing remains to be shown. Hence we assume that
this is not the case. The intervals Jk will be constructed recursively. Pick an
interval J1 ∈ V with J1 ⊂ U .

We proceed inductively. Suppose that we have already determined a finite
subcollection {Jk}nk=1 ⊂ V. Define

Un := U \
n⋃

k=1

Jk and δn := sup{m(J) : J ∈ V, J ⊂ Un}.

Since Un is open by construction and E ∩ Un is non-empty by assumption we
have δn > 0. Moreover, since U is bounded we have δn < m(U) < ∞. Thus
there exists an interval Jn+1 ∈ V such that Jn+1 ⊂ Un and m(Jn+1) > δn/2.
We add this interval to our subcollection to get {Jk}n+1

k=1 .
The above procedure results in the subcollection {Jk}∞k=1. It remains to be

shown that the intervals Jk cover E up to a set of measure zero. Since

∞∑
k=1

m(Jk) = m

( ∞⋃
k=1

Jk

)
≤ m(U) < ∞, (2.1)

we infer that

lim
M→∞

∞∑
k=M

m(Jk) = 0. (2.2)

Pick a point x ∈ E \
⋃∞

k=1 Jk and a positive integer M . Then x ∈ UM , and
since δM > 0, there exists an interval J ∈ V such that x ∈ J ⊂ UM . By the
inequality 2m(Jk+1) > δk and the convergence of the series in (2.1) it follows
that δk → 0 as k → ∞. Therefore there exists a smallest positive integer N such
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that J ̸⊂ UN . Note that M < N since otherwise J ⊂ UM ⊂ UN . Moreover, we
have J ⊂ UN−1 and J ̸⊂ UN , so that

J ∩ JN ̸= ∅ and m(J) ≤ δN−1 < 2m(JN ).

That is, if the length of JN is expanded by a factor of 5 relative to its midpoint,
then the resulting interval will contain J . Since x ∈ E \

⋃∞
k=1 Jk was arbitrary

and N > M , we conclude that

m∗
(
E \

∞⋃
k=1

Jk

)
≤ 5

∞∑
k=M

m(Jk).

Since M was arbitrary as well, the above inequality and (2.2) yield the desired
result

m

(
E \

∞⋃
k=1

Jk

)
= 0.

This completes the proof of the case when E is bounded.
Next we consider the case when E is unbounded. Define for each integer i

the set Ei := E ∩ (i, i + 1) and let {Ji,j}j ⊂ V be a countable subcollection of
strictly non-overlapping intervals such that

m

(
Ei \

⋃
j

Ji,j

)
= 0.

By the proof of the bounded case we may assume that Ji,j ⊂ (i, i+1) for all i, j.
We have

m∗
(
E \

⋃
i,j

Ji,j

)
≤

∑
i

m

(
Ei \

⋃
j

Ji,j

)
+m(Z) = 0,

and therefore
m

(
E \

⋃
i,j

Ji,j

)
= 0.

Since the subcollection {Ji,j}i,j is countable, the proof is complete.

Theorem 2.4 (Lebesgue). Let F : Ω → R be a monotone function. Then F
is finitely differentiable a.e. on Ω.

Proof. It will evidently suffice to consider the case when F is non-decreasing and
Ω is bounded, in addition to fixing two rational numbers p, q with 0 < p < q
and showing that the following set has measure zero:

Ep,q := {x ∈ Ω: DF (x) < p < q < DF (x)}.
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Let ε > 0 and let U be an open set such that

Ep,q ⊂ U ⊂ Ω and m(U) < m∗(Ep,q) + ε.

Define the collection of intervals

V := {[u, v] ⊂ U : Ep,q ∩ [u, v] ̸= ∅ and F (v)− F (u) < p(v − u)}.

Note that V is a Vitali cover of Ep,q. Thus by the Vitali covering theorem there
exists a countable subcollection {Jk}k ⊂ V of non-overlapping intervals such
that

m

(
Ep,q \

⋃
k

Jk

)
= 0.

Furthermore, define for each k the collection of intervals

Vk := {[u, v] ⊂ Jk : Ep,q ∩ [u, v] ̸= ∅ and F (v)− F (u) > q(v − u)}.

Note that Vk is a Vitali cover of Ep,q ∩Jo
k (but not necessarily of Ep,q ∩Jk). We

shall therefore use the Vitali covering theorem once again to obtain a countable
subcollection {Jk,l}l ⊂ V of non-overlapping intervals such that

m

(
(Ep,q ∩ Jk) \

⋃
l

Jk,l

)
= 0.

Using all of the above we obtain the following:

m∗(Ep,q) ≤ m∗
(
Ep,q ∩

⋃
k

Jk

)
≤

∑
k

∑
l

m(Jk,l)

≤ 1

q

∑
k

∑
l

|∆(F, Jk,l)| ≤
1

q

∑
k

|∆(F, Jk)|

≤ p

q

∑
k

m(Jk) ≤
p

q
m(U) <

p

q
(m∗(Ep,q) + ε).

Since ε > 0 was arbitrary we infer that qm∗(Ep,q) ≤ pm∗(Ep,q), and since p < q
we obtain the desired result m(Ep,q) = 0.

Proof of Theorem 2.1. Without loss of generality we shall assume the existence
of a positive integer k such that |x| < k, |F (x)| < k and DF (x) > −k for every
x ∈ E. Define the function G : Ω → R by

G(x) := F (x) + kx.
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Note that |G(x)| < k+k2 and DG(x) > 0 for every x ∈ E. It will suffice to show
that G is finitely differentiable a.e. on E. For each open interval (p, q) ⊂ Ω with
rational endpoints we define the set

Ep,q :=

{
x ∈ E ∩ (p, q) : sup

t∈(p,x)

G(t) ≤ G(x) ≤ inf
t∈(x,q)

G(t)

}
.

Then E =
⋃

p,q Ep,q and G is non-decreasing relative to each set Ep,q. It will
further suffice to fix a pair p, q for which Ep,q ̸= ∅ and subsequently show that
G is finitely differentiable a.e. on E∗

p,q := Ep,q \ {u, v}, where u := inf Ep,q and
v := supEp,q. Define the two functions m,M : (u, v) → R by

M(x) := inf{G(t) : t ∈ Ep,q ∩ [x, v]};
m(x) := sup{G(t) : t ∈ Ep,q ∩ [u, x]}.

Note that m and M are non-decreasing in addition to satisfying m ≤ G ≤ M on
(u, v) and m = G = M on E∗

p,q. Therefore Lebesgue’s theorem guarantees that
m and M are finitely differentiable a.e. on (u, v); and for every point x ∈ E∗

p,q

at which m and M are both differentiable we have

Dm(x) ≤ DG(x) ≤ DG(x) ≤ DM(x). (2.3)

Next we show that for every point x ∈ E∗
p,q which is not isolated in E∗

p,q, and at
which m and M are both differentiable, we have Dm(x) = DM(x). To see this,
pick a sequence {xk}∞k=1 ⊂ E∗

p,q \ {x} which converges to x. Since m = G = M
on E∗

p,q, the difference quotients of m and M defined by each pair of points xk, x
are identical, so that Dm(x) = DM(x). Thus by (2.3) we must have Dm(x) =
DG(x) = DM(x). Now, recall that m and M are finitely differentiable a.e. on
(u, v) and by Lemma 1.2 the isolated points of E∗

p,q form a countable set. There-
fore we conclude that G is finitely differentiable a.e. on E∗

p,q.

2.2 Theorem of Bongiorno–Skvortsov–Piazza
Lemma 2.5. Consider a function F : Ω → R and define the set

S := {x ∈ Ω: DF (x) = −∞ or DF (x) = ∞}.

Let U ⊂ Ω be an open subset with m∗(S ∩U) > 0 and let ε,M > 0. Then there
exists a finite collection {Ij}j of non-overlapping compact intervals Ij ⊂ U with
m∗(S ∩ Ij) > 0, such that∑

j

m(Ij) < ε and
∑
j

|∆(F, Ij)| > M.
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Proof. It will suffice to consider the case when m(U) < ε. For every x ∈ S ∩ U
and η > 0 there exists a compact interval Ix,η such that

x ∈ Ix,η ⊂ U, 0 < m(Ix,η) < η and |∆(F, Ix,η)| >
M

m∗(S ∩ U)
m(Ix,η).

Define the collection of intervals

V := {Ix,η : x ∈ S ∩ U and η > 0}.

Note that V is a Vitali cover of S ∩ U . Thus by the Vitali covering theorem
there exists a countable subcollection {Ij}j ⊂ V of non-overlapping intervals
such that

m

(
(S ∩ U) \

⋃
j

Ij

)
= 0.

Moreover, we have ∑
j

m(Ij) = m

(⋃
j

Ij

)
≤ m(U) < ε

and ∑
j

|∆(F, Ij)| >
M

m∗(S ∩ U)

∑
j

m(Ij)

=
M

m∗(S ∩ U)
m

(⋃
j

Ij

)

≥ M

m∗(S ∩ U)
m∗

(
S ∩ U ∩

⋃
j

Ij

)
=

M

m∗(S ∩ U)
m∗(S ∩ U) = M.

Consequently {Ij}j contains a finite subcollection which possesses the desired
properties.

Proof of Theorem 2.2. Let the set S be defined as in Lemma 2.5. If m(S) = 0
then by Ward’s theorem it follows that F is differentiable a.e. on Ω. Hence we
assume towards a contradiction that m∗(S) > 0. Then by Lemma 2.5 we obtain
a finite collection {I(1)j }j of non-overlapping compact intervals I

(1)
j ⊂ Ω with

m∗(S ∩ I
(1)
j ) > 0, such that∑

j

m(I
(1)
j ) <

1

2
and

∑
j

|∆(F, I
(1)
j )| > 1.
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We proceed inductively. Suppose that for some positive integer k we have
already determined a finite collection {I(k)i }i of non-overlapping compact inter-
vals I(k)i ⊂ Ω with m∗(S∩I

(k)
i ) > 0. By Lemma 2.5 we obtain a finite collection

{I(k+1)
j }j of non-overlapping compact intervals for which the following condi-

tions are met:

(i) m∗(S ∩ I
(k+1)
j ) > 0 for each j;

(ii)
⋃
j

I
(k+1)
j ⊂

⋃
i

(I
(k)
i )o;

(iii)
∑
j

m(I
(k+1)
j ) <

1

2k+1
;

(iv)
∑

j : I
(k+1)
j ⊂I

(k)
i

|∆(F, I
(k+1)
j )| > 1 for each i.

Now, define the set
Z :=

⋂
k

⋃
j

I
(k)
j .

The above conditions in conjunction with the nested interval property of R
ensure that Z is a non-empty closed set with measure zero and that each interval
I
(k)
j satisfies Z ∩ (I

(k)
j )o ̸= ∅. Let δ be an arbitrary gauge on Ω and define for

each positive integer n the set

Zn := {x ∈ Z : δ(x) > 1/n}.

Note that Z =
⋃∞

n=1 Zn. By the Baire category theorem we obtain a positive
integer n0 and an open interval I such that Z ∩ I ̸= ∅ and Zn0 ∩ I is dense in
Z ∩I. Pick an interval I(k)i ⊂ I with m(I

(k)
i ) < 1/n0 and associate each interval

I
(k+1)
j ⊂ I

(k)
i with a point xj ∈ Zn0 ∩ I

(k+1)
j . The resulting collection of pairs

(xj , I
(k+1)
j ), which we denote by P , constitutes a tagged subpartition of Ω which

is anchored in Z, subordinate to δ, and for which∑
(x,I)∈P

|∆(F, I)| =
∑

j : I
(k+1)
j ⊂I

(k)
i

|∆(F, I
(k+1)
j )| > 1.

Since δ was arbitrary it follows that ν(F,Z) ≥ 1, which contradicts the fact that
F satisfies the strong Luzin condition.





Chapter 3

Ambiguity of primitives

A well-known property of finitely differentiable functions is that on open inter-
vals they are uniquely determined up to a constant by their derivatives. In this
chapter we endeavour to prove the following theorem which extends this result
to regular primitives:

Theorem 3.1. Consider two regular primitives F,G : (a, b) → R possessing the
property that DF = DG a.e. on (a, b). Then F −G is constant.

This theorem is obtained by first establishing an analogous result for functions
satisfying the strong condition, and subsequently verifying that regular primi-
tives satisfy this condition, see Theorems 3.9 and 3.10, respectively. However,
Theorem 3.1 cannot be extended to irregular primitives because of the following
result:

Theorem 3.2. There exists a regular primitive F : (0, 1) → R and an irregular
primitive G : (0, 1) → R such that DF = DG everywhere on (0, 1) and G−F =
T |(0,1), where T denotes the Cantor ternary function. In particular G − F is
non-constant.

We shall begin by studying various properties of the Henstock variation ν.
For instance, Theorem 3.5 states that the strong Luzin condition implies con-
tinuity and the Luzin condition (N). From Theorem 2.2 we already know that
differentiability a.e. is implied as well. However, as we shall see in Theorem 3.6,
there exists a function which is continuous, satisfies the Luzin condition (N), is
differentiable a.e. and yet has infinite Henstock variation on a set of measure
zero. That is, the joint converse of Theorems 2.2 and 3.5 fails disastrously
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3.1 Continuity and the Luzin condition (N)
Lemma 3.3. Consider a function F : Ω → R and let E ⊂ Ω satisfy ν(F,E) = 0.
Then for every ε > 0 there exists a gauge δ on Ω such that∑

(x,I)∈P

osc(F, I) < ε

for every tagged subpartition P of Ω which is anchored in E and subordinate to
δ.

Proof. Let ε > 0. Since ν(F,E) = 0 there exists a gauge δ on Ω such that∑
(x,I)∈P

|∆(F, I)| < ε

4

for every tagged subpartition P of Ω which is anchored in E and subordinate
to δ. If P = ∅ then nothing remains to be shown, hence we assume that this is
not the case. Let (xj , Ij), j = 1, . . . , N , denote the elements of P . Clearly we
must have osc(F, Ij) < ∞ and thus there exist points uj , vj ∈ Ij such that

osc(F, Ij)− |F (vj)− F (uj)| <
ε

2N
.

Let I(1)j and I
(2)
j denote the compact intervals for which xj is a common endpoint

with uj and vj , respectively, being the other endpoint. Then

∑
(x,I)∈P

osc(F, I) < N
ε

2N
+

N∑
j=1

|∆(F, I
(1)
j )|+

N∑
j=1

|∆(F, I
(2)
j )|

< N
ε

2N
+ 2

ε

4
= ε.

Lemma 3.4. Consider a function F : Ω → R and let E ⊂ Ω satisfy ν(F,E) = 0.
Then F is continuous on E and m(F (E)) = 0.

Proof. Clearly F is continuous on E since for every x ∈ E we have ν(F, {x}) = 0.
Thus it remains to be show that m(F (E)) = 0. By Lemma 1.3 we may assume
that for every x ∈ E the function F is non-constant in all neighbourhoods of x.
Let ε > 0. By Lemma 3.3 there exists a gauge δ on Ω such that∑

(x,I)∈P

osc(F, I) < ε
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for every tagged subpartition P of Ω which is anchored in E and subordinate
to δ. For every x ∈ E and η > 0 there exists a compact interval Ix,η such that
x ∈ Ix,η ⊂ (x− δ(x), x+ δ(x)) ∩ Ω and 0 < osc(F, Ix,η) < η. Define the set

V := {[inf F (Ix,η), supF (Ix,η)] : x ∈ E and η > 0}.

Note that V is a Vitali cover of F (E). Thus by the Vitali covering theorem there
exists a countable subcollection {Jk}k ⊂ V of strictly non-overlapping intervals,
with positive integer indices k, such that

m

(
F (E) \

⋃
k

Jk

)
= 0.

For each k, let Ik := Ixk,ηk
denote an interval by which Jk was defined above.

Then, if Jk1 and Jk2 are distinct, we must have

Ik1
∩ Ik2

= ∅ since F (Ik1
) ∩ F (Ik2

) ⊂ Jk1
∩ Jk2

= ∅.

Thus every finite subcollection of pairs (xk, Ik) constitutes a tagged subpartition
of Ω which is anchored in E and subordinate to δ. Consequently

m

(⋃
k

Jk

)
= lim

n→∞

∑
k≤n

m(Jk) = lim
n→∞

∑
k≤n

osc(F, Ik) ≤ ε,

so that
m∗(F (E)) ≤ m

(
F (E) \

⋃
k

Jk

)
+m

(⋃
k

Jk

)
≤ ε.

Since ε > 0 was arbitrary we conclude that m(F (E)) = 0.

Theorem 3.5. Consider a function F : Ω → R which satisfies the strong Luzin
condition. Then F is continuous and satisfies the Luzin condition (N ).

Proof. This follows directly from Lemma 3.4. That is, for every E ⊂ Ω with
m(E) = 0 we have ν(F,E) = 0 by hypothesis. Therefore Lemma 3.4 guarantees
that F is continuous on E and m(F (E)) = 0.

Theorem 3.6. There exists a function F : (0, 1) → R which is continuous, sat-
isfies the Luzin condition (N), is differentiable a.e. and fails to satisfy the strong
Luzin condition.

Proof. Let C denote the Cantor ternary set and define C∗ := C\{0, 1}. For each
positive integer i we denote by Ii,1, . . . , Ii,2i−1 the open intervals of length 1/3i
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contiguous to C, indexed in ascending order. Define the function F : (0, 1) → R
by

F (x) :=


(x− inf Ii,j)(x− sup Ii,j)

i(m(Ii,j)/2)2
, if x ∈ Ii,j ;

0, if x ∈ C∗.

Since −1/i ≤ F (x) < 0 whenever x ∈ Ii,j it is easily seen that F is continuous.
In addition DF (x) exists and is finite for every x ∈ (0, 1) \ C∗.

Next we show that F satisfies the Luzin condition (N). Since F (C∗) = {0} it
will suffice to fix Ii,j and show that F satisfies the Luzin condition (N) on Ii,j .
Let Z ⊂ Ii,j with m(Z) = 0. By Lemma 3.4 it will further suffice to show that
ν(F,Z) = 0. Note that for every x ∈ Ii,j we have

|DF (x)| = |2x− inf Ii,j − sup Ii,j |
i(m(Ii,j)/2)2

=
2|x−mid Ii,j |
i(m(Ii,j)/2)2

<
m(Ii,j)

i(m(Ii,j)/2)2
=

4

im(Ii,j)
=

3i · 4
i

.

Thus by the mean value theorem we infer that L := 3i ·4/i is a Lipschitz constant
for F on Ii,j . Let ε > 0 and U be an open set such that

Z ⊂ U ⊂ Ii,j and m(U) <
ε

L
.

Furthermore, let δ be a gauge on (0, 1) such that (x − δ(x), x + δ(x)) ⊂ U for
every x ∈ Z, and let P be a tagged subpartiton of (0, 1) which is anchored in Z
and subordinate to δ. Then∑

(x,I)∈P

|∆(F, I)| ≤
∑

(x,I)∈P

Lm(I) ≤ Lm(U) < ε.

This proves that ν(F,Z) = 0. Thus F satisfies the Luzin condition (N).
Finally, we endeavour to prove that ν(F,C∗) = ∞. Let δ be a gauge on (0, 1).

For each positive integer n we define the set

Cn := {x ∈ C∗ : δ(x) > 1/n}.

Note that C is perfect, C = {0, 1} ∪
⋃∞

n=1 Cn and {0, 1} is nowhere dense in C.
Thus by the Baire category theorem there exists a positive integer n0 and an
open interval I such that C ∩ I ̸= ∅ and Cn0

∩ I is dense in C ∩ I. Let Ii0,j0 be
such that

m(Ii0,j0) < 1/n0 and Ii0,j0 +m(Ii0,j0) ⊂ I.
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For each positive integer k we define ik := k + i0 and jk := 2kj0, so that

Iik,jk ⊂ Ii0,j0 +m(Ii0,j0) ⊂ I.

Fix an arbitrary number M > 0. By the divergence of the harmonic series there
exists a positive integer N such that

N∑
k=1

1

ik
> M.

Furthermore, let {Jk}Nk=1 be a collection of non-overlapping compact intervals
Jk ⊂ Ii0,j0 +m(Ii0,j0) with the endpoints xk, yk, where xk ∈ Cn0

and yk is the
midpoint of Iik,jk . Then the collection of all pairs (xk, Jk), which we denote by
P , constitutes a tagged subpartition of (0, 1) which is anchored in C∗, subordi-
nate to δ, and for which

∑
(x,J)∈P

|∆(F, J)| =
N∑

k=1

1

ik
> M.

Since both δ and M > 0 were arbitrary, we conclude that ν(F,C∗) = ∞. Thus
F does not satisfy the strong Luzin condition.

Lemma 3.7. Consider a function F : Ω → R and define the set

E := {x ∈ Ω: DF (x) = ±∞}.

Then ν(F,E) = 0 if and only if F is continuous on E and m(F (E)) = 0.

Proof. The forward direction follows from Lemma 3.4, we shall therefore prove
the reverse direction. It will suffice to consider the case when DF (x) = ∞ for
every x ∈ E. For each open interval (p, q) ⊂ Ω with rational endpoints we define
the set

E∗
p,q :=

{
x ∈ E ∩ (p, q) : sup

t∈(p,x)

F (t) ≤ F (x) ≤ inf
t∈(x,q)

F (t)

}
. (3.1)

Then E =
⋃

p,q E
∗
p,q. Assign to each (p, q) a unique positive integer n and define

pn := p, qn := q and E∗
n := E∗

p,q. We shall assume that no positive integer n
has been excluded since we may otherwise define E∗

n := ∅.
In order to acquire a collection of mutually disjoint sets we define

En := E∗
n \

⋃
k<n

E∗
k .
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Let ε > 0. Henceforth we aim to show that each n corresponds to a gauge δn
on Ω such that ∑

(x,I)∈Pn

|∆(F, I)| < ε

2n

for every tagged subpartition Pn of Ω which is anchored in En and subordinate
to δn. Let n be fixed but arbitrary. If En = ∅ then δn can be chosen arbitrarily,
we shall therefore assume that En ̸= ∅. Since m(F (En)) = 0 there exists an
open set Un with F (En) ⊂ Un and m(Un) < ε/2n+1. Furthermore, since F is
continuous on En there exists a gauge δn on Ω possessing the property that if
x ∈ En, then with the notation Jx := (x− δn(x), x+ δn(x)) ∩ Ω we have

Jx ⊂ (pn, qn) and F (Jx) ⊂ Un. (3.2)

Let Pn be a tagged subpartition of Ω which is anchored in En and subordinate
to δn. If Pn = ∅ then nothing remains to be shown, hence we assume that this
is not the case. Denote the pairs of Pn by (xj , Ij), j = 1, . . . , N . For each j we
partition Ij into two compact subintervals I(1)j and I

(2)
j stated in ascending order

and possessing the common endpoint xj . From (3.1) and (3.2) it follows that
F (I

(k)
i )∩F (I

(k)
j ) contains at most a single point whenever i ̸= j and k ∈ {1, 2}.

Therefore

∑
(x,I)∈Pn

|∆(F, I)| ≤
N∑
j=1

|∆(F, I
(1)
j )|+

N∑
j=1

|∆(F, I
(2)
j )| ≤ 2m(Un) <

ε

2n
.

Now, let δ be a gauge on Ω such that δ(x) = δn(x) whenever x ∈ En, and let
P be a tagged subpartition of Ω which is anchored in E and subordinate to δ.
Then ∑

(x,I)∈P

|∆(F, I)| <
∞∑

n=1

ε

2n
= ε,

which proves that ν(F,E) = 0.

Lemma 3.8. Consider a function F : Ω → R. Suppose there exists a collection
of functions {Fk}∞k=1, all of which are non-decreasing, continuous and satisfy the
Luzin condition (N ), such that

F =

∞∑
k=1

Fk and
∞∑
k=1

m(Fk(Ω)) < ∞.

Then F is non-decreasing and satisfies the strong Luzin condition.
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Proof. Clearly F is non-decreasing. Thus it remains to be shown that F satisfies
the strong Luzin condition. Let Z ⊂ Ω with m(Z) = 0 and let ε > 0. Pick a
positive integer N such that

∞∑
k=N+1

m(Fk(Ω)) <
ε

2
.

Each Fk satisfies the Luzin condition (N) and consequently there exists an open
set Uk such that

Fk(Z) ⊂ Uk and m(Uk) <
ε

2N
.

By the continuity of each Fk we infer that F−1
k (Uk) is open and so there exists

a gauge δk on Ω such that

(x− δk(x), x+ δk(x)) ⊂ F−1
k (Uk) for every x ∈ Z.

Define δ := min{δ1, . . . , δN} and let P be a tagged subpartition of Ω which is
anchored in Z and subordinate to δ. Then∑

(x,I)∈P

∆(F, I) =

N∑
k=1

∑
(x,I)∈P

∆(Fk, I) +

∞∑
k=N+1

∑
(x,I)∈P

∆(Fk, I)

≤
N∑

k=1

m(Uk) +

∞∑
k=N+1

m(Fk(Ω))

< N
ε

2N
+

ε

2
= ε.

3.2 Basic properties of regular primitives
Theorem 3.9. Consider two functions F,G : (a, b) → R, both of which satisfy
the strong Luzin condition, such that DF = DG a.e. on (a, b). Then F −G is
constant.

Proof. It will suffice to fix a compact subinterval [c, d] ⊂ (a, b) and show that
F −G is constant on [c, d]. Define the set

E := {x ∈ (a, b) : −∞ < DF (x) = DG(x) < ∞}.

Ward’s Theorem 2.1 guarantees that m((a, b) \E) = 0 and since F and G both
satisfy the strong Luzin condition we have ν(F, (a, b)\E) = ν(G, (a, b)\E) = 0.
Thus there exists a gauge δ1 on (a, b) such that∑

(x,I)∈P1

(|∆(F, I)|+ |∆(G, I)|) < ε

2
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for every tagged subpartition P1 of (a, b) which is anchored in (a, b)\E and sub-
ordinate to δ1.

Let ξ ∈ [c, d] and ε > 0. Furthermore, let δ2 be a gauge on (a, b) such that for
every point-interval pair (x, I) with x ∈ I\E and I ⊂ (x−δ2(x), x+δ2(x))∩(a, b),
we have

|∆(F, I)−DF (x)m(I)|, |∆(G, I)−DG(x)m(I)| ≤ ε

4(b− a)
m(I).

By Cousin’s Lemma 1.4 there exists a tagged subpartition P of (a, b), which is
subordinate to min{δ1, δ2}, such that

[c, ξ] =
⋃

(x,I)∈P

I.

With C := F (c)−G(c) we have

|F (ξ)−G(ξ)− C|
= |F (ξ)− F (c)− (G(ξ)−G(c))|

=

∣∣∣∣ ∑
(x,I)∈P

∆(F, I)−
∑

(x,I)∈P

∆(G, I)

∣∣∣∣
≤

∑
(x,I)∈P :

x/∈E

(|∆(F, I)|+ |∆(G, I)|) +
∑

(x,I)∈P :
x∈E

|∆(F, I)−∆(G, I)|

<
ε

2
+

∑
(x,I)∈P :

x∈E

(|∆(F, I)−DF (x)m(I)|+ |∆(G, I)−DG(x)m(I)|)

≤ ε

2
+ 2

∑
(x,I)∈P :

x∈E

ε

4(b− a)
m(I) < ε.

This proves that F −G = C on [c, d].

Theorem 3.10. Consider a function F : Ω → R. Then F is a regular primitive
if and only if F is differentiable and satisfies the strong Luzin condition.

Proof. The reverse direction follows from Theorem 3.5, we shall therefore prove
the forward direction. Let Z ⊂ Ω with m(Z) = 0 and let ε > 0. Define the set

E := {x ∈ Ω: DF (x) = ±∞}.
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Ward’s Theorem 2.1 guarantees that m(E) = 0 and since F satisfies the Luzin
condition (N) we have m(F (E)) = 0. Thus by Theorem 3.7 there exists a gauge
δ1 on Ω such that ∑

(x,I)∈P1

|∆(F, I)| < ε

2

for every tagged subpartition P1 of Ω which is anchored in E and subordinate
to δ1. Define for each positive integer k the set

Zk := {x ∈ Z \ E : k − 1 ≤ |DF (x)| < k}.

Since m(Zk) = 0 there exists an open set Uk such that

Zk ⊂ Uk ⊂ Ω and m(Uk) <
ε

k2k+1
.

Let δ2 be a gauge on Ω such that for every point-interval pair (x, I) with x ∈ Zk

and I ⊂ (x− δ2(x), x+ δ2(x)) we have

I ⊂ Uk and |∆(F, I)| < km(I).

Define δ := min{δ1, δ2} and let P be a tagged subpartition of Ω which is an-
chored in Z and subordinate to δ. Then∑

(x,I)∈P

|∆(F, I)| =
∑

(x,I)∈P :
x∈E

|∆(F, I)|+
∑

(x,I)∈P :
x/∈E

|∆(F, I)|

<
ε

2
+

∞∑
k=1

∑
(x,I)∈P :

x∈Zk

km(I)

≤ ε

2
+

∞∑
k=1

km(Uk)

<
ε

2
+

∞∑
k=1

k
ε

k2k+1
= ε.

This proves that F satisfies the strong Luzin condition.

Corollary 3.11. A finitely differentiable function F : Ω → R constitutes a reg-
ular primitive.

Proof. We conclude that F satisfies the strong Luzin condition by replicating
the proof of the forward direction of Theorem 3.10 with E = ∅. Thus we infer
from Theorem 3.5 that F is continuous and satisfies the Luzin condition (N).
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Corollary 3.12. Consider two regular primitives F,G : Ω → R. Then F + G
satisfies the strong Luzin condition. Moreover, if DF +DG is well-defined, then
F +G constitutes a regular primitive.

Proof. This follows from Theorem 3.10 because clearly the sum of two functions
which satisfy the strong Luzin condition satisfies this condition as well; and the
differential operator is linear for well-defined linear combinations.

Proof of Theorem 3.1. This follows directly from Theorems 3.9 and 3.10.

Proof of Theorem 3.2. Let C denote the Cantor ternary set and define C∗ :=
C \ {0, 1}. For each positive integer i we denote by Ii,1, . . . , Ii,2i−1 the open
intervals of length 1/3i contiguous to C, indexed in ascending order. Define the
function f : (0, 1) → R by

f(x) :=

i

√
m(Ii,j)/2

dist(x,C∗)
, if x ∈ Ii,j ;

∞, if x ∈ C∗.

Note that f(x) ≥ i whenever x ∈ Ii,j . From the monotone convergence theorem
for the Lebesgue integral it follows that

∫
(0,1)

f dm =

∞∑
i=1

2i−1∑
j=1

∫
Ii,j

f dm =

∞∑
i=1

i

2i−1∑
j=1

2m(Ii,j) =

∞∑
i=1

i

(
2

3

)i
< ∞.

The final inequality follows from d’Alembert’s criterion for convergence. Define
the function F : (0, 1) → R by

F (x) :=

∫
(0,x]

f dm.

Then F is absolutely continuous1 and therefore ν(F,C∗) = 0. Moreover, since
f is continuous (in the extended sense) we have DF = f . Let T denote the
Cantor ternary function and define the function G := F + T |(0,1). Then F and
G possess the desired properties.

Theorem 3.13. Consider two functions F,G : Ω → R which satisfy the strong
Luzin condition. Then FG satisfies the strong Luzin condition as well.

1Recall that F is absolutely continuous provided that for every ε > 0 there exists a δ > 0
such that

∑
I∈P |∆(F, I)| < ε for every subpartition P of Ω which satisfies

∑
I∈P m(I) < δ.

It is easily seen that absolute continuity implies the strong Luzin condition.
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Proof. Let Z ⊂ Ω with m(Z) = 0 and let ε > 0. Define for each positive integer
k the set

Zk := {x ∈ Z : k − 1 ≤ max{|F (x)|, |G(x)|} < k}.

Note that the sets Zk are pairwise disjoint and Z =
⋃∞

k=1 Zk. For each k there
exists a gauge δk on Ω such that∑

(x,[u,v])∈Pk

(|F (v)− F (u)|+ |G(v)−G(u)|) < ε

k2k

for every tagged subpartition Pk of Ω which is anchored in Zk and subordinate
to δk. In addition we require that the following inequality is satisfied for every
x ∈ Zk and y ∈ (x− δk(x), x+ δk(x)) ∩ Ω:

max{|F (y)|, |G(y)|} < k.

This is possible because F and G are both continuous by Theorem 3.5.
Let δ be a guage on Ω such that δ(x) = δk(x) whenever x ∈ Zk, and let P be

a tagged subpartition of Ω which in anchored in Z and subordinate to δ. Then∑
(x,[u,v])∈P

|F (v)G(v)− F (u)G(u)|

≤
∞∑
k=1

∑
(x,[u,v])∈P :

x∈Zk

(|F (v)− F (u)||G(v)|+ |F (u)||G(v)−G(u)|)

≤
∞∑
k=1

k
∑

(x,[u,v])∈P :
x∈Zk

(|F (v)− F (u)|+ |G(v)−G(u)|)

<

∞∑
k=1

k
ε

k2k
= ε.

Corollary 3.14. Consider two regular primitives F,G : Ω → R. Then FG satis-
fies the strong Luzin condition.

Proof. This follows directly from Theorems 3.10 and 3.13. That is, F and G
both satisfy the strong Luzin condition and therefore the product FG satisfies
this condition as well.





Chapter 4

Monotonicity theorems

This chapter concerns the construction of non-decreasing regular primitives in
addition to sufficient conditions for a function to be non-decreasing.

Theorem 4.1 (Zahorski–Choquet). Let Z ⊂ Ω be a Gδ set with m(Z) = 0.
Then there exists a bounded, non-decreasing, regular primitive G : Ω → R such
that DG(x) = ∞ if and only if x ∈ Z.

This theorem is readily inferred from the technical Lemma 4.11 which concerns
the special case Z ⊂ (0, 1). Constructions of this type were first advanced in the
1940s by Zahorski [17] and later Choquet [5, pp. 216–220], both of which sup-
plied constructions based on Luzin–Menshov theorem.1 By the aid of Bruckner
[3, pp. 20–23, 86] we supply our own construction. Moreover, the conditions of
Theorem 4.1 cannot be improved upon. That is, by Ward’s Theorem 2.1 the
points at which an arbitrary function possesses an infinite derivative form a set
of measure zero; and if this function is both continuous and differentiable, then
Theorem 4.12 (due to Young [16]) states that this set is of type Gδ.

Piranian [13] has supplied a very simple construction of a discontinuous non-
decreasing function with an infinite derivative on a prescribed Gδ set which is
countable, and with a vanishing derivative elsewhere. In particular a function of
this type possesses a vanishing derivative a.e. and is non-constant whenever the
Gδ set is non-empty. However, such properties cannot be possessed by a con-
tinuous primitive defined on an open interval. This is an immediate corollary of
the following monotonicity theorem due to Goldowsky [10] and Tonelli [15]:

1The Luzin–Menshov theorem was in fact never published by neither Luzin nor Menshov.
It was first published by Luzin’s student Vera Bogomolova [1] who attributed this theorem to
both Luzin and Menchov.

Manolis, 2023. 33
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Theorem 4.2 (Goldowsky–Tonelli). Let F : (a, b) → R be a continuous func-
tion possessing a non-negative derivative a.e. on (a, b) and suppose there exists
a countable subset C ⊂ (a, b) such that F is differentiable on (a, b) \C. Then F
is non-decreasing.

Our proof was inspired by the proof of Saks [14, pp. 206–207]. Note that it is
readily inferred from Theorem 3.1 that a regular primitive cannot be singular on
an open interval. However, since Theorem 3.2 states that Theorem 3.1 cannot
be extended to all continuous primitives, we do indeed require the Goldowsky–
Tonelli theorem in order to conclude that all continuous primitives possess this
property as well.

Finally, by using the Goldowsky–Tonelli theorem in addition to the fact that
infinite derivatives with continuous primitives constitute Darboux functions in
the first class of Baire, we obtain a simple proof of the Denjoy–Clarkson theorem.

Theorem 4.3 (Denjoy–Clarkson). Let F : Ω → R be a continuous primitive
and let α, β ∈ R. Then the set Eα,β := {x ∈ Ω: α < DF (x) < β} is either empty
or has positive measure.

The proof closely resembles the original proof of Clarkson [6] in which infinite
derivatives are considered;2 whereas the special case concerning finite derivatives
was first established by Denjoy [7].

4.1 Theorems of Luzin–Menshov and Zahorski–
Choquet

Our first objective is to prove the aforementioned Luzin–Menshov theorem.
Bruckner [3, p. 26] mentions that his proof of this theorem is an adaptation of
the proof supplied by Goffman, Neugebauer and Nishiura [9] for n-dimensional
space. Excluding some minor modifications, the former proof is replicated here.
For this purpose we shall begin by establishing several lemmas concerning basic
properties of closed sets.

2It should be noted that although Clarkson makes no explicit mention of infinite derivatives;
it appears that his proof remains valid for infinite derivatives (with continuous primitives).
However, Clarkson does not mention the Goldowsky–Tonelli theorem by name and instead
refers to a similar theorem in Lebesgue’s book Leçons sur l’intégration, 2nd ed., Paris, 1928,
p. 97. Whether or not the latter theorem concerns infinite derivatives has not been verified
in the writing of this thesis. Nevertheless by using the Goldowsky–Tonelli theorem we obtain
a proof which is highly similar to Clarkson’s proof. Therefore we attribute to Clarkson the
general version of the Denjoy–Clarkson theorem. This sentiment is shared by others as well,
cf. Bruckner and Leonard [4, p. 32].
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In order to proceed we require the following definitions: Let x ∈ R, P ⊂ R
and Q ⊂ R. The distance between x and P is defined by

dist(x, P ) :=

{
inf
y∈P

|x− y|, if P ̸= ∅;

0, if P = ∅.

The diameter of Q is defined by

diamQ :=

 sup
y,z∈Q

|y − z|, if Q ̸= ∅;

0, if Q = ∅.

Lemma 4.4. Let F be a closed set and let {Pi}∞i=1 be a collection of perfect sets
such that one of the following conditions is met:

(i) There exists a positive integer n such that F ⊂
⋃n

i=1 Pi =
⋃∞

i=1 Pi, unless
F is perfect, in which case we merely require that

⋃n
i=1 Pi =

⋃∞
i=1 Pi.

(ii) Each Pi is non-empty and maxx∈Pi
dist(x, F ) → 0 as i → ∞. Moreover, if

F0 ⊂ F denotes the subset of points which are isolated in F , then we have
infi dist(x, Pi) = 0 for every x ∈ F0.

Then P := F ∪
⋃∞

i=1 Pi is perfect.

Proof. The assertion is evidently valid when condition (i) is met. Moreover, the
set P contains no isolated points when condition (ii) is met because each Pi is
perfect and lim infi→∞ dist(x, Pi) = 0 for every x ∈ F0 \

⋃∞
i=1 Pi. It remains to

be shown that P is closed in the latter case. Let {xj}∞j=1 ⊂ P be a convergent
sequence with the limit x. Then there exists a subsequence {xjk}∞k=1 for which
one of the following conditions is met:

(1) we have {xjk}∞k=1 ⊂ F , in which case x ∈ F ⊂ P ;

(2) for some i we have {xjk}∞k=1 ⊂ Pi, in which case x ∈ Pi ⊂ P ;

(3) there exists an injective mapping k → ik such that xjk ∈ Pik , in which case
dist(x, F ) ≤ |x− xjk |+dist(xjk , F ) ≤ |x− xjk |+maxy∈Pik

dist(y, F ) → 0
as k → ∞, so that x ∈ F ⊂ P .

In all three cases we have x ∈ P and so the proof is complete.

Lemma 4.5. Let K be a closed set. Then there exists a countable set C and a
perfect set P such that C ∩ P = ∅ and K = C ∪ P .



36 Chapter 4. Monotonicity theorems

Proof. Let R be the collection of intervals (p, q), with rational endpoints p < q,
such that K ∩ (p, q) is countable. Define the sets

C := K ∩
⋃

(p,q)∈R

(p, q) and P := K \ C = K ∩
( ⋃

(p,q)∈R

(p, q)

)c
.

Clearly C is countable, P is perfect3, C ∩ P = ∅ and K = C ∪ P .

Lemma 4.6. Suppose E ⊂ R is measurable with m(E) < ∞. Then for every
ε > 0 there exists a perfect set P ⊂ E such that m(E \ P ) < ε.

Proof. Let ε > 0 and note that by the regularity of the Lebesgue measure there
exists a compact subset K ⊂ E such that m(E\K) < ε. Since K is closed we use
Lemma 4.5 to obtain a countable set C and a perfect set P such that C∩P = ∅
and K = C ∪ P . Then P ⊂ K ⊂ E and m(E \ P ) = m(E \K) < ε.

Lemma 4.7. Let E ⊂ [0, 1] be measurable and let x ∈ E satisfy d(x,E) > 0.4
Then for every η > 0 there exists a perfect set P such that x ∈ P ⊂ E and
diamP < η.

Proof. Let η > 0. Since d(x,E) > 0 there exists for each positive integer k an
interval Ik ⊂ [0, 1] such that

x ∈ ∂Ik, m(E ∩ Ik) > 0 and m(Ik) <
η

2k
.

By Lemma 4.6 and the inequality m(E∩ Ik) > 0 we obtain a non-empty perfect
set Pk ⊂ E ∩ Ik. Define the set

P := {x} ∪
∞⋃
k=1

Pk.

Then P is perfect by Lemma 4.4. Moreover, x ∈ P ⊂ E and diamP < η.

Lemma 4.8. Let E ⊂ [0, 1] be measurable and let C ⊂• E be a countable subset
for which C ⊂ E.5 Then there exists a perfect set P such that C ⊂ P ⊂ E.

3The first expression for P ensures that P contains no isolated points; whereas the second
expression ensures that P is closed.

4The density operator d is defined in Section 1.1.
5The notation ⊂• is defined in Section 1.1 using the aforementioned density operator.



4.1. Theorems of Luzin–Menshov and Zahorski–Choquet 37

Proof. Write C = {xk}k, where the indices k are positive integers. For each k,
Lemma 4.7 yields a perfect sets Pk such that xk ∈ Pk ⊂ E and diamPk < 1/k.
Define the set

P := C ∪
⋃
k

Pk.

Then P is perfect by Lemma 4.4. Moreover, we have C ⊂ P ⊂ E.

Lemma 4.9. Let E ⊂ [0, 1] be measurable and let F ⊂• E be closed. Then there
exists a perfect set P such that F ⊂ P ⊂ E.

Proof. Using Lemma 4.5 we obtain a countable set C and a perfect set P1 such
that F = C ∪ P1. Moreover, since C ⊂• E and C ⊂ E we use Lemma 4.8 to
obtain a perfect set P2 such that C ⊂ P2 ⊂ E. Then P := P1 ∪ P2 is perfect
and satisfies F ⊂ P ⊂ E.

Theorem 4.10 (Luzin–Menshov). Let E ⊂ [0, 1] be measurable and let F ⊂•
E be closed. Then there exists a perfect set P such that F ⊂• P ⊂• E.

Proof. The points x ∈ E for which d(x,E) < 1 form a set of measure zero, and
since these points are excluded from F , we may assume that d(x,E) = 1 for
every x ∈ E. Thus when a perfect set P with F ⊂• P ⊂ E has been obtained,
then the proof will be complete since trivially P ⊂• E. By Lemma 4.9 we shall
further assume that F is perfect. Define for each positive integer k the set

Tk :=

{
x ∈ [0, 1] :

1

k + 1
< dist(x, F ) ≤ 1

k

}
and Sk := E ∩ Tk.

Note that E = F ∪
⋃∞

k=1 Sk. Moreover, each Tk is a Gδ set6 and so each Sk is
measurable with m(Sk) ≤ 1. For each positive integer k we use Lemma 4.6 to
obtain a perfect set Pk ⊂ Sk such that m(Sk \ Pk) < 1/2k. Define the set

P := F ∪
∞⋃
k=1

Pk.

By definition we have F ⊂ P ⊂ E and by Lemma 4.4 we infer that P is perfect.
It remains to be shown that F ⊂• P . Let x0 ∈ F and let {Ij}∞j=1 be a collection
of non-degenerate intervals such that

x0 ∈ Ij ⊂ [0, 1], lim
j→∞

m(Ij) = 0 and d(x0, P ) = lim
j→∞

m(P ∩ Ij)

m(Ij)
.

6That is,

Tk =

∞⋂
n=1

{
x ∈ [0, 1] :

1

k + 1
< dist(x, F ) <

1

k
+

1

n

}
.
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If there exist infinitely many j such that Sk ∩ Ij = ∅ for all k, then since for all
such j we have P ∩ Ij = F ∩ Ij = E∩ Ij , it follows that d(x0, P ) = d(x0, E) = 1.
Therefore, since we incur no loss of generality by excluding a finite amount of
intervals Ij , we shall assume that there exists no j such that Sk∩Ij = ∅ for all k.
Then each j corresponds to a smallest positive integer kj such that Skj ∩Ij ̸= ∅.
Note that

m(P ∩ Ij) = m(F ∩ Ij) +

∞∑
k=kj

m(Pk ∩ Ij)

≥ m(F ∩ Ij) +

∞∑
k=kj

(m(Sk ∩ Ij)−m(Sk \ Pk))

> m(F ∩ Ij) +

∞∑
k=kj

(
m(Sk ∩ Ij)−

1

2k

)
= m(E ∩ Ij)−

1

2kj−1
.

Since Skj
⊂ Tkj

, Skj
∩ Ij ̸= ∅ and x0 ∈ F ∩ Ij we have

m(Ij) ≥ dist(x0, Tkj ) ≥
1

kj + 1
,

so that

m(P ∩ Ij)

m(Ij)
>

m(E ∩ Ij)− 1/2kj−1

m(Ij)
≥ m(E ∩ Ij)

m(Ij)
− kj + 1

2kj−1
.

Moreover, kj → ∞ as j → ∞, because m(Ij) ≥ 1/(kj + 1) and m(Ij) → 0 as
j → ∞. Consequently

d(x0, P ) = lim
j→∞

m(P ∩ Ij)

m(Ij)
≥ lim

j→∞

(
m(E ∩ Ij)

m(Ij)
− kj + 1

2kj−1

)
= d(x0, E) = 1,

and since d(x0, P ) ≤ 1, it follows that d(x0, P ) = 1. This proves that F ⊂• P .

Lemma 4.11. Let Z ⊂ (0, 1) be a Gδ set with m(Z) = 0. Then there exists a
positive, non-decreasing, regular primitive G : R → R whose derivative vanishes
on R \ (0, 1) and for which DG(x) = ∞ if and only if x ∈ Z.

Proof. Let E := [0, 1] \ Z and note that E is an Fσ set. Thus there exists
a non-decreasing collection of closed sets {Fk}∞k=0 such that E =

⋃∞
k=0 Fk and

{0, 1} ⊂ F0. We shall construct a collection of closed sets {Pλ}λ≥0 such that E =
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⋃
λ≥0 Pλ and Pλ1

⊂• Pλ2
whenever λ1 < λ2. First we construct the subcollection

{Pk}∞k=0. By Lemma 4.9 and the trivial fact that F0 ⊂• E we obtain a perfect
set P0 such that F0 ⊂ P0 ⊂ E.

We proceed inductively. Suppose that for a fixed k we have already deter-
mined a perfect set Pk ⊂ [0, 1] such that Fk ⊂ Pk ⊂ E. Let {Ii,k}i denote the
open subintervals of (0, 1) which are contiguous to Pk. By the Luzin–Menshov
theorem and the trivial fact that Fk+1 ∪ Pk ⊂• E we obtain a perfect set Qk+1

with Fk+1 ∪ Pk ⊂• Qk+1 ⊂• E. For each i we use Lemma 4.6 to obtain a perfect
set Ri,k ⊂ E ∩ Ii,k satisfying

m(Ii,k)
2 > m((E ∩ Ii,k) \Ri,k) = m(Ii,k \Ri,k) = m(Ii,k)−m(Ri,k),

so that
m(Ri,k)

m(Ii,k)
> 1−m(Ii,k).

Define the set
Pk+1 := Qk+1 ∪

⋃
i

Ri,k.

Then Pk+1 is perfect by Lemma 4.4. Moreover, we have Fk+1∪Pk ⊂• Pk+1 since
Fk+1 ∪ Pk ⊂• Qk+1 ⊂ Pk+1, and in particular Pk ⊂• Pk+1.

Note that E =
⋃∞

k=0 Pk and for all Ii,k we have

m(Pk+1 ∩ Ii,k)

m(Ii,k)
≥ m(Ri,k)

m(Ii,k)
> 1−m(Ii,k). (4.1)

Next we construct for each pair of non-negative integers j, k a perfect set
Pk/2j . For j = 0 we take the sets Pk constructed above, which satisfy

Pk/2j ⊂• P(k+1)/2j . (4.2)

Again we proceed inductively. Suppose that for a fixed j we have already
determined sets Pk/2j such that condition (4.2) is met. Then for each k we let
P(2k)/2j+1 := Pk/2j ; and from the Luzin–Menshov theorem we obtain a perfect
set P(2k+1)/2j+1 such that

Pk/2j ⊂• P(2k+1)/2j+1 ⊂• P(k+1)/2j .

Now, for every λ ≥ 0 we define

Pλ :=
⋂

k/2j≥λ

Pk/2j .
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Note that for λ = k/2j this definition agrees with the previous definition of
Pk/2j ; and since intersections of closed sets are closed, it follows that all Pλ are
closed. Moreover, we have Pλ1

⊂• Pλ2
whenever λ1 < λ2. To see this, note that

Pλ1 ⊂ Pλ2 whenever λ1 ≤ λ2. This is clear by the definitions of Pλ1 and Pλ2 .
If λ1 < λ2, then choose j, k such that

λ1 ≤ k

2j
<

k + 1

2j
≤ λ2.

By (4.2) we have Pλ1
⊂ Pk/2j ⊂• P(k+1)/2j ⊂ Pλ2

, so that Pλ1
⊂• Pλ2

.
Now, define the function g : R → R by

g(x) :=


∞, if x ∈ Z;

inf{λ : x ∈ Pλ}, if x ∈ E;

0, if x ∈ R \ [0, 1].

Then g is lower semicontinuous7 on R and continuous (in the extended sense)
on R \ E. The former implies that g is measurable. Moreover, we have g(0) =
g(1) = 0 since {0, 1} ⊂ F0 ⊂ P0 ⊂ E.

If k is a non-negative integer and J ⊂ [0, 1] is an interval with ∂J ⊂ Pk, then

m(J \ Pk)
2 = m

( ⋃
i : Ii,k⊂J

Ii,k

)2
=

( ∑
i : Ii,k⊂J

m(Ii,k)

)2
≥

∑
i : Ii,k⊂J

m(Ii,k)
2

(4.1)
≥

∑
i : Ii,k⊂J

(m(Ii,k)−m(Pk+1 ∩ Ii,k))

=
∑

i : Ii,k⊂J

m(Ii,k \ Pk+1) = m

( ⋃
i : Ii,k⊂J

Ii,k \ Pk+1

)
= m(J \ Pk+1). (4.3)

With the notation mk := m([0, 1]\Pk) we have
∑∞

k=0(k+1)mk < ∞, where the
inequality follows from (4.3) and d’Alembert’s criterion for convergence. Thus by
the monotone convergence theorem for the Lebesgue integral it follows that g is

7By definition g is lower semicontinuous provided that g−1((α,∞]) is open for every α ∈ R.
Indeed this criterion is met because

g−1((α,∞]) =

{
(0, 1) \ Pα, if α ≥ 0;

R, if α < 0.

This is equivalent to showing that lim infx→x0 g(x) ≥ g(x0) for every x0 ∈ R. (Upon proving
that g is a derivative we may in fact conclude that lim infx→x0± g(x) = g(x0) for every x0 ∈ R
because by Theorem 1.1 derivatives possess the intermediate value property.)
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Lebesgue integrable. More precisely, g−1((k, k + 1]) ⊂ g−1((k,∞]) = [0, 1] \ Pk

and so the integral of g on g−1((k, k+ 1]) does not exceed the value (k+ 1)mk.
Define the function G : R → R by

G(x) :=

∫
(−∞,x]

g dm.

Then G is absolutely continuous and must therefore possess all of the desired
properties, except for those concerning differentiability which are addressed
next. By the lower semicontinuity of g it is clear that

DG(x) ≥ g(x) for every x ∈ R.

Since g is continuous (in the extended sense) on R \ E we have DG(x) = g(x)
for every x ∈ R\E. In order to extend this equality to E it remains to be shown
that DG(x) ≤ g(x) for every x ∈ E. Hence we let x0 ∈ E and ε > 0. Note that
if x0 = 0 (x0 = 1) then since g vanishes on R \ (0, 1) it will suffice to establish
the inequality for the right-sided (left-sided) correspondent of DG(x0). Define
λ0 := g(x0), let k0 be the smallest integer for which λ0+ε/3 ≤ k0 and let M > 0
be such that

∞∑
k=k0

k + 1

2k+M
<

ε

3
. (4.4)

Since x0 ∈ Pλ ⊂• Pλ0+ε/3 ⊂ Pk0
for every λ ∈ (λ0, λ0 + ε/3), there exists an

interval U ⊂ [0, 1] which contains x0, has measure m(U) ≤ 1/2, is open relative
to [0, 1] and has its endpoints in Pk0

, such that for every non-degenerate interval
V with x0 ∈ V ⊂ U we have

m(V \ Pλ0+ε/3)

m(V )
≤ max

{
ε

3k0
,

1

2k0+M+1

}
. (4.5)

We aim to show that ∆(G, I)/m(I) < λ0 + ε for every non-degenerate compact
interval I with x0 ∈ I ⊂ U . Hence we let I be as described and let J be the
largest subinterval of U for which Pk0

∩ (J \ I) = ∅. Note that I ⊂ J ⊂ U and
therefore 0 < m(J) ≤ 1/2. Moreover, the interval J satisfies (4.3) for all k ≥ k0
since ∂J ⊂ Pk0 ; and the inequality (4.5) is valid with both V = I and V = J
since I and J are non-degenerate intervals satisfying x0 ∈ I ⊂ J ⊂ U . We have

1− m(I)

m(J)
=

m(J \ I)
m(J)

≤ m(J \ Pk0
)

m(J)
≤

m(J \ Pλ0+ε/3)

m(J)

(4.5)
≤ 1

2
,

so that
m(J) ≤ 2m(I). (4.6)
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Next we show that

m(J \ Pk) ≤
m(J \ Pk0

)

2k−k0
for each integer k ≥ k0. (4.7)

For k = k0 the claim is evidently true. We proceed inductively and assume that
the claim holds for some integer k ≥ k0. Then

m(J \ Pk+1)
(4.3)
≤ m(J \ Pk)

2
m(J)≤1/2

≤ m(J \ Pk)

2
≤ m(J \ Pk0

)

2k+1−k0
.

Thus the claim holds. Furthermore, we have

m(I \ Pk)

m(I)

(4.6)
≤ m(J \ Pk)

2−1m(J)

(4.7)
≤ m(J \ Pk0

)

2k−k0−1m(J)

(4.5)
≤ 1

2(k−k0−1)+(k0+M+1)

=
1

2k+M
for each integer k ≥ k0. (4.8)

Finally, g−1((0, λ0 + ε/3]) ⊂ (0, 1), g−1((λ0 + ε/3, k0]) ∩ I ⊂ I \ Pλ0+ε/3 and
g−1((k, k + 1]) ∩ I ⊂ I \ Pk for each integer k ≥ k0, so that

∆(G, I)

m(I)
≤ λ0 +

ε

3
+ k0

m(I \ Pλ0+ε/3)

m(I)
+

∞∑
k=k0

(k + 1)
m(I \ Pk)

m(I)

(4.8)
(4.5)
≤ λ0 +

ε

3
+ k0

ε

3k0
+

∞∑
k=k0

k + 1

2k+M

(4.4)
< λ0 + ε = g(x0) + ε.

Since x0 ∈ E and ε > 0 were arbitrary we conclude that

DG(x) ≤ g(x) for every x ∈ E.

This completes the proof.

Proof of Theorem 4.1. For each integer k we use Lemma 4.11 to obtain a posi-
tive, non-decreasing, regular primitive Gk : R → R whose derivative vanishes on
R\(k/2, k/2+1) and for which DG(x) = ∞ if and only if x ∈ Z∩(k/2, k/2+1).
We may of course assume that Gk(k/2 + 1) ≤ 1/2|k|, so that

∞∑
k=−∞

Gk(k/2 + 1) ≤
∞∑

k=−∞

1

2|k|
= 3.
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Thus we may define a bounded function F : Ω → R by

F (x) :=

∞∑
k=−∞

Gk(x).

Clearly F possesses the desired properties.

Theorem 4.12 (Young). Let F : Ω → R be a continuous primitive and define
the sets Z− := {x ∈ Ω: DF (x) = −∞}, Z+ := {x ∈ Ω: DF (x) = ∞} and
Z := Z− ∪ Z+. Then Z−, Z+, Z are all Gδ sets with measure zero.

Proof. From Ward’s Theorem 2.1 it follows that m(Z−) = m(Z+) = m(Z) = 0.
Clearly it will suffice to show that Z+ is a Gδ set. Define for each pair of positive
integers i, j the set

Zi,j :=
⋂

|k|>j

{
x ∈ Ω:

F (x+ 1/k)− F (x)

1/k
≤ i and dist(x,R \ Ω) ≥ 1/j

}
.

Since F is continuous it follows that each Zi,j is expressed as an intersection of
closed sets and is therefore closed itself. Moreover, since F is differentiable we
have

Z+ =

∞⋂
i=1

∞⋂
j=1

Zc
i,j ,

which is a Gδ set.

4.2 Theorems of Goldowsky–Tonelli and Denjoy–
Clarkson

Lemma 4.13. Let F : (a, b) → R be a continuous function possessing a non-
negative derivative a.e. on (a, b). Moreover, suppose there exists a countable
subset C ⊂ (a, b), a non-degenerate subinterval J ⊂ (a, b) and a number M > 0
such that DF > −M on J \ C. Then F is non-decreasing on J .

Proof. Pick a non-degenerate compact subinterval K ⊂ J . We aim to show that
∆(F,K) ≥ 0. Let ε > 0 and define the sets

A := {x ∈ K \ C : DF (x) ≥ 0} and B := K \ (A ∪ C).

Since m(B) = 0 there exists an open set U such that

B ⊂ U ⊂ (a, b) and m(U) <
ε

4M
.
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Write C = {xn}n, where the indices n are positive integers. Let δ be a gauge on
Ω such that for every point-interval pair (x, I) with I ⊂ (x−δ(x), x+δ(x))∩(a, b),
the following conditions are met:

(1) ∆(F, I) > − ε

4m(K)
m(I) whenever x ∈ A;

(2) I ⊂ U and ∆(F, I) > −Mm(I) whenever x ∈ B;

(3) ∆(F, I) > − ε

2n+1
whenever x = xn ∈ C.

By Cousin’s Lemma 1.4 there exists a tagged subpartition P of (a, b), which is
subordinate to δ, such that

K =
⋃

(x,I)∈P

I.

Thus we have

∆(F,K) =
∑

(x,I)∈P

∆(F, I)

=
∑

(x,I)∈P :
x∈A

∆(F, I) +
∑

(x,I)∈P :
x∈B

∆(F, I) +
∑

(xn,I)∈P :
xn∈C

∆(F, I)

> − ε

4m(K)

∑
(x,I)∈P :

x∈A

m(I)−M
∑

(x,I)∈P :
x∈B

m(I)− ε

2

∑
(xn,I)∈P :

xn∈C

1

2n

> − ε

4m(K)
m(K)−Mm(U)− ε

2
= −ε.

Since ε > 0 was arbitrary we conclude that ∆(F,K) ≥ 0.

Proof of Theorem 4.2. It will suffice to show that F is non-decreasing on a fixed
but arbitrary, non-degenerate, compact subinterval K ⊂ (a, b). Without loss of
generality we may assume that C is infinite so that we can write C = {xn}∞n=1.
Denote by E the set of points x ∈ K such that for every neighbourhood U of x
the function F fails to be non-decreasing on K ∩U . It is easily seen that the set
E is perfect and the function F is non-decreasing on every subinterval of K \E.8
Hence it remains to be shown that E = ∅.

8Here we used the fact that a continuous function which is locally non-decreasing on a given
interval is in fact non-decreasing on the entire interval. Consequently F is non-decreasing on
every subinterval of K \E, and by continuity this claim can be extended to the closure of these
subintervals. The latter implies that E possesses no isolated points. Moreover, the fact that E
is closed follows directly from the definition of E.
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Assume towards a contradiction that E ̸= ∅. For each positive integer n we
denote by Pn the set of points x ∈ K for which the inequality |y − x| < 1/n,
y ∈ (a, b), implies that F (y)−F (x) ≤ −(y−x). Similarly, we denote by Qn the
set of points x ∈ K for which the same inequality implies that F (y) − F (x) ≥
−2(y − x). Note that the sets Pn and Qn are closed; and together with C they
cover all of K. In particular E = E ∩

⋃∞
n=1 Pn ∪ Qn ∪ {xn}, where each {xn}

is nowhere dense in E, and so the Baire category theorem guarantees that for
some positive integer n0, at least one of the sets Pn0

and Qn0
coincides with E

on some open interval J with E ∩ J ̸= ∅.
We consider first the case when Pn0 ∩J = E∩J ̸= ∅ and for convenience we

shall assume that m(J) < 1/n0. By hypothesis we have DF ≥ 0 a.e. on (a, b)
and thus Pn0

is nowhere dense in J . From this in addition to the fact that E is
a perfect subset of K, we infer the existence of an open interval (x, y) ⊂ J ∩K
which is contiguous to Pn0

. The function F is non-decreasing on (x, y), and by
continuity the same holds on [x, y]. However, this contradicts the fact that since
x, y ∈ Pn0 and y − x < 1/n0 we have F (y)− F (x) ≤ −(y − x) < 0.

Finally we consider the case when Qn0
∩ J = E ∩ J ̸= ∅. Then DF ≥ −2

on J ∩Ko ∩Qn0
and DF ≥ 0 on J ∩Ko ∩Qc

n0
. Again, by hypothesis we have

DF ≥ 0 a.e. on (a, b). Thus by Lemma 4.13 we infer that F is non-decreasing
on J ∩Ko, and by continuity the same holds on J ∩K. However, this yields the
contradiction E ∩ J = E ∩ J ∩K = ∅.

Corollary 4.14. A continuous primitive cannot be singular on an open interval.

Proof. Assume towards a contradiction that there exists a continuous primitive
F : (a, b) → R which is singular, and therefore non-constant. By the Goldowsky–
Tonelli theorem both F and −F are non-decreasing, so that F is constant. Thus
we have reached a contradiction.

Proof of Theorem 4.3. It will suffice to consider the case when α and β are both
finite. Assume towards a contradiction that Eα,β ̸= ∅ and m(Eα,β) = 0. Pick
a compact subinterval K ⊂ (a, b) such that E := Eα,β ∩Ko ̸= ∅ and define the
two sets

Eα := {x ∈ Ko : DF (x) ≤ α} and Eβ := {x ∈ Ko : DF (x) ≥ β}.

We begin by showing that E ⊂ Eα∩Eβ . Suppose that x0 ∈ E \Eα. Then there
exists an open interval U such that x0 ∈ U ⊂ Ko and Eα ∩ U = ∅. Note that
DF ≥ β a.e. on U . Thus by the Goldowsky–Tonelli theorem we have DF ≥ β
everywhere on U . That is, the function F − βI is non-decreasing on U , where
I : Ω → R denotes the identity function on Ω. But then E ∩ U = ∅ which
contradicts the fact that x0 ∈ E ∩ U . This proves that E ⊂ Eα.
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Similarly, suppose that x0 ∈ E \ Eβ . Then there exists an open interval U
such that x0 ∈ U ⊂ Ko and Eβ∩U = ∅. Note that DF ≤ α a.e. on U . Thus by
the Goldowsky–Tonelli theorem we have DF ≤ α everywhere on U , i.e. αI − F
is non-decreasing on U . But again E ∩ U = ∅ which contradicts the fact that
x0 ∈ E ∩ U . This proves that E ⊂ Eβ .

Now, since DF is a Baire-1 function9, it follows that DF |E cannot be discon-
tinuous everywhere on E. Otherwise E would be of the first category relative to
itself according to Lemma 1.6; but the Baire category theorem states that E is
of the second category relative to itself. Therefore, upon proving that DF |E is
discontinuous everywhere on E, we shall obtain the desired contradiction. For
every open interval U ⊂ Ω with E ∩U ̸= ∅, the inclusion E ⊂ Eα ∩Eβ implies
the following inequalities:

inf
x∈U

DF (x) ≤ α and sup
x∈U

DF (x) ≥ β.

Recall that derivatives are Darboux functions by Theorem 1.1, i.e. they possess
the intermediate value property. From this we infer that

inf
x∈E∩U

DF (x) = α and sup
x∈E∩U

DF (x) = β.

This proves that DF |E is discontinuous everywhere on E.

9Baire-1 functions are defined in the discussion before Lemma 1.6.



Chapter 5

The strong Luzin condition

The Zahorski–Choquet theorem – which was proved in the previous chapter –
is interesting by its own merits. Nevertheless it was included in this thesis in
order to establish the two main results of this chapter.

Theorem 5.1. There exists an irregular primitive G : (0, 1) → R possessing the
property that for every open interval U ⊂ (0, 1) which contains a point of the
Cantor ternary set, there does not exist any function F : U → R which satisfies
both the strong Luzin condition and DF = DG a.e. on U .

Thus – contrary to Theorem 3.2 – there exists an irregular primitive which
cannot be locally expressed, at every point of Ω, as the sum of a singular function
and a function which satisfies the strong Luzin condition. Another consequence
of Theorem 5.1 concerning the Henstock–Kurzweil integral was discussed in the
introduction. In summary, for every compact interval which contains a point of
the Cantor ternary set in its interior, there does not exist any function which is
both integrable and coincides with the derivative of G a.e. on this interval.

Theorem 5.2. A function F : Ω → R satisfies the strong Luzin condition if and
only if it can be expressed as the sum of two regular primitives.

This result is obtained by first establishing Lemmas 5.3–5.10 which concern
the Henstock variation ν and its connection with the more accessible Jordan
variation ν0. Recall that ν0 describes the variation of a function on a compact
interval; whereas ν describes the variation of a function on an arbitrary set.
Although the reverse direction of Theorem 5.2 follows from Corollary 3.12; the
forward direction depends on the aforementioned lemmas.

Manolis, 2023. 47
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5.1 A pathological irregular primitive
Proof of Theorem 5.1. Let C denote the Cantor ternary set and define C∗ :=
C \ {0, 1}. For each positive integer i we denote by Ii,1, . . . , Ii,2i−1 the open
intervals of length 1/3i contiguous to C, indexed in ascending order. Define the
function H1 : (0, 1) → R by

H1(x) :=


1

i

(
(x− inf Ii,j)(x− sup Ii,j)

(m(Ii,j)/2)2

)2
, if x ∈ Ii,j ;

0, if x ∈ C∗.

Since 0 < H1(x) ≤ i whenever x ∈ Ii,j it is clear that H1 is continuous. More-
over, H1 is finitely differentiable on (0, 1) \ C∗ and has a vanishing right-sided
(left-sided) derivative at the left (right) endpoint of each Ii,j . The latter can eas-
ily be shown by applying the product rule for differentiation to the polynomials
in the definition of H1.

Partition each interval Ii,j into non-degenerate compact subintervals J
(k)
i,j ,

k = 0, 1, . . . , 2ri,j+1, which are non-overlapping and indexed in ascending order,
such that the following conditions are met:

(i) Li,j := m(J
(0)
i,j ) = m(J

(2ri,j+1)
i,j ) < 1

2m(Ii,j).

(ii) |∆(H1,K)| < 1
3im(K) for every non-degenerate compact interval K which

is contained in J
(0)
i,j ∪ J

(2ri,j+1)
i,j and shares a common endpoint with Ii,j .

(iii) |∆(H1,K)| < 1
3iLi,j for every compact interval K which is contained in

some J
(k)
i,j , k = 1, . . . , 2ri,j .1 By (i) and (ii) in addition to the fact that H1

is monotone on J
(0)
i,j and J

(2ri,j+1)
i,j , respectively, it is easily shown that this

inequality remains valid for k = 0 and k = 2ri,j + 1.

(iv) The common endpoint of J (ri,j)
i,j and J

(ri,j+1)
i,j is the midpoint of Ii,j .

For each k = 1, . . . , 2ri,j let K
(k)
i,j denote a non-degenerate compact subinterval

of (J
(k)
i,j )

o. Denote by T the Cantor ternary function and define the function
H

(k)
i,j : (0, 1) → R by

H
(k)
i,j (x) :=


0, if x ∈ (0,minK

(k)
i,j );

|∆(H1, J
(k)
i,j )|T

(
x−minK

(k)
i,j

m(K
(k)
i,j )

)
, if x ∈ K

(k)
i,j ;

|∆(H1, J
(k)
i,j )|, if x ∈ (maxK

(k)
i,j , 1).

1This is possible because H1 is uniformly continuous on Ii,j .
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Note that for every k = 1, . . . , ri,j (k = ri,j + 1, . . . , 2ri,j) the two functions H1

and H
(k)
i,j (−H1 and H

(k)
i,j ) are both non-decreasing on J

(k)
i,j and ∆(H

(k)
i,j , J

(k)
i,j ) =

|∆(H1, J
(k)
i,j )| < 1

3iLi,j . In addition D(H1−H
(k)
i,j ) < ∞ (D(H1+H

(k)
i,j ) > −∞) on

Ii,j ; and H
(k)
i,j is constant on each component of (0, 1) \ (m(K

(k)
i,j )C+minK

(k)
i,j ).

Define the function H2 : (0, 1) → R by

H2 :=

∞∑
i=1

2i−1∑
j=1

( 2ri,j∑
k=ri,j+1

H
(k)
i,j −

ri,j∑
k=1

H
(k)
i,j

)
.

By (i)–(iv) in conjunction with the above remarks we infer that H2 = H
(k)
i,j on

each J
(k)
i,j , k = 1, . . . , 2ri,j ; H2 vanishes on C∗ and also on each J

(0)
i,j ∪ J

(2ri,j+1)
i,j ;

and H2 is constant on every subinterval of (0, 1) whose intersection with each set
m(K

(k)
i,j )C+minK

(k)
i,j is empty. In particular H2 is singular. Moreover, for every

non-degenerate compact interval K, which is contained in some interval Ii,j and
shares a common endpoint with Ii,j , we have

|∆(H1 +H2,K)| ≤ |∆(H1,K ∩ J
(0)
i,j )|+ |∆(H1 +H2,K ∩

2ri,j⋃
k=1

J
(k)
i,j )|

+ |∆(H1,K ∩ J
(2ri,j+1)
i,j )| < 1

i
m(K). (5.1)

Next we shall prove that D(H1 +H2) exists and vanishes on C∗. Note that
H1 +H2 has a vanishing right-sided (left-sided) derivative at each point of C∗
which constitutes the left (right) endpoint of some interval Ii,j , because we
already know that the corresponding claim concerning H1 instead of H1+H2 is
valid, and H2 vanishes on J

(0)
i,j ∪J

(2ri,j+1)
i,j . It remains to be shown that for every

x0 ∈ C∗ and for every side of x0 where C∗ is accumulative, the corresponding
one-sided derivative of H1 + H2 at x0 vanishes. To see this, let x0 ∈ C∗. We
shall consider the case when C∗ is accumulative to the right of x0. The other
case can be dealt with in a similar manner. Let ε > 0 and pick an integer k ≥ 2
such that 1/k < ε. The following notation will be used:

I0 :=

{
Ii,j , if x0 ∈ ∂Ii,j for some pair i, j,

∅, otherwise.

Define η := dist(x0,
⋃k

i=1

⋃2i−1

j=1 Ii,j \ I0) and pick a point x ∈ (0, 1) such that
x0 < x < x0 + η. If x ∈ C∗ then H1(x0) = H2(x0) = H1(x) = H2(x) = 0, in
which case the difference quotient defined by the function H1 +H2 and the two
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points x0 and x vanishes. Otherwise x belongs to some interval Ii,j , i > k, in
which case |∆(H1 +H2, [x0, x])| = |H1 +H2|(x) = |∆(H1 +H2, [inf Ii,j , x])|, so
that

|∆(H1 +H2, [x0, x])|
x− x0

≤ |∆(H1 +H2, [inf Ii,j , x])|
x− inf Ii,j

(5.1)
<

1

i
<

1

k
< ε.

Thus we have proved that D(H1 +H2) exists and vanishes on C∗.
With C

(k)
i,j := m(K

(k)
i,j )C+minK

(k)
i,j and Bx,n := (x−1/n, x+1/n) we define

the sets

E1 :=

∞⋃
i=1

2i−1⋃
j=1

ri,j⋃
k=1

C
(k)
i,j =

∞⋂
n=1

∞⋃
i=1

2i−1⋃
j=1

ri,j⋃
k=1

⋃
x∈C

(k)
i,j

Bx,n ∩ (J
(k)
i,j )

o;

E2 :=

∞⋃
i=1

2i−1⋃
j=1

2ri,j⋃
k=ri,j+1

C
(k)
i,j =

∞⋂
n=1

∞⋃
i=1

2i−1⋃
j=1

2ri,j⋃
k=ri,j+1

⋃
x∈C

(k)
i,j

Bx,n ∩ (J
(k)
i,j )

o.

Note that E1 and E2 are disjoint Gδ sets of measure zero; D(H1+H2) exists and
is finite on (0, 1)\(E1∪E2); D(H1+H2) < ∞ on E1; and D(H1+H2) > −∞ on
E2. By Theorem 4.1 we obtain two bounded, non-decreasing, regular primitives
L1, L2 : (0, 1) → R such that DL1(x) = ∞ (DL2(x) = ∞) if and only if x ∈ E1

(x ∈ E2). Define the function

G := H1 +H2 − L1 + L2.

Then G is a continuous primitive.
Let U ⊂ (0, 1) be an open interval which contains a point of C and assume

towards a contradiction that there exists a function F : U → R which satisfies
both the strong Luzin condition and DF = DG a.e. on U . For convenience we
shall assume that ∂U ⊂ (0, 1) \C, so that C ∩U is perfect. We shall now argue
that F −(H1−L1+L2) is constant on each interval Ii,j ∩U . To see this, fix Ii,j .
By Corollary 3.11 the function H1 is a regular primitive on Ii,j ∩ U since it is
finitely differentiable there. In addition L1 and L2 are two regular primitives
such that −DL1 + DL2 is pointwise well-defined. Thus by Corollary 3.12 the
function H1 − L1 + L2 is a regular primitive on Ii,j ∩ U . Moreover, since H2 is
singular we have D(H1−L1+L2) = DG = DF a.e. on Ii,j ∩U , so Theorem 3.9
guarantees that F − (H1 − L1 + L2) is constant on Ii,j ∩ U . By continuity the
same holds on Ii,j ∩ U . This fact will be used in a moment.

Finally, we endeavour to prove that ν(F,C ∩U) = ∞, thereby obtaining the
desired contradiction. Upon obtaining this contradiction we may infer that G is
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an irregular primitive since Theorem 3.10 states that all regular primitives sat-
isfy the strong Luzin condition. Let δ be a gauge on Ω. For each positive integer
n we define the set

Cn := {x ∈ C ∩ U : δ(x) > 1/n}.

Recall that C ∩ U is non-empty and perfect in addition to satisfying C ∩ U =⋃∞
n=1 Cn. Thus by the Baire category theorem there exists a positive integer n0

and an open interval I such that C ∩ U ∩ I ̸= ∅ and Cn0
∩ U ∩ I is dense in

C ∩U ∩ I. For convenience we shall assume that I ⊂ U . Let Ii0,j0 be such that

m(Ii0,j0) < 1/n0 and Ii0,j0 +m(Ii0,j0) ⊂ I.

For each positive integer k we define ik := k + i0 and jk := 2kj0, so that

Iik,jk ⊂ Ii0,j0 +m(Ii0,j0) ⊂ I.

Fix an arbitrary number M > 0. By the divergence of the harmonic series there
exists a positive integer N such that

N∑
k=1

1

ik
> M + osc(L1 + L2, U) + 1.

Furthermore, let {Jk}Nk=1 be a collection of non-overlapping compact intervals
Jk ⊂ Ii0,j0 +m(Ii0,j0) which possess the endpoints xk, yk, where xk ∈ Cn0 and
yk is the midpoint of Iik,jk , in addition to satisfying |∆(F, Jk \ Iik,jk)| < 1/2k.
Then the collection of all pairs (xk, Jk), which we denote by P , constitutes a
tagged subpartition of U which is anchored in C∩U and subordinate to δ. Now,
recall that F − (H1 − L1 + L2) is constant on each Ii,j ∩ U . Consequently

∑
(x,J)∈P

|∆(F, J)| >
N∑

k=1

(
|∆(F, Iik,jk ∩ Jk)| −

1

2k

)

>

N∑
k=1

|∆(H1 − L1 + L2, Iik,jk ∩ Jk)| − 1

≥
N∑

k=1

(|∆(H1, Iik,jk ∩ Jk)| −∆(L1 + L2, Iik,jk ∩ Jk))− 1

≥
N∑

k=1

1

ik
− osc(L1 + L2, U)− 1 > M.

Since both δ and M > 0 were arbitrary, we conclude that ν(F,C ∩ U) = ∞.
This completes the proof.
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5.2 A characterization of the strong Luzin condi-
tion

Throughout this section we shall consider a compact subinterval [a, b] ⊂ Ω and
a function F : Ω → R.

Lemma 5.3. Suppose that F is left-continuous at a and right-continuous at b.
Then

ν(F, [a, b]) = ν0(F, [a, b]).

Proof. If ν0(F, [a, b]) = ∞ then the inequality ν(F, [a, b]) ≥ ν0(F, [a, b]) gives the
desired result. We shall therefore assume that ν0(F, [a, b]) < ∞. Let ε > 0. By
the continuity assumption there exist numbers ηa, ηb > 0 such that

|F (x)− F (a)| < ε

5
for every x ∈ (a− ηa, a] ∩ Ω

and
|F (x)− F (b)| < ε

5
for every x ∈ [b, b+ ηb) ∩ Ω.

Define a constant gauge on Ω by δ0(x) := min{ηa, ηb} and let P0 be a tagged
subpartition of Ω which is anchored in [a, b] and subordinate to δ0. Then∑

(x,I)∈P0

|∆(F, I)| < 2ε

5
+

∑
(x,I)∈P0

|∆(F, I ∩ [a, b])| ≤ 2ε

5
+ ν0(F, [a, b]) < ∞.

Thus ν(F, [a, b]) ≤ ν(F, [a, b], δ0) < ∞, and so there exists a gauge δ1 on Ω such
that

ν(F, [a, b], δ1)− ν(F, [a, b]) <
ε

5
.

Let δ2 be a gauge on Ω such that

δ2(x) <

{
dist(x, {a, b}), if x ∈ Ω \ {a, b};
b− a, if x ∈ {a, b} and a < b.

Define δ := min{δ1, δ2} and let P be a tagged subpartition of Ω, which is
anchored in [a, b] and subordinate to δ, such that

ν(F, [a, b], δ)−
∑

(x,I)∈P

|∆(F, I)| < ε

5
.

We can assume that x ∈ ∂I for each (x, I) ∈ P . Therefore, since the stipulated
properties of δ2 are inherited by δ, each (x, I) ∈ P satisfies either I ⊂ [a, b] or
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I ⊂ Ω \ (a, b). Denote by Pin the subset of pairs (x, I) ∈ P for which the former
holds; and by Pout the subset of pairs (x, I) ∈ P for which the latter holds.
Then Pin∩Pout = ∅ and P = Pin∪Pout. Let Q be a partition of [a, b] such that

ν0(F, [a, b])−
∑
I∈Q

|∆(F, I)| < ε

5
.

Furthermore, let Qin be the corresponding partition of Pin (i.e. Qin consists of all
intervals I which correspond to a pair (x, I) ∈ Pin) and let Qref be the common
refinement of Q and Qin (i.e. Qref consists of all intersections I1 ∩ I2 for which
I1 ∈ Q and I2 ∈ Qin). Then, for each J ∈ Qref , we use Cousin’s Lemma 1.4 to
obtain a tagged subpartition PJ of Ω, which is anchored in J and subordinate
to δ, such that J =

⋃
(x,I)∈PJ

I. Finally, define R :=
⋃

J∈Qref
PJ . Then we have

|ν(F, [a, b])− ν0(F, [a, b])| =
∣∣∣∣ ∑
(x,I)∈Pout

|∆(F, I)|

+ ν(F, [a, b])− ν(F, [a, b], δ)

+ ν(F, [a, b], δ)−
∑

(x,I)∈Pout∪R

|∆(F, I)|

+
∑

(x,I)∈R

|∆(F, I)| − ν0(F, [a, b])

∣∣∣∣
≤

∑
(x,I)∈Pout

|∆(F, I)|

+ ν(F, [a, b], δ)− ν(F, [a, b])

+ ν(F, [a, b], δ)−
∑

(x,I)∈Pout∪R

|∆(F, I)|

+ ν0(F, [a, b])−
∑

(x,I)∈R

|∆(F, I)|

≤
∑

(x,I)∈Pout

|∆(F, I)|

+ ν(F, [a, b], δ1)− ν(F, [a, b])

+ ν(F, [a, b], δ)−
∑

(x,I)∈P

|∆(F, I)|

+ ν0(F, [a, b])−
∑
I∈Q

|∆(F, I)|

<
2ε

5
+

ε

5
+

ε

5
+

ε

5
= ε.
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Since ε > 0 was arbitrary we obtain the desired equality.

Lemma 5.4. Suppose that F is continuous on [a, b] in addition to being constant
on (−∞, a] ∩ Ω and [b,∞) ∩ Ω, respectively. Let ξ ∈ Ω. Then2

VF (ξ) = ν0(F, (−∞, ξ] ∩ [a, b]).

Proof. Define the sets

A := (−∞, ξ] ∩ Ω and B := (−∞, ξ] ∩ [a, b].

We shall prove that ν(F,A) = ν0(F,B). Let δ1 be a gauge on Ω such that

δ1(x) < dist(x, {a, ξ}) for every x ∈ Ω \ {a, ξ}.

Consider first the case ξ < a. Then ν(F,A, δ1) = 0 since x + δ1(x) < a for
every x ∈ A, and so VF (ξ) = ν(F,A) = 0. Moreover, ν0(F,B) = ν0(F,∅) = 0.
Thus VF (ξ) = ν0(F,B).

Consider next the case ξ ≥ a. By Lemma 5.3 we have ν(F,B) = ν0(F,B).
It will therefore suffice to show that ν(F,A) = ν(F,B). Clearly

ν(F,A) ≥ ν(F,B), since B ⊂ A.

If ν0(F,B) = ∞ then from the above remarks we infer that ν(F,A) ≥ ν(F,B) =
ν0(F,B) = ∞, so that ν(F,A) = ν(F,B). Hence we assume that ν0(F,B) < ∞
and aim to establish the reverse inequality ν(F,A) ≤ ν(F,B). For every tagged
subpartition P of Ω which is subordinate to δ1 we have∑

(x,I)∈P :
x∈A

|∆(F, I)| =
∑

(x,I)∈P :
x∈B

|∆(F,B ∩ I)| ≤ ν0(F,B) < ∞.

Therefore ν(F,A, δ) = ν(F,B, δ) < ∞ for every gauge δ on Ω which is dominated
by δ1. In particular ν(F,A) and ν(F,B) are both finite. Let ε > 0 and pick a
gauge δ2 on Ω such that

ν(F,B, δ2)− ν(F,B) < ε.

Finally, define δ := min{δ1, δ2}. Then

ν(F,A)− ν(F,B) = ν(F,A)− ν(F,A, δ) + ν(F,B, δ)− ν(F,B)

≤ ν(F,B, δ)− ν(F,B)

≤ ν(F,B, δ2)− ν(F,B) < ε.

2The total variation function VF is defined in Section 1.2.
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Since ε > 0 was arbitrary we have

ν(F,A) ≤ ν(F,B),

which completes the proof.

Lemma 5.5. Let [x, y] ⊂ [a, b]. Then

ν0(F, [a, y]) = ν0(F, [a, x]) + ν0(F, [x, y]).

Proof. Let P be a partition of [a, y] and define

P1 := {[u, v] ∈ P : v ≤ x} ∪ {[u, x] : [u, v] ∈ P and u < x < v};
P2 := {[u, v] ∈ P : x ≤ u} ∪ {[x, v] : [u, v] ∈ P and u < x < v}.

We have ∑
I∈P

|∆(F, I)| ≤
∑
I∈P1

|∆(F, I)|+
∑
I∈P2

|∆(F, I)|

≤ ν0(F, [a, x]) + ν0(F, [x, y]),

and therefore
ν0(F, [a, y]) ≤ ν0(F, [a, x]) + ν0(F, [x, y]). (5.2)

If ν0(F, [a, x]) = ∞ or ν0(F, [x, y]) = ∞, then since ν0(F, [a, y]) ≥ ν0(F, [a, x])
and ν0(F, [a, y]) ≥ ν0(F, [x, y]), we must have ν0(F, [a, y]) = ∞, in which case
we obtain the desired equality. Hence we assume that both ν0(F, [a, x]) and
ν0(F, [x, y]) are finite. Let ε > 0 and let Q1 and Q2 be partitions of [a, x] and
[x, y], respectively, such that

ν0(F, [a, x]) <
∑
I∈Q1

|∆(F, I)|+ ε

2

and
ν0(F, [x, y]) <

∑
I∈Q2

|∆(F, I)|+ ε

2
.

Define Q := Q1 ∪Q2 and note that

ν0(F, [a, x]) + ν0(F, [x, y]) <
∑
I∈Q1

|∆(F, I)|+ ε

2
+

∑
I∈Q2

|∆(F, I)|+ ε

2

=
∑
I∈Q

|∆(F, I)|+ ε

≤ ν0(F, [a, y]) + ε.
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Since ε > 0 was arbitrary we conclude that

ν0(F, [a, x]) + ν0(F, [x, y]) ≤ ν0(F, [a, y]). (5.3)

From the inequalities (5.2) and (5.3) we obtain the desired equality.

Lemma 5.6. Let [x, y] ⊂ [a, b]. Suppose that F is continuous on [a, b], constant
on (−∞, a] ∩ Ω and [b,∞) ∩ Ω, respectively, and that ν0(F, [a, b]) < ∞. Then

VF (y)− VF (x) = ν0(F, [x, y]) = ν(F, [x, y]).

Proof. The first equality follows from Lemmas 5.4 and 5.5; whereas the second
equality follows from Lemma 5.3.

Lemma 5.7. Suppose that F is continuous on [a, b] and that ν0(F, [a, b]) < ∞.
Then for every ε > 0 there exists an η > 0 such that∑

I∈Q

|∆(F, I)| > ν0(F, [a, b])− ε

for every partition Q of [a, b] with mesh(Q) < η.

Proof. If a = b then any η > 0 will suffice, hence we assume that a < b. Let
ε > 0. There exists a partition P of [a, b], consisting of non-degenerate intervals
and satisfying mesh(P ) < b− a, such that∑

I∈P

|∆(F, I)| > ν0(F, [a, b])−
ε

2
.

Define the set

W := {w : w ∈ {u, v} \ {a, b} for some [u, v] ∈ P},

and let N denote the number of points in W . Since mesh(P ) < b − a we have
N ≥ 1. Moreover, since F is in fact uniformly continuous on [a, b] there exists
an η0 > 0 such that

|∆(F, I)| < ε

4N

for every compact subinterval I ⊂ [a, b] with m(I) < η0. Define

η := min({m(I) : I ∈ P} ∪ {η0}),

and let Q be a partition of [a, b] with mesh(Q) < η. Define the sets

Q1 := {[u, v] ∈ Q : W ∩ (u, v) = ∅};
Q2 := {[u,w], [w, v] : [u, v] ∈ Q and w ∈ W ∩ (u, v)}.
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Note that Q1∩Q2 = ∅; Q1∪Q2 constitutes a partition of [a, b]; for each interval
I ∈ P there exists a subcollection QI ⊂ Q1 ∪ Q2 which constitutes a partition
of I; and the number of intervals in Q2 does not exceed 2N . Therefore∑

I∈Q

|∆(F, I)| ≥
∑
I∈Q1

|∆(F, I)|

=
∑

I∈Q1∪Q2

|∆(F, I)| −
∑
I∈Q2

|∆(F, I)|

≥
∑
I∈P

|∆(F, I)| −
∑
I∈Q2

|∆(F, I)|

> ν0(F, [a, b])−
ε

2
− 2N

ε

4N
= ν0(F, [a, b])− ε.

Lemma 5.8. Suppose that F is continuous on [a, b], constant on (−∞, a] ∩ Ω
and [b,∞) ∩ Ω, respectively, and that ν0(F, [a, b]) < ∞. Then VF is finite and
continuous.

Proof. From Lemma 5.4 we infer that VF is finite and constant on (−∞, a] ∩Ω
and [b,∞) ∩ Ω, respectively. It remains to be shown that VF is left-continuous
on (a, b] and right-continuous on [a, b). Since F is in fact uniformly continuous
on [a, b] there exists for every ε > 0 an ηε > 0 such that

|F (x)− F (y)| < ε

2
for all x, y ∈ [a, b] with |x− y| < ηε.

First we show that VF is left-continuous on (a, b]. Let x ∈ (a, b] and ε > 0.
Moreover, let P be a partition of [a, x] such that

ν0(F, [a, x]) <
∑
I∈P

|∆(F, I)|+ ε

2
.

We may assume that there exists an interval [u, x] ∈ P with x− ηε < u < x, so
that

ν0(F, [a, x]) <
∑

I∈P\{[u,x]}

|∆(F, I)|+ ε ≤ ν0(F, [a, u]) + ε.

Thus by Lemma 5.5 we have

ν0(F, [u, x]) = ν0(F, [a, x])− ν0(F, [a, u]) < ε.

For every y ∈ [u, x] we use Lemma 5.6 to conclude that

VF (x)− VF (y) = ν0(F, [y, x]) ≤ ν0(F, [u, x]) < ε.
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This proves that VF is left-continuous on (a, b].
Next we show that F is right-continuous on [a, b). Let x ∈ [a, b) and ε > 0.

Moreover, let P be a partition of [x, b] such that

ν0(F, [x, b]) <
∑
I∈P

|∆(F, I)|+ ε

2
.

We may assume that there exists an interval [x, v] ∈ P with x < v < x+ ηε, so
that

ν0(F, [x, b]) <
∑

I∈P\{[x,v]}

|∆(F, I)|+ ε ≤ ν0(F, [v, b]) + ε.

Thus by Lemma 5.5 we have

ν0(F, [x, v]) = ν0(F, [x, b])− ν0(F, [v, b]) < ε.

For every y ∈ [x, v] we use Lemma 5.6 to conclude that

VF (y)− VF (x) = ν0(F, [x, y]) ≤ ν0(F, [x, v]) < ε.

This proves that VF is right-continuous on [a, b).

Lemma 5.9. Suppose that F is continuous, satisfies the Luzin condition (N ), is
constant on (−∞, a]∩Ω and [b,∞)∩Ω, respectively, and that ν0(F, [a, b]) < ∞.
Then VF is finite, continuous and satisfies the Luzin condition (N ).

Proof. Lemma 5.8 states that VF is finite and continuous. From Lemma 5.4
we infer that VF is constant on (−∞, a] ∩ Ω and [b,∞) ∩ Ω, respectively, and
therefore satisfies the Luzin condition (N) on these sets. It remains to be shown
that VF satisfies the Luzin condition (N) on (a, b). Let Z ⊂ (a, b) with m(Z) = 0
and let ε > 0. By Lemma 1.3 we may assume that for every x ∈ Z the function
VF is non-constant in all neighbourhoods of x. Define the set

E := {x ∈ Z : DF (x) = ±∞}.

Moreover, for each positive integer j, let Ej be the set of points x ∈ Z \ E for
which j is the largest positive integer satisfying

|y| ≥ j − 1 for every y ∈ [DF (x), DF (x)].

Note that Z = E ∪
⋃∞

j=1 Ej . For every x ∈ Z and η > 0 let Ix,η be a compact
interval with

x ∈ Ix,η ⊂ (a, b) and 0 < m(VF (Ix,η)) < η.
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In addition, if x ∈ Ej then we require that

|∆(F, Ix,η)| < jm(Ix,η). (5.4)

Here we used the fact that since F is continuous, the derived numbers of F at x
form the interval [DF (x), DF (x)].3 For each j there exists an open set Uj with

Ej ⊂ Uj ⊂ (a, b) and m(Uj) <
ε

j2j+1
. (5.5)

Let δ1 be a gauge on Ω such that

(x− δ1(x), x+ δ1(x)) ⊂ Uj for every x ∈ Ej . (5.6)

By Lemma 3.7 there exists a gauge δ2 on Ω such that∑
(x,I)∈P

|∆(F, I)| < ε

4
(5.7)

for every tagged subpartition P of Ω which is anchored in E and subordinate
to δ2. By Lemma 5.7 there exists an η0 > 0 such that

ν0(F, [a, b])−
∑
I∈Q

|∆(F, I)| < ε

4

for every partition Q of [a, b] with mesh(Q) < η0. Note that if Q0 is a subpar-
tition of [a, b] with mesh(Q0) < η0, and Q is a partition of [a, b] with Q0 ⊂ Q
and mesh(Q) < η0, then we use Lemma 5.5 to infer that∑

I∈Q0

(ν0(F, I)− |∆(F, I)|) ≤
∑
I∈Q

(ν0(F, I)− |∆(F, I)|)

= ν0(F, [a, b])−
∑
I∈Q

|∆(F, I)| < ε

4
.

Let δ3 be a gauge on Ω with δ3(x) < η0/2 for every x ∈ [a, b]. A consequence of
the above is that if P is a tagged subpartition of Ω which is subordinate to δ3
and has the property that I ⊂ [a, b] for each (x, I) ∈ P , then∑

(x,I)∈P

(ν0(F, I)− |∆(F, I)|) < ε

4
. (5.8)

3This concerns primarily the case when j = 1 and DF (x) ≤ −1 < 1 ≤ DF (x) because then
the extreme derivatives do not guarantee that the additional requirement (5.4) can be satisfied.
In this particular case we use the fact that every point of (−1, 1) constitutes a derived number
of F at x. (Derived numbers are defined at the end of Section 1.3.)
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Now, define δ := min{δ1, δ2, δ3} and

V := {VF (Ix,η) : x ∈ Z, η > 0 and Ix,η ⊂ (x− δ(x), x+ δ(x))}.

Note that V is a Vitali cover of VF (Z). Thus by the Vitali covering theorem there
exists a countable subcollection {Jk}k ⊂ V of strictly non-overlapping intervals,
with positive integer indices k, such that

m

(
VF (Z) \

⋃
k

Jk

)
= 0. (5.9)

For each k, let Ik := Ixk,ηk
denote an interval by which Jk was defined above.

Then, if Jk1
and Jk2

are distinct, we must have

Ik1 ∩ Ik2 = ∅ since VF (Ik1) ∩ VF (Ik2) = Jk1 ∩ Jk2 = ∅.

For each positive integer n we denote by Pn the subcollection of pairs (xk, Ik)
with k ≤ n. Then Pn constitutes a tagged subpartition of Ω which is anchored
in Z, subordinate to δ, and has the property that I ⊂ [a, b] for each (x, I) ∈ Pn.
Therefore, since m(Jk) = m(VF (Ik)) = ∆(VF , Ik) = ν0(F, Ik), we have

m

( ⋃
k≤n

Jk

)
=

∑
(x,I)∈Pn

ν0(F, I)

=
∑

(x,I)∈Pn

(ν0(F, I)− |∆(F, I)|) +
∑

(x,I)∈Pn

|∆(F, I)|

(5.8)
<

ε

4
+

∑
(x,I)∈Pn :

x∈E

|∆(F, I)|+
∞∑
j=1

∑
(x,I)∈Pn :

x∈Ej

|∆(F, I)|

(5.7)
<

ε

2
+

∞∑
j=1

∑
(x,I)∈Pn :

x∈Ej

|∆(F, I)|

(5.4)
≤ ε

2
+

∞∑
j=1

j
∑

(x,I)∈Pn :
x∈Ej

m(I)

(5.6)
≤ ε

2
+

∞∑
j=1

jm(Uj)

(5.5)
<

ε

2
+

∞∑
j=1

j
ε

j2j+1
= ε.



5.2. A characterization of the strong Luzin condition 61

Consequently

m

(⋃
k

Jk

)
= lim

n→∞
m

( ⋃
k≤n

Jk

)
≤ ε.

From (5.9) and the above we infer that

m∗(VF (Z)) ≤ m

(
VF (Z) \

⋃
k

Jk

)
+m

(⋃
k

Jk

)
≤ ε.

Since ε > 0 was arbitrary we conclude that m(VF (Z)) = 0.

Lemma 5.10. Suppose that F satisfies the strong Luzin condition. Let Z ⊂
(a, b) be a set for which there exist a number M > 0 and a gauge δ on Ω such that
δ(x) > b− a for every x ∈ Z, and∑

(x,[u,v])∈P

osc(F, [u, v]) < M

for every tagged subpartition P of Ω which is anchored in Z and subordinate to
δ. Then there exists a function G : Ω → R with the following properties:

(i) G is constant on (−∞, a] ∩ Ω and [b,∞) ∩ Ω, respectively;

(ii) G is continuous and satisfies the Luzin condition (N );

(iii) |∆(F, [u, v])| ≤ ν0(G, [u, v]) for every compact subinterval [u, v] ⊂ [a, b]
with at least one endpoint in {a, b} ∪ Z;

(iv) ν0(G, [a, b]) < ∞.

Proof. Define the function G : Ω → R by letting G := F on {a, b} ∪ Z; then
G := F (a) on (−∞, a) ∩ Ω and G := F (b) on (b,∞) ∩ Ω; and finally, on each
open subinterval (c(j), d(j)) ⊂ (a, b) which is contiguous to {a, b} ∪ Z, define G

as follows: Let {x(j)
k }∞k=−∞ be a strictly increasing sequence of points such that

(c(j), d(j)) =

∞⋃
k=−∞

[x
(j)
k , x

(j)
k+1).

For each non-zero integer k we define

E
(j)
k := [c(j), x

(j)
1−|k|] ∪ [x

(j)
|k|−1, d

(j)] and Y
(j)
k := m(F (E

(j)
k )).
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Note that Y
(j)
−k = Y

(j)
k and Y

(j)
k → 0 as |k| → ∞. Now, for every x ∈ (c(j), d(j))

we define

G(x) :=

Y
(j)
k − Y

(j)
k−1

x
(j)
k − x

(j)
k−1

(x− x
(j)
k−1) + F (c(j)) + Y

(j)
k−1, if x(j)

k−1 ≤ x < x
(j)
k ≤ x

(j)
−1;

F (d(j))− F (c(j))

x
(j)
1 − x

(j)
−1

(x− x
(j)
−1) + F (c(j)) + Y

(j)
1 , if x(j)

−1 ≤ x < x
(j)
1 ;

Y
(j)
k+1 − Y

(j)
k

x
(j)
k+1 − x

(j)
k

(x− x
(j)
k ) + F (d(j)) + Y

(j)
k , if x(j)

1 ≤ x
(j)
k ≤ x < x

(j)
k+1.

Next we shall establish a result which is required in order to prove (i)–(iv).
Let P be a partition of some interval [c(j), d(j)]. Note that G is non-decreasing on
[c(j), x

(j)
−1]; monotone on [x

(j)
−1, x

(j)
1 ]; and non-increasing on [x

(j)
1 , d(j)]. Therefore∑

[u,v]∈P

|∆(G, [u, v])| ≤
∑

[u,v]∈P

∆(G, [u, v] ∩ [c(j), x
(j)
−1])

+
∑

[u,v]∈P

|∆(G, [u, v] ∩ [x
(j)
−1, x

(j)
1 ])|

+
∑

[u,v]∈P

|∆(G, [u, v] ∩ [x
(j)
1 , d(j)])|

≤ ∆(G, [c(j), x
(j)
−1])

+ |∆(G, [x
(j)
−1, x

(j)
1 ])|

+ |∆(G, [x
(j)
1 , d(j)])|

≤ 3 osc(F, [c(j), d(j)]),

so that
ν0(G, [c(j), d(j)]) ≤ 3 osc(F, [c(j), d(j)]) = 3Y1. (5.10)

We shall now verify (i)–(iv). Note that (i) holds by the definition of G. By
Theorem 3.5 and the fact that F = G on {a, b}∪Z it follows that G satisfies the
Luzin condition (N) and is continuous relative to {a, b} ∪ Z.4 Moreover, G is
continuous on each (c(j), d(j)), right-continuous at x = c(j) and left-continuous
at x = d(j). In order to conclude that condition (ii) has been met it remains to be

4Note that the restriction of G to each [x
(j)
k , x

(j)
k+1] is affine. Thus if G(x) = Ax + B for

every x ∈ [x
(j)
k , x

(j)
k+1], and if N ⊂ [x

(j)
k , x

(j)
k+1] with m(N) = 0, then m(G(N)) = |A|m(N) = 0.
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shown that G is continuous on {a, b}∪Z. Let x0 ∈ {a, b}∪Z and ε > 0. By the
previous remarks it will suffice to show that G is continuous on each side of x0

where {a, b} ∪ Z accumulative. For convenience we assume that {a, b} ∪ Z is
accumulative to the left of x0 and aim to show that G is left-continuous at x0.
The case when G is accumulative to the right of x0 can be dealt with in a similar
manner. We have already established that G is continuous relative to {a, b}∪Z,
so there exists some η1 > 0 such that

|∆(G, [x, x0])| <
ε

2
whenever x0 − η1 < x ≤ x0 and x ∈ {a, b} ∪ Z. (5.11)

Moreover, since F is continuous by Theorem 3.5 and {a, b} ∪Z is accumulative
to the left of x0 by assumption, there exists some η2 > 0 possessing the property
that osc(F, [c(j), d(j)]) < ε/6 whenever x0 − η2 < x ≤ x0 and x ∈ (c(j), d(j)) for
some j. Thus by (5.10) we have

|∆(G, [x, d(j)])| < ε

2
whenever x0 − η2 < x ≤ x0 and x ∈ (c(j), d(j)). (5.12)

Let η := min{η1, η2} and x ∈ [a, b] with x0 − η < x ≤ x0. If x ∈ {a, b}∪Z, then
(5.11) implies that |∆(G, [x, x0])| < ε/2. Otherwise x ∈ (c(j), d(j)) for some j,
in which case (5.11) and (5.12) imply that

|∆(G, [x, x0])| = |∆(G, [x, d(j)])|+ |∆(G, [d(j), x0])| <
ε

2
+

ε

2
= ε.

This proves that G is left-continuous at x0. Thus condition (ii) has been met.
To prove (iii), let [u, v] be a compact subinterval of [a, b] which has at least

one endpoint in {a, b} ∪Z. If [u, v] has both of its endpoints in {a, b} ∪Z, then
the claim follows immediately from the fact that F = G on {a, b} ∪Z. That is,

|∆(F, [u, v])| = |∆(G, [u, v])| ≤ ν0(G, [u, v]).

We shall therefore assume that [u, v] has precisely one endpoint in {a, b}∪Z, in
which case we can write [u, v] = [u1, v1] ∪ [u2, v2], where (u1, v1) ∩ (u2, v2) = ∅,
[u1, v1] ⊂ [c(j), d(j)] for some j such that {u1, v1}∩{c(j), d(j)} contains precisely
one point, and u2, v2 ∈ {a, b} ∪ Z. Note that

|∆(F, [u1, v1])| ≤

{
∆(G, [c(j),min{v1, x(j)

−1}]), if u1 = c(j);

|∆(G, [max{u1, x
(j)
1 }, d(j)])|, if v1 = d(j).

In particular |∆(F, [u1, v1])| ≤ ν0(G, [u1, v1]). Since F = G on {a, b}∪Z we have
|∆(F, [u2, v2])| ≤ ν0(G, [u2, v2]). Thus by Lemma 5.5 we obtain the inequality

|∆(F, [u, v])| ≤ |∆(F, [u1, v1])|+ |∆(F, [u2, v2])|
≤ ν0(G, [u1, v1]) + ν0(G, [u2, v2]) = ν0(G, [u, v]),
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which proves (iii).
We can now prove (iv). Let Q be a partition of [a, b]. We aim to show that∑

[u,v]∈Q |∆(G, [u, v])| ≤ B for some constant B ≥ 0 which is independent of Q.
Thus it will suffice to consider the case when a < b and every interval of Q is
non-degenerate. If Z = ∅ then by (5.10) it will suffice to take B := 3Y1 since
[a, b] is the only interval of type [c(j), d(j)]. Hence we shall assume that Z ̸= ∅,
so that each interval [c(j), d(j)] has at least one endpoint in Z. Note that every
interval of Q constitutes a subinterval of some [c(j), d(j)] or else contains a point
of Z. Thus we let Q1 consist of all intervals of Q which constitute a subinterval of
some [c(j), d(j)], and let Q2 consist of the remaining intervals of Q. Furthermore,
we let R consist of all intervals [c(j), d(j)] which contain an interval of Q1. For
convenience we assume the intervals of R to be indexed in ascending order with
unit increments. The intervals [c(j), d(j)] ∈ R with odd (even) indices can be
expanded by a minuscule amount such that the resulting intervals [C(j), D(j)]
contain a point of Z and remain non-overlapping.5 Now, by hypothesis we have
δ(x) > b−a for every x ∈ Z, and consequently a subpartition of [a, b] consisting
of intervals whose intersection with Z is non-empty can be extended to a tagged
subpartition of [a, b] which is anchored in Z and subordinate to δ. From this in
addition to (5.10) we obtain the following:∑

[u,v]∈Q

|∆(G, [u, v])| =
∑

[u,v]∈Q1

|∆(G, [u, v])|+
∑

[u,v]∈Q2

|∆(G, [u, v])|

<
∑

[c(j),d(j)]∈R

ν0(G, [c(j), d(j)]) +M

≤ 3
∑

[c(j),d(j)]∈R

osc(F, [c(j), d(j)]) +M

≤ 3
∑

[c(j),d(j)]∈R :
j odd

osc(F, [C(j), D(j)])

+ 3
∑

[c(j),d(j)]∈R :
j even

osc(F, [C(j), D(j)]) +M

< 7M.

That is, ν0(G, [a, b]) ≤ 7M < ∞, and so (iv) holds.
5For instance, suppose the expansion of an interval [c(j), d(j)] ∈ R with an odd (even) index

results in the interval [C(j), D(j)]. Then it will suffice to impose upon the quantities c(j)−C(j)

and D(j) − d(j) the condition that they do not exceed half of the minimum distance between
[c(j), d(j)] and the remaining intervals of R with odd (even) indices.
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Proof of Theorem 5.2. The reverse direction follows from Corollary 3.12, there-
fore we shall prove the forward direction. Since the case Ω = ∅ is trivial, we shall
assume henceforth that Ω ̸= ∅. Define the set

Z := {x ∈ Ω: DF (x) = −∞}.

Theorems 2.1 and 2.2 guarantee that m(Z) = 0 and since F satisfies the strong
Luzin condition we infer that ν(F,Z) = 0. Thus by Lemma 3.3 there exists a
gauge δ on Ω such that ∑

(x,I)∈P

osc(F, I) < 1

for every tagged subpartition P of Ω which is anchored in Z and subordinate
to δ. For each positive integer i let {[ai,j , bi,j ]}∞j=1 be a collection of compact
intervals such that

ai,j , bi,j ∈ Ω \ Z, 0 < bi,j − ai,j < 1/i and Ω =

∞⋃
j=1

[ai,j , bi,j ].

Define the sets
Zi,j := {x ∈ (ai,j , bi,j) ∩ Z : δ(x) > 1/i},

and note that Z =
⋃

i,j Zi,j .
For each pair i, j we use Lemma 5.10 to obtain a function Fi,j : Ω → R with

the following properties:

(i) Fi,j is constant on (−∞, ai,j ] ∩ Ω and [bi,j ,∞) ∩ Ω, respectively;

(ii) Fi,j is continuous and satisfies the Luzin condition (N);

(iii) |∆(F, I)| ≤ ν0(Fi,j , I) for every compact subinterval I ⊂ [ai,j , bi,j ] with at
least one endpoint in {ai,j , bi,j} ∪ Zi,j ;

(iv) ν0(Fi,j , [ai,j , bi,j ]) < ∞.

By (i), (ii), (iv) and Lemma 5.9 it follows that VFi,j
is finite, continuous and

satisfies the Luzin condition (N). Moreover, by (iii), Lemma 5.6 and the fact
that Zi,j ⊂ (ai,j , bi,j), we have

lim inf
m(I)→0,
x∈∂I

∆(VFi,j
, I)− |∆(F, I)|
m(I)

≥ 0 for every x ∈ Zi,j . (5.13)

For each pair i, j let {U (k)
i,j }∞k=1 be a collection of open intervals such that

U
(k)
i,j ∩ VFi,j

(Ω) ̸= ∅, VFi,j
(Zi,j) ⊂

∞⋃
k=1

U
(k)
i,j and

∞∑
k=1

m(U
(k)
i,j ) <

1

2i+j
.
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With the notation (c
(k)
i,j , d

(k)
i,j ) := (ai,j , bi,j) ∩ V −1

Fi,j
(U

(k)
i,j ) we define the functions

L
(k)
i,j : Ω → R by

L
(k)
i,j (x) :=


0, if x ∈ (−∞, c

(k)
i,j ] ∩ Ω;

VFi,j (x)− VFi,j (c
(k)
i,j ), if x ∈ (c

(k)
i,j , d

(k)
i,j );

VFi,j
(d

(k)
i,j )− VFi,j

(c
(k)
i,j ), if x ∈ [d

(k)
i,j ,∞) ∩ Ω.

Note that each L
(k)
i,j is non-negative, non-decreasing, continuous and satisfies the

Luzin condition (N). Moreover, we have

∞∑
i,j,k=1

Li,j(c
(k)
i,j ) ≤

∞∑
i,j,k=1

m(U
(k)
i,j ) <

∞∑
i,j=1

1

2i+j
= 1. (5.14)

Now, define the functions G,H,L : Ω → R by

L :=

∞∑
i,j,k=1

L
(k)
i,j , G := L+ F and H := −L.

From (5.14) and Lemma 3.8 we infer that L is non-decreasing and satisfies the
strong Luzin condition. Since G and H evidently satisfy the strong Luzin condi-
tion as well, Theorem 2.2 guarantees that both functions are differentiable a.e.
on Ω. Next we show that

DG(x) > −∞ and DH(x) ≤ 0 for every x ∈ Ω. (5.15)

The latter inequality follows from the fact that H is non-increasing. In order to
establish the former inequality we first note that for every x ∈ Zi,j ∩ (c

(k)
i,j , d

(k)
i,j )

we can use (5.13) to infer that

DG(x) = lim inf
m(I)→0,
x∈∂I

∆(G, I)

m(I)

= lim inf
m(I)→0,
x∈∂I

∆(L, I) + ∆(F, I)

m(I)

≥ lim inf
m(I)→0,
x∈∂I

∆(L
(k)
i,j , I) + ∆(F, I)

m(I)

≥ lim inf
m(I)→0,
x∈∂I

∆(VFi,j
, I)− |∆(F, I)|
m(I)

≥ 0.
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Moreover, for every x ∈ Ω \ Z we have

DG(x) = lim inf
m(I)→0,
x∈∂I

∆(G, I)

m(I)
≥ lim inf

m(I)→0,
x∈∂I

∆(F, I)

m(I)
= DF (x) > −∞.

Denote by Z1 the set of points x ∈ Ω at which F and G do not both possess
derivatives (finite or infinite). Since Ω is open and m(Z1) = 0 the regularity of
the Lebesgue measure yields a Gδ set Z2 such that Z1 ⊂ Z2 ⊂ Ω and m(Z2) = 0.
By Theorem 4.1 there exists a non-decreasing regular primitive F0 : Ω → R such
that DF0(x) = ∞ for every x ∈ Z2. Note that G+F0 and H−F0 both constitute
regular primitives by (5.15) and Theorem 3.10. Since F = (G+F0)+ (H −F0),
the proof is complete.





Bibliography

[1] V. S. Bogomolova, On a class of everywhere asymptotically continuous func-
tions, Sb. Math., 32 (1924), 152–171. (Russian)

[2] B. Bongiorno, V. A. Skvortsov and L. Di Piazza, A new full descriptive char-
acterization of Denjoy–Perron integral, Real Anal. Exchange, 21:2 (1995/96),
656–663.

[3] A. M. Bruckner, Differentiation of real functions, CRM Monograph Series 5,
Amer. Math. Soc., Providence, RI, 1994.

[4] A. M. Bruckner and J. L. Leonard, Derivatives, Amer. Math. Monthly, 73:4
(1966), part 2, 24–56.

[5] G. Choquet, Application des propriétés descriptives de la fonction contingent
á la théorie des fonctions de variable réelle et á la géométrie différentielle des
variétés cartésiennes (thesis), J. Math. Pures Appl. (9), 26 (1947), 115–226.

[6] J. A. Clarkson, A property of derivatives, Bull. Amer. Math. Soc., 53:2
(1947), 124–125.

[7] A. Denjoy, Sur une propriété des fonctions dérivées, Enseign. Math., 18
(1916), 320–328.

[8] C.-A. Faure, A short proof of Lebesgue’s density theorem, Amer. Math.
Monthly, 109:2 (2002), 194–196.

[9] C. Goffman, C. Neugebauer and T. Nishiura, Density topology and approx-
imate continuity, Duke Math. J., 28:4 (1961), 497–506.

[10] G. Goldowsky, Note sur les dérivées exactes, Sb. Math., 35 (1928), 35–36.

[11] H. Hahn, Über den Fundamentalsatz der Integralrechnung, Monatsh. Math.
Phys., 16 (1905), 161–166.

Manolis, 2023. 69



70 Bibliography

[12] P. Y. Lee, On ACG∗ functions, Real Anal. Exchange, 15:2 (1989/90), 754–
759.

[13] G. Piranian, The derivative of a monotonic discontinuous function, Proc.
Amer. Math. Soc., 16:2 (1965), 243–244.

[14] S. Saks, Theory of the integral, 2nd rev. ed., Hafner, New York, 1937.

[15] L. Tonelli, Sulle derivate esatte, Mem. Accad. Sci. Ist. Bologna (8), 8
(1930/31), 13–15.

[16] W. H. Young, On the infinite derivatives of a function of a single real
variable, Ark. Mat. Astr. Fys., 1 (1903), 201–204.

[17] Z. Zahorski, Über die Menge der Punkte in welchen die Ableitung unendlich
ist, Tôhoku Math. J., 48 (1941), 321–330.

[18] , Sur la première dérivée, Trans. Amer. Math. Soc., 69 (1950), 1–54.







Linköping University Electronic Press

Copyright
The publishers will keep this document online on the Internet – or its possible
replacement – from the date of publication barring exceptional circumstances.

The online availability of the document implies permanent permission for
anyone to read, to download, or to print out single copies for his/her own use
and to use it unchanged for non-commercial research and educational purpose.
Subsequent transfers of copyright cannot revoke this permission. All other uses
of the document are conditional upon the consent of the copyright owner. The
publisher has taken technical and administrative measures to assure authentic-
ity, security and accessibility.

According to intellectual property law the author has the right to be men-
tioned when his/her work is accessed as described above and to be protected
against infringement.

For additional information about the Linköping University Electronic Press
and its procedures for publication and for assurance of document integrity,
please refer to its www home page: http://www.ep.liu.se/.

Upphovsrätt
Detta dokument hålls tillgängligt på Internet – eller dess framtida ersättare –
från publiceringsdatum under förutsättning att inga extraordinära omständig-
heter uppstår.

Tillgång till dokumentet innebär tillstånd för var och en att läsa, ladda
ner, skriva ut enstaka kopior för enskilt bruk och att använda det oförändrat för
ickekommersiell forskning och för undervisning. Överföring av upphovsrätten vid
en senare tidpunkt kan inte upphäva detta tillstånd. All annan användning av
dokumentet kräver upphovsmannens medgivande. För att garantera äktheten,
säkerheten och tillgängligheten finns lösningar av teknisk och administrativ art.

Upphovsmannens ideella rätt innefattar rätt att bli nämnd som upphovsman
i den omfattning som god sed kräver vid användning av dokumentet på ovan
beskrivna sätt samt skydd mot att dokumentet ändras eller presenteras i sådan
form eller i sådant sammanhang som är kränkande för upphovsmannens litterära
eller konstnärliga anseende eller egenart.

För ytterligare information om Linköping University Electronic Press se för-
lagets hemsida http://www.ep.liu.se/.

© 2023, David Manolis

http://www.ep.liu.se/
http://www.ep.liu.se/

	Introduction
	Preliminaries
	The Lebesgue measure
	Concepts of variation
	Differential operators
	Basic topology
	The Cantor ternary set

	Differentiation theorems
	Theorems of Vitali, Lebesgue and Ward
	Theorem of Bongiorno–Skvortsov–Piazza

	Ambiguity of primitives
	Continuity and the Luzin condition (N)
	Basic properties of regular primitives

	Monotonicity theorems
	Theorems of Luzin–Menshov and Zahorski–Choquet
	Theorems of Goldowsky–Tonelli and Denjoy–Clarkson

	The strong Luzin condition
	A pathological irregular primitive
	A characterization of the strong Luzin condition

	Bibliography

