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ABSTRACT

Currently, security is frequently considered late in software life cycle. It is often bolted on late in development, or even during deployment or maintenance, through activities such as add-on security software and penetration-and-patch maintenance. Even if software developers aim to incorporate security into their products from the beginning of the software life cycle, they face an exhaustive amount of ad hoc unstructured information without any practical guidance on how and why this information should be used and what the costs and benefits of using it are. This is due to a lack of structured methods.

In this thesis we present a model for secure software development and implementation of a security plug-in that deploys this model in software life cycle. The model is a structured unified process, named $S^3P$ (Sustainable Software Security Process) and is designed to be easily adaptable to any software development process. $S^3P$ provides the formalism required to identify the causes of vulnerabilities and the mitigation techniques that address these causes to prevent vulnerabilities. We present a prototype of the security plug-in implemented for the OpenUP/Basic development process in Eclipse Process Framework. We also present the results of the evaluation of this plug-in. The work in this thesis is a first step towards a general framework for introducing security into the software life cycle and to support software process improvements to prevent recurrence of software vulnerabilities.

This work has been supported by Vinnova (Swedish Agency for Innovation Systems) and CUGS (Swedish National Graduate School in Computer Science).
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Chapter 1
Introduction

1.1 Introduction

Serious security problems involving software and applications are frequently reported; they are rapidly becoming one of the most pressing issues in software engineering. These security problems are at the center of most costly software failures in recent years. For example the National Institute of Standards and Technology (NIST) report that software that is faulty in security costs the US economy $59.5 billion annually in breakdowns and repairs [36].

According to statistics published by CERT, Coordination Center at Carnegie Mellon University (CERT/CC), the number of security vulnerabilities reported in the first three quarters of 2007 is almost as many as the number of reported vulnerabilities for whole year 2005 (see Figure 1-1) [14].

The level of risk society faces from intentional failures in software systems has increased in an almost uncontrolled fashion because [2]:

- Software is controlling, protecting, and affecting more and more critical information and systems, and this has caused a significant increase of the potential consequences of failures.
- As software becomes more complex, it tends to contain more flaws, and as it becomes more networked and converges towards a small set of open standards, its exposure to potential adversaries increases.
Software-intensive systems are increasingly becoming viable financial and political targets for well-funded and well-motivated attackers, thus increasing the overall threat to these systems.

![Software security vulnerabilities reported to CERT/CC.](image)

**Figure 1-1: Software security vulnerabilities reported to CERT/CC.**

### 1.2 Motivation

The term “software life cycle”, according to Pfleeger [42], “describes the life of a product from its conception to its implementation, delivery, use and maintenance”. Security problems can be addressed in many ways during software life cycle by considering security during software development, deployment and maintenance. Today, security is often an afterthought when developing software, rarely included in the early phases of software development. Most current solutions treat software security as an after-the-fact consideration, and focus on detecting and fixing problems after software deployment. Although solutions like firewalling, penetration testing and patch management reduce the risk by reducing the probability of security incidents or threats, exposure is more readily controlled if the focus becomes preventing problems in the first place [2]. Also, it is less expensive to fix software flaws earlier in the software development process [50]. According to IBM Systems Science Institute, fixing software defects in the testing and maintenance phases of software development increases the cost by factors of 15 and 60, respectively, compared to the cost of fixing them during design phase [50].
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Efforts are being made to reduce security vulnerabilities in software and general best practices, disciplines and guidelines for software development have been published to improve the software security. Despite this, statistics on security incidents show that the industry has a long way to go (e.g. according to a preliminary analysis by CERT, over 90% of software security vulnerabilities are caused by known software defect types [43]). This is a sign that there are obvious gaps in the software development process with regard to security.

In addition to efforts to produce secure software, introducing security solutions to protect already developed software products is an important issue, particularly during maintenance, as new vulnerabilities in deployed software are discovered. Processes to build security in software life cycle can improve the software quality as well, and can result in software released with fewer defects.

Therefore in this thesis our interest lies in processes for developing secure software. We aim to introduce a structured way to create security plug-ins to the software development processes that reduce exposure by reducing the number of vulnerabilities in software.

1.3 Problem formulation

There are various ways to address security problems of a software product: intrusion prevention mechanisms such as access control can be used to prevent vulnerabilities from having consequences; hardware-based solutions can be introduced to detect and prevent attacks to software systems. Standard approaches such as penetration testing and patch management, using security software, or deploying solutions like input filtering also offer security. One problem of these solutions is:

Problem 1: These mechanisms aim at software security after software is already built and are based on finding and fixing known security problems after they have been exploited in field systems [35].

New programming paradigms, methodologies, and development environments are introduced to improve the security of software during its development. Some current approaches are process specific solutions to integrate security features to a specific software development process. Other approaches are mostly ad hoc application of best practices or “secure programming techniques”.

Problem 2: In the case of process specific solutions, although security features can improve security of resulted products:
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The problem of integrating these features in variants of the same process or in case of process changes remains unsolved.

Best practices and techniques are experience-based and they do indeed help prevent flaws, but:

It is difficult to say with any certainty what vulnerabilities are prevented and to what extent, or to say whether there are alternative ways of achieving the same effect [3].

More importantly for both of process specific solutions and best practices:

Problem 3: The ad hoc nature of these approaches makes evolving the process to meet new threats, or adapting it to specific situations something of a hit-and-miss affair [3].

According to the statistics published by CERT, most software vulnerabilities arise from common causes. In fact, the top ten causes account for about 75% of all vulnerabilities and many of these vulnerabilities result from defective specification, design, and implementation [43]. Because of increased public interest in computer and Internet security, this kind of security failure data is published increasingly in books, newsgroups and advisories.

Problem 4: Although security failure data and lessons learned from them can improve the security and survivability of the software systems, and can prevent the recurrence of vulnerabilities, software engineers do not use this kind of data [37].

Based on these problems we introduce our model and a security plug-in that target security issues in software development processes and proposes solutions to address mentioned problems.

1.4 Research methodology

Research and development covers three activities [16]: “basic research, applied research and experimental development...Basic research is experimental or theoretical work undertaken primarily to acquire new knowledge of the underlying foundation of phenomena and observable facts, without any particular application or use in view. Applied research is also original investigation undertaken in order to acquire new knowledge. It is, however, directed primarily towards a specific practical aim or objective. Experimental development is systematic work, drawing on existing knowledge gained from research and/or practical experience, which is
directed to producing new materials, products or devices, to installing new processes, systems and services, or to improving substantially those already produced or installed”.

Based on this definition, the nature of our research can be categorized as applied research. We have focused on acquiring new knowledge and applying it to meet a specific need. From the initial phases of our research we have had collaboration with industrial partners to identify the requirements of our research based on commercial settings, and also to test our proposed solution in industrial settings. This categorizes our research as applied research in an industrial setting.

According to Adrion [1], research methodologies in software engineering are divided into the scientific method, the engineering method, the empirical method, and the analytical method. The scientific method deals with observing the real world, proposing a method or theory of some real world phenomena, measuring and analyzing, validating hypotheses of the method or theory, and if possible repeating this process. The engineering method deals with observing existing solutions, proposing better solutions, building or developing, measuring and analyzing, and then repeating until no further improvements are possible. The empirical method is based on proposing a model, developing statistical or other methods, applying to case studies, measuring and analyzing, validating the model, and repeating. The analytical method deals with proposing a formal theory or set of axioms, developing a theory, deriving results, if possible comparing with empirical observations and then refining the theory if necessary.

The research methodology we used is a combination of the engineering method (evolutionary paradigm) and the empirical method (revolutionary paradigm) [1]. We have used surveys about vulnerabilities, their properties and remedies; we have studied existing solutions presented to improve the security of software products with a goal of developing new solutions. We have proposed a new model for improving software security; we have applied our method to case studies; and we have developed prototypes based on our method.

1.5 Contribution

The overall contributions of this thesis include introducing the Sustainable Software Security Process (S3P), for introducing security into the software life cycle and a security plug-in that shows how S3P can be deployed in a real development process.
S³P consists of three main steps and starts with modeling vulnerabilities based on a thorough analysis of software vulnerabilities to identify the causes that lead to them. The results of this analysis are used in the second step to identify mitigation techniques that eliminate causes of vulnerabilities as early as possible in the software life cycle. The mitigation techniques are then used in the third step to define development process components in the form of activities to be applied by development team members.

S³P is aimed to be process agnostic in order to reduce the effort involved in deploying it in a wide range of situations. We are particularly concerned that S³P will be applicable in agile processes such as extreme programming [8] or feature-driven development [41] as well as in more conventional development processes, [27], [31]. The security plug-in is composed of the process components resulting from S³P, and it provides support required for introducing these components into a particular software development process. S³P is also a software process improvement (SPI) process, which aims at improving the development process to prevent recurrence of security problems and vulnerabilities, and which allows process components to evolve as new threats and vulnerabilities are discovered.

There is already a considerable body of security know-how in literature, and individual organizations have developed specific activities and know-how related to their specific products and processes. This kind of information is integrated into S³P and the security plug-in as activities in the process components.

Figure 1-2 shows an overview of S³P and the security plug-in and their relation to the software life cycle.

Our detailed contribution is as follows:

- We introduce S³P for systematic and continuous improvement of security throughout software life cycle [3]. We also present our graphical notation, which is used in the structure of S³P.
- We present a security plug-in based on S³P, for the OpenUP/Basic development process version 0.9 [39]. This security plug-in is the first step towards developing a framework for adapting S³P to arbitrary software development processes and we present lessons learned when developing this plug-in.
- We also present the results of an evaluation of applicability of the security plug-in, which we have performed in collaboration with one of our industrial partners.
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Figure 1-2: Security plug-in in the context of software life cycle.

### 1.6 Thesis outline

The outline of this thesis is as follows:

- Chapter 1 presents the introduction, the motivation, the problem formulation, our research methodology and the contribution of the thesis.
- Chapter 2 provides an overview of S³P and details about each step in this process.
- Chapter 3 presents the important issues related to the development of a security plug-in based on S³P and the security plug-in for the OpenUP/Basic development process.
- Chapter 4 presents the related work.
- Chapter 5 concludes the thesis and presents our future work.
Chapter 2  
Sustainable Software Security Process  

2.1 The structure of S\(^3\)P  

S\(^3\)P runs in parallel to a software development process and produces required components to improve the development process. According to definition by Komi-Sirviö [28] “Software process improvement denotes activities aiming at improving the software development process and is used for reaching a desired improvement goal”. Based on this definition, S\(^3\)P is a process improvement process and the goal of the improvements is to introduce security to the software development process and to produce secure software. The workflow of S\(^3\)P is shown in Figure 2-1.

“Model vulnerability” (the first step in S\(^3\)P) aims at the analysis of vulnerabilities and their causes, similar to the root cause analysis. The results of this step are represented in a graph called Vulnerability Cause Graph (VCG). VCGs provide the basis for better understanding of vulnerabilities and their relationships, and identifying the activities to prevent them. Each cause in the VCG is then individually analyzed in the second step of S\(^3\)P to determine how it can be mitigated. The result of this analysis and the structure of the VCG are then used to create a second graph structure called Security Activity Graph (SAG). SAGs allow us to reason about tradeoffs between different activities. Then activities are selected from SAGs and are introduced to the software development process in the form of configurable process components.
2.2 Model vulnerability

When security problems or potential vulnerabilities are discovered in software during development or after deployment, they must be addressed as part of the software life cycle. Vulnerability modeling is a creative process supported by a systematic approach that provides an in-depth understanding of why and how the security problems and vulnerabilities are introduced into the software. The in-depth understanding helps to address these problems, prevent their reoccurrence, and eventually prevent the occurrence of similar problems. The process we describe for vulnerability modeling is based on our experience of analyzing a number of known software vulnerabilities [3], [10].

Vulnerability modeling starts with an initial analysis of the vulnerability in question. The vulnerability is analyzed to develop an understanding of the conditions that might lead to it. This analysis is typically performed using code review, static analysis tools, and visualization tools, execution traces, live debugging and if possible developing a working exploit. This initial analysis is considered complete when we know what conditions, inputs, and environmental issues would expose the vulnerability [10]. The results of the initial analysis are used to create the vulnerability cause graph.

2.2.1 Vulnerability cause graphs

A VCG is a directed acyclic graph that contains four kinds of nodes: simple nodes, compound nodes, conjunction nodes and an exit node. Simple nodes represent causes - conditions and events during software development process - that independent of any other cause or condition might result in the vulnerability. “Use of unsafe API”, “conditional range check” and “data file can contain executable code” are examples of simple causes. Compound nodes represent combinations of causes and refer to other VCGs. Compound nodes are introduced into the VCG to model complex analysis elements and facilitate analysis reuse, maintenance, and readability. Conjunction nodes represent the conjunction of two or more other nodes. Arbitrary combinations of simple and compound nodes are permitted in the conjunction nodes. The exit node is the root node that is the only node in the VCG without any successors. The exit node represents the vulnerability
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being modeled by the VCG, and when a VCG is created for a compound node, the exit node represents the compound cause that VCG models. The edges in the VCG represent the relationship between causes and between causes and the vulnerability. The UML model of the VCG is shown in Figure 2-2.

Figure 2-2: Simplified UML model of VCG.

The visual representation of VCGs is designed so that they can be easy for humans to understand. VCGs must also be well-defined so they can be used for automatic computation. Figure 2-3 contains the visual elements of VCG.

<table>
<thead>
<tr>
<th>Visual representation</th>
<th>Model elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Simple node</td>
</tr>
<tr>
<td>Name</td>
<td>Compound node</td>
</tr>
<tr>
<td>Name</td>
<td>Conjunction node</td>
</tr>
<tr>
<td>Name</td>
<td>Exit node</td>
</tr>
</tbody>
</table>

Figure 2-3: Visual representation of VCG.

The predecessor-successor relationship in the VCG shows that if node $B$ is a predecessor of node $A$, then if $B$ holds (i.e., is not mitigated during development), then $A$ is a concern. This implies that if the cause node $B$ represents is mitigated, node $A$ will not be a concern any more. Figure 2-4
shows an example sequence in the VCG. Node $A$ is a direct cause and if Node $B$ holds, then Node $A$ and consequently Node $C$ will be a concern.

![Figure 2-4: A sequence in VCG.](image)

In the case of conjunctions, if $N$ is a predecessor of $C$, and $N$ is a conjunction consisting of $A_1...A_n$, then $C$ is a concern only if all of $A_1...A_n$ hold (expressing conjunctions $C = A_1 \land A_2 \land ... \land A_n$). In the example VCG in Figure 2-5, the conjunction node shows that the connection between $A_1$, $A_2$, and $A_3$ is not causal and these three nodes jointly cause Node $C$ to be a concern.

![Figure 2-5: A conjunction in VCG.](image)

### 2.2.2 Prevention semantics

The ultimate goal of vulnerability modeling is to determine how the vulnerability can be prevented and the semantics of VCGs are expressed in such terms [10]. Based on these semantics:

- A cause that is of concern during software development is *mitigated* if actions are taken that result in the condition the cause represents being false.

- A node representing a cause that is not a concern during development is considered *blocked*.

- A node in a VCG is said to be blocked if it is mitigated, or all its immediate predecessors in the VCG are blocked.

- A simple node is mitigated if the cause it represents is mitigated.
A conjunction node is mitigated if any of its clauses are blocked.

A compound node is mitigated if the exit node of the VCG it is associated with is blocked.

By definition, the exit node of a VCG can never be mitigated but can be blocked as it always represents the consequences of other conditions. If the exit node of the VCG is blocked, then the vulnerability the VCG models is prevented.

In the example graph shown in Figure 2-6, E causes C and the conjunction of A and B to be a concern and vulnerability V is a concern because of both C and the conjunction of A and B. In order to prevent vulnerability V, C and the conjunction node should be mitigated. The conjunction node can be mitigated if one of A or B is mitigated. C will be mitigated if the exit node of its associated VCG is blocked. Another alternative is to mitigate D and E, so none of A, B, and C and consequently vulnerability V will be a concern anymore.

Figure 2-6: A simple vulnerability cause graph.

2.2.3 Vulnerability cause graph construction

The process of VCG construction starts with creating a base VCG consisting of an exit node only. Then the immediate causes of the exit node are identified and entered into the VCG as the predecessors of the exit node. Then each of the new entered nodes is further analyzed to identify their direct predecessors. The predecessors of a node represent the conditions that independent of any other condition, might cause the condition that the node represents to be a concern. For example if a node represents “range check is missing when copying into the buffer” a candidate predecessor might be “fixed-size buffer is used”.
Finding the predecessors of each node starts with answering the question “under what circumstances is this cause a concern?”. Then three steps are performed for every node entered into the VCG:

- The validity of the node is determined.
- The node is analyzed to determine if it needs to be split or converted to a compound node.
- Candidates for predecessors are found and organized.

Simple nodes entered into the VCG should always represent simple conditions, not combinations or sequences of conditions and the conditions represented by different nodes in the graph should not overlap. This is important both for the understanding of the vulnerability and for identifying mitigation techniques. Analysis of mitigation techniques is easier for simple conditions than for the complex ones. When a complex condition is identified it should be split to several nodes and possibly converted to compound or conjunction nodes. If the node being analyzed is already present in some other VCG, then its predecessors in that VCG might be suitable as predecessors in the current VCG.

The process of finding predecessors is repeated for all of the nodes in the VCG until no more additions to the VCG can be found. All compound nodes that have been introduced to the VCG should also be analyzed completely. The process of analyzing compound nodes is identical to the process of analyzing vulnerabilities.

We stop the modeling process when we find the causes related to the actions performed during the software development process and further analysis of these causes will lead to the causes related to issues out of the scope of the development process (e.g. organizational level causes).

2.2.4 Graph validation and optimizations

After completing the VCG, a second analysis is needed to validate the resulting VCG. Then the VCG is optimized - transformations are applied to it while preserving its semantic. This is an important step for improving the clarity of the VCG and to support its reuse. For example:\footnote{Detailed information about graph transformation is in [10].}

- The order of every sequence in VCG needs to be verified to ensure that it is a natural order (e.g. cause-effect or temporal order).
• If a sequence lacks natural order we recommend the conversion to a conjunction node.
• Part of the graph can be converted to a compound node to support model reuse.

2.2.5 Case study, VCG

We have applied vulnerability modeling to a number of well-known vulnerabilities. This has resulted in a comprehensive understanding of them and alternative techniques to eliminate them. As an example, we present the analysis of CVE-2005-2558 [59] (as designated in the Common Vulnerabilities and Exposures2 list [58]). This vulnerability is a buffer overflow in MySQL 4.0 before 4.0.25, 4.1 before 4.1.13, and 5.0 before 5.0.7-beta. According to the published descriptions:

“Stack-based buffer overflow in the init_syms function in MySQL allows remote authenticated users who can create user-defined functions to execute arbitrary code via a long function_name field” [59].

“The init_syms function uses an unsafe string function to copy a user specified string into a stack based buffer. Due to improper sanitation this buffer is able to be overflowed, overwriting portions of the stack. This allows an attacker to write 14 bytes of arbitrary data and 8 bytes of hard coded data beyond the end of the buffer. The format of the CREATE FUNCTION statement is as follows:

CREATE FUNCTION function_name RETURNS type SONAME “library_name”.

User specified input to the “function_name” field is limited to 64 characters. If this library can be successfully loaded by the operating system, control is then passed to init_syms(). This will attempt to copy the user string into a buffer 50 bytes in length. Hard coded strings are then copied onto the end of this string. In some older versions of MySQL this can be used to gain complete control over the EIP or copy attacker specified data to an arbitrary location. One issue of concern is because this buffer is owned by the calling function, in an environment with a stack that grows upwards, it may be possible to overwrite

---

2 CVE (Common Vulnerability and Exposure) is a list of standardized names for vulnerabilities and other information security exposures and is hosted by MITRE Corporation. For more information see www.cve.mitre.org.
the EIP return or other sensitive values. Exploiting this vulnerability would require the ability to create user-defined functions. This is not typically granted to untrusted users; however given this vulnerability you should understand the ramifications of granting the ability to create user-defined functions” [53].

2.2.6 Initial analysis

We performed a detailed analysis of the vulnerability in MySQL-4.0.24 by code inspection and analysis of known exploits in a debugger. According to our analysis:

- The size of the buffer that should contain the user-defined function name is defined by the constant variable MAX_FIELD_NAME which is set to 34 characters. This variable together with some other variables are defined in a file named unireg.h to be used in unireg library. Based on the comments in the code, MAX_FIELD_NAME is used to define maximum length of column names in the tables.

- The function used for copying function name into the buffer is strmov() which is defined by the programmer and is an unsafe function without any range check when it copies data.

- In MySQL-4.0.25, the patch is released for this vulnerability and the size of the buffer is defined by the constant variable NAME_LEN, which is defined in mysql_com.h file.

- The code does not contain any comments about the files, their creation time and how they are related and it is difficult to know which of the following scenarios are valid:
  - MAX_FIELD_NAME and NAME_LEN are defined to be used for different concepts (MAX_FIELD_NAME for column names and NAME_LEN for user-defined function names) and the programmer has made wrong assumption about MAX_FIELD_NAME.
  - Both of these constant values are defined for user-defined function names at different times with different values.

Figure 2-7 shows the structure and relationships of the folders and files in MySQL. The folder named sql contains modules related to user-defined functions. The folder named include contains modules related to the

3 In MySQL, unireg is the tty interface builder. For more information see [38].
communication between server and client. Parts of the code related to this vulnerability are:

unireg.h:

```c
#define MAX_FIELD_NAME   34   /* Max column name length +2 */
```

sql_udf.c:

```c
char buf[MAX_FIELD_NAME+16], *missing;
```

mysql_com.h:

```c
#define NAME_LEN   64  /* Field/table name length */
```

Figure 2-7: The structure of files in MySQL.

The constant value used in vulnerable version (MAX_FIELD_NAME) is from a different module (unireg module). If we assume that include folder contains constant values for the whole system, NAME_LEN is the correct value to be used.

### 2.2.7 Vulnerability cause graph (CVE-2005-2558)

VCG construction starts with a single exit node labeled “CVE-2005-2558”, representing the vulnerability we are modeling:

**Iteration 1:** The exit node is picked for further analysis. This node is a valid node and cannot be split or converted to a compound node. The predecessor candidates of the node are its immediate causes and according to our analysis a buffer overflow can occur because the size of the buffer that contains the user-defined function names is defined with wrong value. Besides, no range check is performed when copying data into this buffer. We enter these two causes as predecessors of the exit node. “Wrong source size is used” and “missing range check” together leads to this vulnerability and mitigating one of them can block the vulnerability. In this case these two causes should form a conjunction node (see Figure 2-8).
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Figure 2-8: VCG of CVE-2005-2558, Iteration 1.

Iteration 2: The cause “wrong source is used” is not a simple cause and there are causes and conditions that are directly related to it. We convert this node to a compound node and will further analyze it in next iterations (see Figure 2-9).

Iteration 3: Based on the analysis, unsafe function *strmov* is used for string copying and because of wrong buffer size and missing range check this cause might lead to vulnerability. We enter it as a simple node to the VCG and since it causes vulnerability in conjunction with two previous nodes, we enter them as conjunction node to the VCG (see Figure 2-10).

Figure 2-9: VCG of CVE-2005-2558, Iteration 2.

Figure 2-10: VCG of CVE-2005-2558, Iteration 3.

Iteration 4: We analyze the resulting conjunction node and identify its direct cause to be the use of fixed-size buffers. This cause is a cause for concern because external data is copied into internal buffer and this is a cause for concern because C-like strings are used. We introduce these nodes to the VCG (see Figure 2-11).
The compound node in the VCG is further analyzed to identify its causes. This process is similar to the process mentioned for construction of VCG with CVE-2005-2558 as exit node.

**Iteration 1:** In order to construct the VCG of this node, the exit node is created and labeled as “Wrong source size is used”. This is a valid node and it is a concern because either two different concepts (column name in tables and the name of a user defined function) have been assumed to be the same or different values have been defined for the same concept in two different modules (see Figure 2-12).

**Iteration 2:** First we analyze the node “two different concepts assumed to be same”. This is a cause for concern because of lack of traceability from design to implementation. Another cause can be not using documentation to clarify the purpose of each concept. These two causes independently can result in wrong assumption about the two concepts and respective constant values MAX_FIELD_NAME and NAME_LEN (see Figure 2-13).
Iteration 3: The node “different values defined for same concept” can also be caused by “missing design to code traceability” or “documentation not used completely” (see Figure 2-14).

Iteration 4: Possible cause for not using documentation completely includes: the developer does not understand documentation and the cause for this problem can be either that the documentation quality is low (it is hard to understand), or the developer lacks skills to read documentation (e.g. language proficiency problem, etc.). We enter these causes as compound nodes because they can be further analyzed to identify why such problems are present. Further analysis of resulting nodes will lead to causes that are outside the scope of the development team (e.g. the cause for hiring a development team member that lacks skills to read the documentation) and further analysis of the node representing lack of traceability from design to implementation does not lead to any direct cause for it.

For the optimization of the resulting VCGs, we analyze the order of the sequences: for the sequence “copy of external data to internal buffer” and “use of non-adaptive buffers”, the decision on the use of non-adaptive buffers is made after the decision to copy data; for the sequence “use of C-like strings” and “copy of external data into internal buffer”, the choice of

Figure 2-13: VCG of compound node, Iteration 2.

Figure 2-14: VCG of compound node, Iteration 3.
using the C language is made early in the development. We keep the current sequences as they are. Three nodes were converted to compound nodes during the analysis and this further optimizes the VCG.

The resulting VCG for the vulnerability with one expanded compound node is shown in Figure 2-15.

2.2.8 Discussion

We applied our modeling method to this and several other known vulnerabilities and we found that the results gave a much more detailed understanding of the vulnerability than available published sources. For example for CVE-2005-2558 we discovered that documentation problems can cause misunderstanding and might lead to buffer overflow in stack. This detailed understanding is vital when we attempt to improve the development process and to prevent similar vulnerabilities.

2.2.9 Empirical study

We empirically tested the generation of vulnerability modeling in collaboration with one of our industrial partners. The goal of this experiment was to determine if our proposed vulnerability modeling methodology could be applied consistently by software developers.
Our test took the form of a small empirical experiment, involving four subjects. The subjects were experienced developers: two programmers, one tester and one security officer with development experience. The subjects were part of a development team. We were interested in having our method tested by subjects with various expertises in the development team, so subjects were chosen based on this criterion.

The test started with giving a tutorial on the vulnerability modeling and example vulnerability (vulnerability A) was analyzed and modeled to help subjects get familiar with the modeling process. Then the subjects got the description of vulnerability B and they analyzed the vulnerability and modeled it based on their own analysis. Each subject then modeled someone else’s model and then the groups consisting of two subjects were formed to discuss the models of each group member and report one model for each group. We made a comparison of the models before and after validation by the groups and we also compared the models to the results of modeling performed by our research group.

The results of the experiment showed that software developers can use the method to model vulnerabilities with a small amount of training. Subjects had total agreement regarding causes in the design and coding phases and they came up with similar causes but there were some significant differences in naming the causes. The structure of the model varied before validation but after validation the structure was comparable to our modeling results. This shows that the validation phase is critical and perhaps more than one iteration should be recommended.

Our empirical test has shown that vulnerability modeling requires a mindset that is initially foreign for most developers: they tend to think in terms of fixing problems, rather than in terms of causes that lead to problems. This matches our own experience in developing our modeling process. We also realized that the names of causes should be made more consistent and the creation of taxonomy of causes should be considered as part of our future work. This empirical test validated our test method and we are planning to use a similar method to test the second step of S³P as well.

### 2.3 Identify cause mitigations

After modeling a vulnerability, mitigation techniques are identified to mitigate causes and block the vulnerability in question. This is the second step of S³P. The goal of this step is to determine possible software life cycle activities that would prevent vulnerability. This includes determining techniques for individual causes and composing them in a structure to show
how they should be combined and performed to address the causes and to prevent the vulnerability. Most current methods for software security typically recommend certain sets of activities without support for adapting them to the conditions of the users of them. Many of these recommendations are only applicable under certain conditions (product type or organizational structures) and have little or no support for evolution [12]. Our methodology in identifying cause mitigations is developed with consideration for this shortcoming of current solutions.

The input to identifying cause mitigation step is vulnerability cause graphs. Each cause in the VCG is analyzed individually and activities that can be performed during software development to mitigate these causes are identified. The results are presented in security activity graphs. SAG is a tree consisting of nodes that are logic gates or activities. Edges represent relationships between activities and gates. SAG is a representation of a predicate logic formula with activities for terms and gates for operators. The root of the SAG is representing the semantics of the entire SAG. Figure 2-16 shows visual representation elements of SAGs and Figure 2-17 shows an example SAG. According to Figure 2-17 cause $C$ can be mitigated by either performing activity $A_3$ or performing both of activities $A_2$ and $A_1$.

SAGs can be constructed manually or composed automatically from manually constructed SAGs. Manually constructed SAGs show how to prevent particular causes and the SAG of a vulnerability is computed automatically by combining the SAGs of each cause in the vulnerability’s VCG, based on the structure of the VCG. The SAG of a vulnerability can be very large and complex but the structure of SAGs supports automatic processing.

The SAGs may contain cause references, a type of node that abstracts the SAG for a cause. A simplified UML model of the SAG is shown in Figure 2-18. For example, for vulnerability $V$ in Figure 2-19 with two causes $A$ and $B$, the complete SAG is shown in Figure 2-20. Since the two causes $A$ and $B$ independently can cause the vulnerability, the SAGs of these causes are combined with an and gate expressing that both of the causes must be mitigated (an or gate must be used if cause A and B have built a sequence).
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<table>
<thead>
<tr>
<th>Visual representation</th>
<th>Model elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Simple activity</td>
</tr>
<tr>
<td>Name</td>
<td>Compound activity</td>
</tr>
<tr>
<td>Name</td>
<td>Root</td>
</tr>
<tr>
<td>Cause references</td>
<td>And gate</td>
</tr>
<tr>
<td>Figure 2-16: Visual representation of SAG.</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2-17: A security activity graph for a cause.

Figure 2-18: UML model for Basic SAGs.
The structure of SAG is called graph rather than tree because it can be visualized as a directed acyclic graph in which duplicated sub-trees have been merged. This can help to reduce the visual complexity of the SAG.

![Diagram of SAG](image)

**Figure 2-19: Example vulnerability and SAGs of individual causes.**

The algorithm for automatic composition of SAGs is as follows:

1. The SAG for a simple node is the combination of mitigation techniques that address the cause that the node represents (mitigation techniques are combined by **and** and **or** gates to show how they should be applied).

2. The SAG for a compound node is the SAG for the exit node of the VCG modeling the compound node.

3. The SAG for a conjunction node is the SAGs for the nodes in the conjunction connected by an **or** gate.

4. To construct the SAG for the exit node in a VCG:
   a. Set the node as the start point.
   b. Create the SAG of its direct predecessor according to the steps 1, 2, or 3 and set this SAG as the basic SAG.
   c. Set the visited direct predecessor as the start node and repeat step b and connect the resulting SAG to the basic SAG with an **or** gate.
   d. Repeat steps b and c until there is no predecessor for the start point.

---

4 The algorithm in Python-esque notation can be found in [12].
2.3.1 Security activities

SAGs contain security activities and security activities represent security-related software life cycle activities. These activities are selected and performed during the software development process to prevent vulnerabilities.

![Figure 2-20: Complete SAG for vulnerability V.](image)

“Make all design objects identifiable” and “specify overall security policy” are examples of security activities. Every security activity contains information required to implement it and verify the implementation, and some constraints that might be faced when it is performed. Two kinds of activities are supported in our method: simple and compound. A simple activity is a natural language description of an activity and a compound activity refers to another SAG.

**Implementation procedure**

The implementation procedure of an activity is a detailed description of how the activity is implemented and if it should be expressed using a natural language (simple activity) or by a SAG (compound activity). Compound activities are mainly used to express the activities that can be performed in more than one way. Compound activities also create abstraction of complex activities and support reuse of part of complex activities in other SAGs.

**Verification procedure**

The purpose of this procedure is to verify that the implementation procedures was successful. The verification procedure can be expressed both in natural language and in form of SAG. Using SAGs for verification procedure means alternative ways can be used to verify the activity. The
verification procedure is not always required. For example, compound activities may transfer verification to constituent activities, and the constituent activities of a verification procedure expressed by a SAG typically lack a verification procedure.

2.3.2 Activity constraints

Activity constrains model relationships between activities called *inter-activity constraints* or between activities and the world called *external constraints*. The types of activities we have faced so far are dependency and ordering constraints (inter-activity constrains) and applicability constrains (external constraints).

**Dependency constraints**

Dependency constrains refer to the situation when for activity $A$ to be successful activity $B$ must be also performed. This constraint is satisfied if activity $A$ is not performed or if both of activities $A$ and $B$ are performed. For example, the activities $A$ and $B$ can be connected via an *and* gate or activity $A$ can be extended to contain the content of activity $B$. Sometimes dependent activities should be performed in different phases and there is a need for verification procedure to ensure that the activity is actually performed as intended.

**Ordering constrains**

If, when activity $A$ and $B$ are both performed, activity $A$ should be performed before $B$, then there is an ordering constraint. This constraint is satisfied if none of activities $A$ and $B$ is performed or $A$ is performed before $B$. Ordering constraints are not modeled in the SAGs, as the SAG models the information about which activities to be performed not how they should be composed to form a process component. The ordering constraints might be mentioned in the description of simple activities.

**Applicability constraints**

The applicability constrains refer to situations when a specific tool or expertise is needed to perform an activity.

2.3.3 The semantic value of SAGs

The semantic function of a SAG is a function of Boolean variables that return true when activities are implemented in the software life cycle to prevent the vulnerability associated with the SAG. The semantic values are computed as follows [12]:
The semantic value of the root equals the semantic value of its child.

The semantic value of an and gate is the conjunction of the semantic values of its predecessors.

The semantic value of an or gate is the disjunction of the semantic values of its predecessors.

The semantic value of an activity is a variable, which is true iff the activity is implemented.

For example the semantic value of the SAG in Figure 2-20, with $V$ denoting vulnerability, $B(V)$ denoting the semantic function, $A_1$ denoting activity $A_1$ and so on is: $B(V) = (A_5 \lor A_3) \land (A_4 \land (A_1 \lor A_5))$.

### 2.3.4 Security activity graph construction

Security activity graph construction starts with the analysis of the individual causes identified in the vulnerability modeling step. The analysis process is called cause mitigation analysis and each cause is analyzed to determine how it can be mitigated. Determining how to mitigate a cause is a creative process, and relies on the experience of the analyst. Security know-how and best practices are used in this stage to define the security activities. The process of cause mitigation analysis consists of following steps:

1. **Determine immediate activities:** The activities that directly address the cause are identified. The following questions help us to perform this step:
   a. What best practices are known to eliminate this cause?
   b. What activities could eliminate this cause if performed during requirement analysis, design, implementation, and deployment?
   c. What activities related to the organization and overall environment can eliminate this cause?

   Depending on the type of cause, some of these questions will not have any answers. For example, a cause that is strongly related to the implementation may not have related activities in the requirement phase.

---

5 The algorithm that computes the semantic function of a SAG can be found in Python-esque notation in [12].
2. **Determine supporting activities:** Supporting activities are those that are required for successfully implementing an activity. These activities are either dictated by the current cause or must always be performed together with the current immediate activity. The supporting activities are attached to the activities they support, via an and gate.

3. **Break down complex activities:** Every new activity entered in SAG is examined to determine if it should be a simple or compound activity. An activity is compound if:
   
   a. There are steps of the activity that belong to different development phases.
   
   b. There are steps in implementation of the activity that require different verification processes.
   
   c. There are options for implementing the activity.
   
   d. The implementation of the activity contains reusable parts that could be used in the implementation of other activities.

4. **Define the verification procedure:** For each new activity, an analysis is performed to determine how it can be verified that the implementation was successful.

5. **Account for detection method:** The cause is analyzed to determine how it can be detected. This cannot be used for prevention of the cause but can be used in verifying the activities and can indirectly lead to prevention of other causes. The following questions help us to perform this step:
   
   a. What best practices are known to detect this cause?
   
   b. What activities could detect this cause during requirement analysis, design, implementation, testing, and deployment?
   
   c. How can the organization and overall environment be designed to promote detecting this cause?

6. **Cull inappropriate activities:** We need to identify the activities that have effects beyond addressing the current cause (e.g. “Use Java” for a cause like “Use of unsafe function for string copying”). We should also identify the activities that address the conditions that the current cause leads to instead of addressing the current cause. Such activities should be accounted for as part of the SAG associated with some cause in the current VCG. If no suitable
SAG is found, the current VCG should be reviewed to see if it is complete.

7. **Iterate**: All steps are iterated until no more changes are made to the SAG.

### 2.3.5 Case study, SAG

We have applied techniques for developing security activity graphs to CVE-2005-2558. Based on the VCG of this vulnerability in Figure 2-15, we have analyzed each cause and determined the mitigation techniques.

#### Missing range check

Range check is not performed when copying the name of user-defined function into the fixed-size buffer and resulting in a buffer overflow. The SAG for this cause is shown in Figure 2-21. We performed following steps to construct this SAG:

1. Range check when copying into fixed-size buffer is recommended as a best practice [22]. Immediate activities that can mitigate this cause include managing the size of the buffer either by allocating the buffer after size calculation or checking its size before copying and also ensuring that range check is actually implemented before each copy action. These activities are performed during implementation.
2. We have not identified any supporting activity.
3. The identified activities are simple.
4. Any copy action to the fixed-size buffer needs to be checked to verify that range check is implemented.

![Figure 2-21: The SAG for missing range check cause.](image)

#### Use of unsafe function for string copying

MySQL uses `strmov` which is very similar to the standard C function `strcpy`. We perform cause mitigation analysis and identify that:
1. This cause can be mitigated by replacing all occurrence of `strmov` with a safe function e.g. `strlcpy` or `strncpy`.
2. The alternatives for replacing the unsafe function are complex activities and we introduce them as compound activities.
3. We also identify supporting activity to ensure that replacing of `strmov` is successfully implemented.
4. We also need the verification procedure to ensure that `strmov` is never re-introduced. The verification procedure is shown in Figure 2-23.

The SAG for this cause and the SAGs of its compound activities are shown in Figure 2-22.

![Figure 2-22: The SAG for use of unsafe function for string copying.](image)

**Use of non-adaptive buffers**
The buffer used for copying the name of user-defined functions is a fixed-size buffer and does not adapt to the amount of data. Figure 2-24 shows the results of cause mitigation analysis for this cause.

**Copy of external data to internal buffer**
Data supplied by, or influenced by a source outside the program is copied into a buffer and this copy is performed improperly. The SAG for this cause is shown in Figure 2-25.

**Use of C-like strings**
C-like strings do not contain a representation of their length and this might cause problems if they are not handled properly especially when copying. The SAG for this cause is shown in Figure 2-26.
Wrong source size is used

“Wrong source size is used” is a compound activity and its SAG is shown in Figure 2-27. Since the cause “hard to understand documentation” and “developer lacks skill to read documentation” are compound causes and need further analysis, we enter cause references instead of their SAGs. The activities to mitigate these causes are not performed during software development and are related to the qualification of the development team members. These activities will vary depending on the structures of the organizations and their policy when employing new development team members.

![Figure 2-23: Verification procedure for not using strmov.](image)

The complete SAG of CVE-2005-2558 can be composed of the SAGs that we presented here (see 2.3). The full SAG shows which activities must be combined to prevent the vulnerability. In this particular case, using a safe function or a good string library would prevent vulnerability. If these options are not accepted then the SAG shows all possible alternative activities.

![Figure 2-24: The SAG for use of non-adaptive buffers.](image)

![Figure 2-25: The SAG for copy of external data to internal buffers.](image)
2.4 Vulnerability analysis database

All information gathered during “model vulnerability” and “identifying cause mitigations” steps is entered into a shared repository called Vulnerability Analysis Database (VAD). The VAD ensures that all uses of same cause, VCG, and SAG are linked; provides search mechanisms to support analysis reuse; and contains documentation needed to use our models. This database is an essential tool for effective practical application of S3P. The VAD contains five major sets of data:

- **Vulnerabilities:** Information including ID, summary, full description of the vulnerability and an in-depth analysis of the vulnerability are available for each vulnerability. The possible references to external resources are also presented in VAD. Figure 2-28 shows a screenshot of the interface that users see when entering information about a new vulnerability.
Causes: Every cause has a title and ID, a brief summary and an in-depth description. There is also a code example and references to the vulnerability that cause might produce. Each cause is also linked to the SAG that presents the activities to mitigate the cause.

Security activity: Every activity has an ID, a title, an implementation procedure, a verification procedure, and a set of constraints, also an assigned cost.

Vulnerability cause graph: VCGs are linked to the vulnerability they present and the causes they contain.

Security activity graphs: Every SAG has an ID. The SAG is linked to the cause it mitigates, and the activities that it contains.

2.5 Define process components

The third step in S³P is the process of selecting activities from a set of security activity graphs. Activities are selected that are suitable to the product, development process, and organization. To accomplish this, activities are assigned costs, and a set of activities with best cost is selected. The cost of an activity depends on different factors including how it fits to the development process, staff, product, and organization. For example, the cost of training staff for performing an activity affects the cost of the
activity. An activity that the staff already know how to perform is cheaper (from a training point of view) than one that requires staff training.

Performing the selected activities during software development process satisfies the semantic function of the corresponding SAG. Finding a set of activities that satisfies the semantic function is trivial but finding a good solution is difficult. The process of assigning costs to activities and selecting a set of suitable activities is ongoing work and we are currently in the process of specifying the selection method. Further complicating matters is that sometimes the combination of certain activities is less expensive than the sum of their costs, and we also need to consider possible conflicts between activities that can affect the cost of an activity.

Note that such constraints will make the task of activity selection more difficult and we will work on this issue in our future work. These constraints are present in the SAG and are related to the development organization that performs the activity selection. Figure 2-29 shows the summarized structure and content of S3P as presented in this chapter.

![Figure 2-29: The structure of S3P.](image)

### 2.6 Tool support

Tool support can help the effective application of S3P. To support the initial analysis process that precedes vulnerability modeling, tools like source code checking tools are useful. It depends on the development organization how these kinds of tools are provided for the development team. Visualization and model editing tools can be used for vulnerability modeling and cause mitigation analysis.

Tool support for S3P includes tools to aid the software development process as well. The static code analysis tools help S3P during analysis and
also in verification procedures of security activities. These tools can evolve by taking advantage of the information provided by vulnerability modeling.
Chapter 3
Security Plug-in for OpenUP/Basic

S³P is designed to be process agnostic and is introduced into the software development process as a process plug-in. In software engineering, plug-ins are modules that add specific features to software or a service. The idea behind a process plug-in is to tailor new components into processes to better fit the needs of an enterprise. Process plug-ins support modifications to activities, roles, and other components of a process for software process improvements. Moreover, new components may be added by plug-ins to support missing features of a development process. Examples of plug-ins are a plug-in for handling capacity requirements in the OpenUP/Basic process [9] and IBM’s process plug-in that extends the Rational Unified Process (RUP) to support requirements quality assurance [4].

This chapter presents a prototype of the process plug-in to introduce security into the OpenUP/basic development process. This security plug-in is our first step in deploying S³P in a real software development process. We first present key issues that must be considered when developing the security plug-in and then we present the security plug-in for OpenUP/Basic.

3.1 The security plug-in

The typical scenario for using S³P in a software development process may contain the following steps:

1. Security problems and vulnerabilities are found and documented during the software development process.
2. The problems to be addressed are selected.
3. The selected problems are used to create the input document to S³P.
4. The steps of S³P are performed.
5. The process components resulting from S³P are defined based on the software development process.
6. The process components are introduced into the development process.

Considering these steps, the security plug-in must provide information about modifications to the software development process, including the interactions between S³P and the development process, and staffing issues.

3.1.1 Identifying security problems

Currently S³P does not mandate a particular process for identifying security problems during the software development process. However, detection methods identified when constructing SAGs are introduced in the form of process components to prevent recurrence of the vulnerabilities.

After identifying security problems, a risk analysis must be performed to determine the associated risks to each problem. This is required for prioritizing the security problems to be analyzed by S³P. The risk analysis step is not part of S³P and it is a requirement for the software development process to support this risk analysis.

3.1.2 Interactions between S³P and the development process

The vulnerabilities or potential vulnerabilities, and problems uncovered (and possibly fixed) during development must be used to create inputs to S³P. Since the first stage in S³P is the in-depth analysis of the vulnerability, a simple problem description is sufficient as the input. We call these reports Security reports. S³P will be initiated and run whenever a security report is created. It depends on the development organization how often S³P is performed (e.g. for each security report or after creating several security reports). These reports are generated in all phases of development and shouldn’t be limited to test or maintenance phases.

Note that if there is no security problem identified to create the security report, a potential starting point for the use of S³P is to obtain the VAD with data on publicly known vulnerabilities, identify relevant vulnerabilities in the VAD and create process components that need to be introduced into the development process to prevent the vulnerabilities.
In addition to reporting the problems during development, security reports should be created when [11]:

1. A known vulnerability reoccurs; this indicates that the existing vulnerability or activity models are incomplete.
2. New mitigation techniques become known; in this case all existing models should be revisited to include the new mitigation technique.
3. An existing mitigation technique changes; in this case all models containing the mitigation technique need to be reviewed.
4. A new risk is identified or a known risk changes; new vulnerability models may be created to model potential vulnerabilities implied by the risk.
5. The criteria that influence process component definition changes (e.g. development process, staffing, or some other basis for cost assignment).

Figure 3-1 shows examples of descriptions that can be included in a security report. In some of the cases, there is no need to perform all steps of S3P. For example in the case of changes in the criteria for defining process components, the iteration will contain only the last step performed to re-select the activities.

Security Report,
Reported by: Designer
Date: 2007-09-10
There is ambiguity in the behavior of mprotect() function. It seems that it should be used to switch the write permission on and off to a readonly segment of the shared memory. Why do we attach readonly to this segment at first place?
Reported by: Project manager
Date: 2007-09-11
The static analysis tool AAA is available now for development team. The VAD needs to be updated in this regard.

Figure 3-1: A security report.

The results of S3P are selected activities and it depends on the structure of the development process what kind of process components should be created to introduce these activities into the development process. For example Security checklist can be created containing activities selected from SAGs. Activities in the security checklist must be included in the software
development process as routines the development team always follows. For example, activities represented by Figure 3-2 are a checklist of security activities that prevent security problems resulting from an inadequately low memory response in combination to unsafe use of malloc. Depending on the organization and the development process these tags might be different (e.g. referring to the role that performs the activity, not the phase in which activity is performed). The general view of the interaction between $S^3P$ and the development process, with security reports as input and a security checklist as output is shown in Figure 3-3. This figure shows one iteration of the interaction.

Note that training might be required to successfully perform some security activities defined in the security checklist.

![Security checklist](image)

**Figure 3-2: Example page of a security checklist.**

### 3.1.3 Staffing

All members of the development team can create security reports. Then at least two individuals are required to perform the steps of $S^3P$ (two or more individual are required to perform model validation). These two individuals are trained in vulnerability modeling and cause mitigation identification [11]. Based on our experience from our empirical test of vulnerability modeling (see 2.2.9), the more experience individuals have, the more varied the causes they identify. We recommend that one of the individuals in the team performing $S^3P$ steps is a senior developer with experience from all phases of software development.

Since process components are used to improve the development process, the team responsible for $S^3P$ must be supported by an individual or team with the mandate to alter the development process. This individual or team is a good candidate for ownership of the overall process [11]. We call this role Security Auditor (or security auditor team).
3.2 Security plug-in for OpenUP/Basic

OpenUP/Basic is an open source software development process that takes an agile approach to software development. OpenUP/Basic targets small teams of 3-6 people with 3-6 months of development effort and preserves essential characteristics of the Rational Unified Process (RUP), e.g. iterative development and risk management. We have worked with version 0.9 of OpenUP/Basic. OpenUP/Basic provides an approach to assigning tasks and responsibilities within a development organization. These tasks and responsibilities based on OpenUP/Basic are described in two dimensions: the time dimension that shows the dynamic aspect of the process, and the content dimension that shows the static aspect of the process.

The static aspect describes what OpenUP/Basic contains in terms of modeling elements: artifacts, tasks, roles and workflows. Roles refer to responsibilities (stakeholder, analyst, architect, developer, tester and project manager). Tasks refer to activities to be performed by roles and workflows are sequences of tasks. Roles perform tasks that consume and produce artifacts and workflows define which tasks should be performed and when. For example, the task Create test cases develops test data for the requirements to be tested, and is performed by tester. The input to this task is the use case artifact that captures the sequence of actions and the behavior of a system from the perspective of the end user. The output of this task is a test case artifact, which is the specification of a set of test inputs and expected outputs. Tasks in OpenUP/Basic are organized into six disciplines (requirements; configuration and change management; project management;
analysis and design; implementation and test). Five domains organize the artifacts of OpenUP/Basic (architecture, development, project management, requirements, and test).

The dynamic aspect describes how OpenUP/Basic is performed over time, in terms of cycles, phases, iterations and milestones. Phases are: inception, elaboration, construction, and transition. Each of these phases consists of a number of activities. The activities show the tasks and their sequences. More information about the structure of OpenUP/Basic can be found in the Appendix A.

OpenUP/Basic has not been developed for secure development, although its aim is to deploy software development best practices such as iterative and incremental development. Tests focus on attributes of stated requirements for the developed product including integrity (resistance to failure), ability to be installed and executed on different platforms, and ability to handle many requests simultaneously. To achieve these kinds of goals different type of tests are developed such as a function test, security test, integrity test and stress test. The security test focuses on ensuring the data related to the product are accessible only to those actors for which they are intended, and relies on the expertise of the developers in designing such tests.

Testing cannot prove the absence of vulnerabilities in software because testers can apply only limited numbers of tests [60]. In order to build security into a system, security testing needs to be coupled with other security activities performed throughout the software development life cycle to effectively validate design assumptions, and to discover vulnerabilities and implementation issues that may lead to vulnerabilities.

We developed the security plug-in as an extension to OpenUP/Basic to run S3P and to use its results during software development. This plug-in introduces modifications to the OpenUP/Basic dynamic and static aspects: Security Domain and Security Discipline extend the static aspect of OpenUP/Basic and introduce modifications to roles, tasks and artifacts; the Security Iteration extends the dynamic aspect, and shows how the new roles, tasks, and artifacts are used to support security. According to our scenario in 3.1, when security problems or potential vulnerabilities are discovered, they need to be reported in security reports. Analyst, architect and developer are responsible for reporting problems such as ambiguities in the specification of requirements, conflicts between requirements from a security point of view, problems encountered during architecture design and the results of developer tests. The security iteration consists of the tasks and artifacts required for performing the three steps of S3P and security reports are used for initiating
a security iteration and as inputs to this iteration. Figure 3-4 shows the overview of workflow for initiating the security iteration.

![Diagram of workflow for security iteration](image)

*Figure 3-4: The overview of workflow for security iteration.*

We have designed the security plug-in as a method plug-in\(^6\) in the Eclipse Process Framework (EPF) [20]. In this framework the elements like artifacts, tasks, roles, and capability patterns related to the plug-in are created and introduced to development processes. “Method content variability” is used in EPF when introducing new elements in a plug-in. According to the method content variability, the new element can contribute to, extend, or replace and existing element:

- **Contributes:** A new element contributes to an existing (base) element and the resulting element is the combination of the element.
- **Extends:** A new element inherits attribute values of an existing (base) element and also can have its own additional attribute values.
- **Replace:** A new element replaces an existing (base) element.

In addition to these content variability alternatives, “Not applicable” can be selected when a new element is created without connection to any other element. For example, the task “Report the issues discovered in developer test” in the security plug-in contributes to the “Implement developer test” task of OpenUP/Basic.

The *Security Team* is responsible for performing the security iteration. We introduce two roles in the security team and these roles extend two existing roles in OpenUP/Basic:

---

\(^6\) In Eclipse Process Framework the content of a plug-in is organized in method plug-ins [20].
• **Security auditor:** The owner of the security iteration and the primary performer of S3P tasks. This role extends the project manager role.

• **Developer:** The person in this role is a developer and a member of the security team and, together with the security auditor, performs security tasks. This role contributes to the developer role of OpenUP/Basic.

Figure 3-5 and Figure 3-6 show security auditor and developer roles, the related artifacts and related tasks. The symbols used for tasks (pentagon) and artifacts (rectangles) in these figures are the same as symbols used in EPF.

![Figure 3-5: The security auditor.](image)

![Figure 3-6: The security developer.](image)

### 3.2.1 Security domain

Security reports, the results of performing initial analysis in vulnerability modeling, vulnerability cause graphs, and security activity graphs are the artifacts used for initiating and performing the security iteration. Checklists
are used in OpenUP/Basic to identify a series of items that need to be completed or verified and the results of the security iteration are introduced into OpenUP/Basic in security checklist artifact (see 3.1.2). The workflow in Figure 3-7 shows how these artifacts are used.

![Figure 3-7: The workflow and artifacts in the security plug-in.](image)

### 3.2.2 Security discipline

This discipline contains tasks for initiating and performing the security iteration and the task that supports the use of the results. In order to initiate a security iteration the security reports must be created and the tasks to create these reports must be defined in the plug-in. The tasks performed in a security iteration are defined based on the three steps of S^3^P and:

- **Report security issues in requirements, report inconsistencies in design, and report issues discovered in developer test** are tasks related to reporting potential vulnerabilities and problems and creating security reports.

- **Report new risk, new mitigation and change in criteria**: This task is for creating the security report whenever there is a need for revisiting the models (see 3.1.2).

- **Model vulnerability**: This task is the first step, in which S^3^P identifies the causes that might lead to vulnerability. The result is in the form of vulnerability cause graphs.
• **Identify mitigation techniques:** This task is the second step of S^3P, identifies the cause mitigations. The output is in the form of security activity graphs.

• **Define the activities to perform:** This task is the last step of S^3P, to select activities to be performed during development, the output is the list of activities that should be used to create security checklist.

• **Create-update security checklist:** After selecting activities, those activities that should be introduced as process improvements are used to update the security checklists.

The security plug-in extensions to OpenUP/Basic are presented in Table 3-1 and Figure 3-8 shows the organization of contents for Secure OpenUP/Basic (OpenUP/Basic after introducing the security plug-in).

<table>
<thead>
<tr>
<th>Modified roles</th>
<th>New tasks (Security Discipline)</th>
<th>New artifacts (Security Domain)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security auditor: Project manager with extended responsibilities</td>
<td>- Report security issues in requirements, design and developer test</td>
<td>- Initial analysis results</td>
</tr>
<tr>
<td>Security developer: Developer to assist the security auditor</td>
<td>- Model vulnerability</td>
<td>- VCG</td>
</tr>
<tr>
<td>Analyst, architect and developer to report security issues</td>
<td>- Identify cause mitigations</td>
<td>- SAG</td>
</tr>
<tr>
<td></td>
<td>- Define activities to perform</td>
<td>- Security checklist</td>
</tr>
<tr>
<td></td>
<td>- Update security checklist</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Report new risk, new mitigation techniques</td>
<td></td>
</tr>
</tbody>
</table>

*Table 3-1: Extensions to OpenUP/Basic.*

**3.2.3 Case study, the security plug-in**

We assume that CVE-2005-2558 has been identified during the test of the MySQL 4.0.24 (e.g. one of the testers realized that `strmov` behaves similarly to `strcpy`, which is an unsafe function) and is reported by the security report.
in Figure 3-9. This security report is input to security iteration. The security team performs “model vulnerability” task and the results are the initial analysis and VCGs (see 2.2.6, 2.2.7). Then VCGs are used to perform a “identify cause mitigations” task and the SAGs presented in section 2.3.5 are created. The complete SAG (see Figure 3-10) is used to select activities in “define process components” task.

The SAG shows that the use of safe functions for copying data would be sufficient to prevent the vulnerability. This is one of the alternatives and other options might be selected depending on the organization’s preference. The knowledge about the vulnerability and the results of each of these tasks

---

7 This SAG is simplified: sub-trees are eliminated and cause references are shown for four of the causes.
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are entered into VAD, and the security checklist is updated to include the selected activities (see Figure 3-11). The activities in the security checklist must be performed during implementation (by developer role in OpenUP/Basic).

Figure 3-10: Complete SAG for CVE-2005-2558.

Figure 3-11: Security checklist to prevent CVE-2005-2558.

3.3 Evaluation of the security plug-in

We evaluated the application and adoption of the security plug-in in collaboration with one of our industrial partners. The goal of this evaluation
was to gather knowledge about the advantages and disadvantages of deploying the plug-in, its adoptability, and an estimation of time and effort required for its deployment.

We have used a questionnaire to ask experienced development team members about how the security plug-in would fit into a development process and how much value it adds to the development process after incorporation. We used “Goal-Question-Metric” [6] to design the questionnaire and to conduct the evaluation.

3.3.1 Goal-Question-Metric

The Goal-Question-Metric (GQM) paradigm is a mechanism for defining and interpreting software measurements [6]. It combines models of an object of study e.g. process, product, and one or more focuses, e.g. models aimed at viewing the object of study and studies the particular characteristics of the object. This study can be done for any purpose e.g. characterization, evaluation, prediction, motivation, improvement, etc.

Applying GQM involves:

1. Developing a set of goals,
2. Generating questions that define those goals as completely as possible in a quantifiable way,
3. Specifying measures that needed to be collected to answer those questions,
4. Developing a mechanisms for data collection, and
5. Collecting, validating and analyzing the data in real-time to provide feedback for corrective actions.

Goals may be defined for any object, for a variety of reasons, with respect to various models of quality, from various points of view. The goal is defined by filling a set of values for the various parameters in the template [6]. The template parameters are: purpose (what object and why), perspective (what aspect and who), and the environmental characteristics (where).

We are interested in the underlined template parameters for our evaluation:

**Purpose:**
Analyze some
(object: processes, products, other experience models)
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for the purpose of
(why: characterization, evaluation, prediction, motivation, improvement)

**Perspective:**
with respect to
(focus: cost, correctness, defect removal, changes, process context, adherent, resulted product, …)
from the point of view of
(who: user, customer, manager, developer, corporation, …)

**Environment:**
in the following context
(problem factors, people factors, resource factors, process factors, …)

In our case, we analyze Secure Open/UP/Basic for the purpose of evaluation, with respect to cost, process context, adherent and resulting product, from the point of view of the manager and development team. The model of the object is “the software development process” and the model of perspective of interest is “producing secure software”.

Different sets of guidelines exist for different objects of study to apply GQM. Based on these guidelines for each process under study, there are three major areas that need to be addressed: definition of the process, definition of the quality of perspectives of interest, and feedback from using this process relative to the quality perspective of interest. Definition of the process includes questions related to:

- Process conformance (an assessment of how well the process is performed), and
- Domain conformance (an analysis of the process performer’s knowledge concerning the object).

Quality of perspective of interest is related to the validity of the model for the particular environment, and the validity of the data collected. Feedback includes questions related to improving the process and things learned with regard to process.

In GQM paradigm, metrics for process measurements are collected from the activities used in the process. Examples include cost and quality. Cost includes the measures of any resource used e.g. staff months, computer time, calendar time, etc. Quality measures include examples like reliability, ease of change, etc.
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Based on these guidelines and information about GQM, we developed a questionnaire to evaluate our plug-in. There were three participants: one project manager and two development team members received a tutorial to get started with OpenUP/Basic and the security plug-in. The assumption is that the participants are acquainted with OpenUP/Basic and the security plug-in when answering the questionnaire.

3.3.2 Questionnaire

The questionnaire consists of three sections: process conformance questions, domain conformance questions and feedback. Process conformance questions target the characterization of S3P and the security plug-in. Domain conformance questions aim at the analysis of the evaluation participant’s knowledge concerning software development.

**Process conformance questions:**

1. Do you think that applying the security plug-in (as an example plug-in based on S3P) is important?
   a. Not very important but it may be applied to some products.
   b. Important and should be applied to most products.
   c. Extremely important, part of the essence of the development process (all products).
   d. Critical, without the security plug-in the product will be insecure.

2. The security plug-in shows the details about how it can be adapted to OpenUP/Basic. Based on these details, what is your estimate of the cost of deploying the security plug-in if you were using OpenUP/Basic in your organization?
   
   **Training**
   a. A large amount of time needs to be spent on training courses.
   b. A small amount of time needs to be spent in courses.
   c. Just using plug-in for self-training is enough.
   d. I can’t answer.

   **Staff-Months**
   a. All team members need to be heavily involved with the tasks of the security plug-in.
   b. Only the security team needs to be heavily involved with the tasks of the security plug-in.
c. The level of involvement of the development team is not important compared to the results gained by using the security plug-in.
d. Not possible to estimate before deployment.

Project Schedule
a. It is possible to adjust the time spent on each security iteration, based on project constraints.
b. It will not affect the schedule.
c. Whatever it takes to perform the security iteration, the results are so important that the cost will be acceptable.
d. It is not possible to estimate how much performing the security iteration will affect project schedule before using it. (Give comments if you choose this answer.)

3. How long does a normal iteration take in your organization and what is your estimation about the length of the security iteration?

4. How often do you think the security iteration will have to be run? (Answer by considering the experience of your development team in reporting potential vulnerabilities or problems.)

5. Estimate the staff-time required for each of the following tasks:
   - Creating security report
   - Creating and updating security checklists
   - Vulnerability modeling
   - Identifying mitigation techniques
   - Using security checklists

6. Do you think that there may be principles or issues related to the security plug-in that will not be completely accepted by development team to perform?

7. Do you think that the development team in your organization can create security reports based on the currently available problem reports (before deployment of the security plug-in in your organization)?

8. How closely you think your team will follow the principles and practices related to the security plug-in? Answer on a scale of 1-5, (5 means completely following the principles and 1 not following at all).

9. Do you see any significant problems that may hinder the deployment of the security plug-in?
10. Do you think that your development team supports the use of security checklist?

**Domain conformance questions:**
1. What kind of products does your organization develop?
2. What is your team size?
3. What is your role in the organization?
4. How familiar are you with the OpenUP/Basic (or RUP) development process model and concepts? Answer on a scale of 1-5, (5 means completely confident and 1 no familiarity).
5. How much do you think S³P will help you address security requirements? Answer on a scale of 1-5, (5 means completely addressing, and 1 not at all addressing). Please comment on your answer.
6. How much do you think the use of S³P may influence customer satisfaction? Answer on a scale of 1-5, (5 means influence a lot, and 1 no influence at all). Please comment on your answer.
7. How much are security handbooks used by your development team?
   a. Not at all.
   b. Used for some products.
   c. Used for most products.
   d. Essential to the development process

**Feedback:**
1. What are your suggestions to refine S³P?
2. Do you think the interface for the plug-in was usable for you to get required information about S³P?
3. Do you think that OpenUP/Basic helped you to get the idea of the deployment of S³P in an organization?
4. What parts of S³P you think need to be automated?
5. How much time did it take for you to answer to this questionnaire?

**3.4 Discussion**

The detailed answers to the questionnaire are summarized in Appendix B and we present an overview of the evaluation result here. The subjects in the evaluation were three development team members: a system and software
engineer, a developer, and a project manager. The subjects are familiar with
the principles of the OpenUP/Basic process and used the published web
pages for the security plug-in to get familiar with it. The organization
develops embedded systems, PC applications and communication products.

Results of the evaluation show that the subjects see the deployment of the
security plug-in as a way to improve the security of the software products
and two subjects even see it as an important method to be used in
development of most of the software products. According to the subjects the
security plug-in can be applied by the development team after a reasonable
amount of training and the staff-months required for applying the plug-in
cannot be estimated before deployment; however, only the security team will
be heavily involved with the security iteration. Subjects state that when
deploying the security plug-in it is possible to adjust the time spent on
security iterations, based on the constraints of every project. Also deploying
the plug-in would improve customer satisfaction.

Checklists are already used in the organization for some of the
development activities but in order to ensure the proper use of security
checklists a process is needed to manage and update the checklists. The
frequency and length of the security iteration and each of its tasks depend on
how many vulnerabilities are addressed in each security iteration and how
often in the project’s lifetime this iteration is run. Subjects believes that
security reports can be created based on the current available problem
reports in their organization and development team members would more
and less follow the principles of the security plug-in.

According to the evaluation, the provided EPF-based interface has the
quality required to assist the development team.

There are also several questions asked during this evaluation that need to
be answered in future work:

- How can the security plug-in be integrated with security solutions
  already in use in the organization (e.g. Common Criteria)?
- Is there a way to export security reports to Common Criteria for
  tracking?
- Why isn’t the security plug-in used for all defects?
- How can S^P and the security plug-in be used to capture security
  requirements?
- How can we be sure that security checklist is followed?
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4.1 Software process improvement

According to the definition of ISO 15504 standards [25] a software process is “the process or the set of processes used by an organization or project to plan, manage, execute, monitor, and control its software related activities”. ISO 15504 further defines process improvements as an “actions taken to change an organization’s processes, so that they meet the organization’s business needs and achieve its business goals more effectively”. Based on this definition S³P is a software process improvement process for organizations where development of secure software is one of their business goals.

Various SPI methods have been suggested in the literature since the late 1980’s, to support the software development and software process improvements [7], [24]. These methods are classified to SPI management methods, software process best practices, measurement methods, product quality and knowledge management methods [28]. The purpose of management methods is to manage improvement initiatives. Software process best practices aim to improve software development processes using software development best practices. Measurement methods are used to determine the status of processes and products before and after applying improvement activities. Knowledge management methods aim to use the knowledge management principles to effectively share knowledge of software development. S³P shares the ideas of the management methods and software development best practices.
4.1.1 SPI management methods

The examples of SPI management methods are Total Quality Control Model (TQC) [24], Quality Improvement Paradigm (QIP) [7], and The IDEAL Model [28]. TQC and QIP use models similar to Deming’s cycle [18] and the IDEAL model is developed to support SW-CMM\(^8\) and aims at improving the management in strategic and tactical levels.

S\(^3\)P is similar to TQC in the way that they both start by analyzing the cause of the problems and visualizing the results of analysis in a graphical representation (VCG in S\(^3\)P and Ishikawa diagrams in TQC).

TQC is based on the Control Circle (refined version of Deming cycle). Figure 4-1 shows the structure of Control Circle. The TQC model starts by defining the improvement goals and then in the PLAN phase, the Cause and Effect Fishbone diagrams (known as Ishikawa diagrams) are used for collecting cause factors which may have an influence on implementing the quality characteristics. These diagrams are created in an analysis session and based on the opinion of people familiar with the development process in question. The results of these analysis sessions are used to plan actions to improve the process.

![Figure 4-1: Control Circle [28.]](image)

TQC does not support any specific process to identify and visualize the actions required for improving the process and it has no support for introducing these actions into the development process. The management improvement methods aim to improve the management of the process in

---

\(^8\) The capability maturity model for software from Software Engineering Institute. For more information see www.sei.cmu.edu/cmm.
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general and do not focus on a specific property of the resulting product e.g. security.

4.1.2 Software process best practices

Methods in this class are classified into two categories: assessment-based approaches and software process standards. Assessment-based approaches focus on assessing existing development process and compare the process with a specific reference process [28]. Examples of these methods are SEI Capability Maturity Model and ISO 15504 (SPICE) [19]. Software process standards take the software best practices and create standardized definitions for them, and then these standards are mandatory or recommended for process improvements. One example of these methods is ISO 9000-3 [26].

S³P uses these software process best practices and standards of software development in the form of activities in SAGs. The knowledge available in the VCGs and SAGs also help to find out about the benefits of applying a certain best practice and the consequences of not using it.

4.2 Experience-based approaches

Currently, most approaches to software security are based on experience. These approaches are either ad hoc application of best practices and techniques or processes specific solutions. Examples of ad hoc solutions are security best practices suggested by Howard [23], software security approach by McGraw [35] and Microsoft’s trustworthy computing security development life cycle [32]. Examples of process specific solutions are CLASP [48], and security for agile development processes [21], [49].

4.2.1 Security best practices

Howard defines the basic best practices that must be performed by a security team in the software development process. These practices are: security-focused development process goals, creating a central security team, education and raising awareness, understanding the adversary, using secure design practices, building secure code, security-focused events, performing security review and establishing a response process [23].

McGraw focuses on applying software security practices to various security artifacts [35]. For example, building abuse cases can help to identify the security requirements. Risk analysis should be applied during design to identify possible attacks on the system. External review is necessary and static analysis tools must be used to find implementation flaws. Risk-based
security testing is necessary and penetration testing is useful. Operations people should carefully monitor the system during use for security breaks. In this approach the artifacts are laid out according to traditional waterfall model, but it is possible to cycle through the steps more than once if the organization follows an iterative approach. Figure 4-2 shows how the security best practices are applied.

Although evidence clearly shows that these methods do prevent vulnerabilities, they typically have several drawbacks. One of the drawbacks is a lack of specificity. For example, Howard’s approach makes high-level recommendations without any practical guidance on how they are implemented. McGraw recommends a security review without specifying how this review should be performed and what the results of the review might be. In both of these approaches it is not clear which security problems are addressed by applying the practices and to what extent; if there are any alternatives to the practices; what the concrete benefits of the practices are and what the consequences of not applying one or more of them might be.

Many other proposals for security best practices have the same deficiencies. In our approach, the alternatives, benefits, and consequences of activities are presented by SAGs, VCGs, and the relationships between them. We also offer a flexible framework for selecting activities based on the needs of the organization.

The trustworthy computing security development life cycle is a process adopted by Microsoft for “development of software that needs to withstand malicious attack” [32]. The process is formed of a series of security activities. These activities are:

- The development of threat models during software design
- The use of static analysis code-scanning tools

Figure 4-2: Software security best practices applied to software artifacts [35].
The conduct of code reviews and security testing during a focused security push
The final security review by a team independent from the development group

The generally accepted development process in Microsoft is shown in Figure 4-3. The process has five milestones and although the figure shows a waterfall model, the process is spiral. Requirements and design are often revisited during implementation in response to changes.

Security principles listed by Microsoft are:
- Secure by design: The software should be designed and implement so it can resist attacks.
- Secure by default: Software’s default state should promote security to minimize the harm that attacks may cause.
- Secure in deployment: Tools and guidance should accompany software to help users to use it securely.
- Communications: Developers should be prepared for the discovery of the vulnerabilities and should communicate openly with the users.

Integrating security measures that support these principles results in the Secure Development Life cycle (SDL) process shown in Figure 4-4. In this process, during the requirements phase, the product team and central security team collaborate in planning the process and a security advisor advises the product team on security milestones. In the design phase the guidelines for security architecture and design are used, threat modeling (see 4.3.4) is conducted and documented. Then coding and testing standards are applied and static analysis tools are used in implementation. In the verification phase a security push that includes security code reviews is applied and security-focused testing is performed. In release phase, the software is subject to a
final security review and then is ready to be delivered. According to SDL, after deployment, the product team must be prepared to respond to newly discovered vulnerabilities in the software product.

SDL, like McGraw’s approach [35], recommends some best practices for each phase. It concentrates on threats and attacks as well, and performs threat modeling and defines the elements of the software attack surface. This process follows the high-level guidelines of Howard’s approach [23]. The experimental results at Microsoft show that the number of security bulletins released when SDL is used is significantly less than the number of bulletins when using the baseline process.

SDL is presented based on the baseline process of Microsoft and is a specific solution for a specific process, process model and organization. Integrating the security measures of SDL in other organizations requires the complete replacement of the development process. This is not always an accepted solution by organizations. SDL recommends security support for the maintenance phase but it is not clear how this support is performed and how new vulnerabilities are discovered and mitigated.

4.2.2 CLASP

CLASP [48] is Comprehensive, Lightweight Application Security Process which is designed as a security plug-in for RUP. CLASP is an activity centric approach containing twenty-four activities to be performed by software development team members. Figure 4-5 and Figure 4-6 show an example activity and example vulnerability respectively.

---

9 SWI in the requirement phase activities refers to Secure Windows Initiative team in Microsoft.
CLASP has a database that contains vulnerabilities categorized in sets of problem types: range and type errors, environmental problems, synchronization and timing errors, protocol errors, general logic errors and malware. The example vulnerability in Figure 4-6 is a range and type error.

While CLASP is a comprehensive and practical approach, it can only be used with RUP, while S3P supports any process and adapts to each user's needs. Security activities are limited to twenty four activities and possible alternatives or additional activities are not supported in this approach. The database of vulnerabilities in CLASP provides information about classes of vulnerabilities and general error types; in contrast we perform cause analysis in S3P to identify the causes of individual problems as well as common causes of classes of vulnerabilities.

### 4.2.3 Security for agile development processes

Agile software development processes such as extreme programming [8] and feature-driven development (FDD) [41] are of increasing interest in software development, especially for web applications [21]. Security for agile processes has been discussed in a few articles mostly focusing on adding security features in specific agile development processes. Ge et al. [21] presents an agile development method for secure web applications. In this approach, FDD is the baseline development process and security activities like risk analysis are integrated into this process. The goal of the
Authors is to design a development process that decreases the life cycle time, accepts frequent change of requirements, and, through risk analysis tasks and subtasks integrates security design throughout the development. The overall process then contains following tasks:

<table>
<thead>
<tr>
<th>Buffer underwrite</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overview</strong></td>
</tr>
<tr>
<td><strong>Consequences</strong></td>
</tr>
<tr>
<td><strong>Exposure period</strong></td>
</tr>
<tr>
<td><strong>Platform</strong></td>
</tr>
<tr>
<td><strong>Required resources</strong></td>
</tr>
<tr>
<td><strong>Severity</strong></td>
</tr>
<tr>
<td><strong>Likelihood of exploit</strong></td>
</tr>
<tr>
<td><strong>Avoidance and mitigation</strong></td>
</tr>
<tr>
<td><strong>Examples</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Related problems</strong></td>
</tr>
</tbody>
</table>

**Figure 4-6: One example from the root-cause database in CLASP.**

- Requirement analysis: The aim is to determine the needs and expectations of relevant stakeholders.
- Security policy decision: A set of rules, principles and practices that determines how security is implemented, defined and followed during the development.
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- Use case analysis: The purpose is to list a categorized list of features offered by the system, as well as a development plan.
- Content design: This is the major design activity, which is to design the structure and functionality of the system based on the features.
- Security risk analysis: the risk analysis is performed based on a risk model and the features in the system.
- Implementation: Finally the model of the features is implemented.

Figure 4-7 and Figure 4-8 show FDD and the secure web application development process based on FDD, respectively.

Figure 4-7: Description of FDD process.

This approach focuses on risk analysis as the main security feature in software development. Performing risk analysis is an important way to identify security flaws in design but developers need to know how to manage each particular risk and what the most cost-effective practice might be to address a certain risk. The development team should be aware of the problems and vulnerabilities that might be introduced to software and there is also a need for verifying that applying a particular set of practices has helped to control a particular risk.

One of the most important drawbacks that all the aforementioned approaches share is that they provide little or no support for evolution. For example, the evolution of CLASP is accomplished by waiting for the next revision of the manual. By continuously revising the vulnerabilities, their VCGs and SAGs, S'P and the security plug-in based on S'P evolves to meet new threats.
All the methods discussed here tend to be centered on best practices in one way or another. Our approach is not different in that respect: many security activities in our approach are best practices, and a thorough knowledge of best practices is essential to successfully identify cause mitigations.

According to Turner [56] the software best practices have little implementation in software projects because the answers to the following questions are unclear:

1. How much will the practice really cost?
2. What is the actual benefit of applying the best practice?
3. What environment is assumed?
4. Will the management buy-in the practice?
5. Can we really implement it?
6. What is the pedigree?
7. Does the practice provide immediate benefits?

Figure 4-8: Secure web application development process.
Our approach eliminates most of these obstacles in implementation of best practices, by clarifying the implementation procedure, the benefits of each practice, the cost of implementation, and the consequences of the activity.

4.3 Analysis of vulnerabilities

Our overall approach to software security is related to root cause analysis (RCA) [44] and defect causal analysis (DCA) [13]. The vulnerability modeling method presented in section 2.2 can be seen as a method for root cause analysis of security-related software failures.

4.3.1 Root cause analysis

RCA is a process for identifying the root causes of problems or events. Root cause in this process refers to the fundamental case, basis, or source from which the event or problem derives. The primary goal is to identify what happened, how it happened, why it happened, and the actions for preventing recurrence. The possible fields of application of RCA include project management, quality control, health and safety, business process improvement, change management, etc. In software engineering RCA can be used for defect analysis. The basic approach for using root cause analysis is:

- Define the problem
- Gather information and evidence
- Identify all issues and events that contributed to the problem
- Determine the root cause
- Identify recommendations for eliminating the recurrence of problems
- Implement the identified solutions

There are also several methodologies based on this basic approach such as the “5-why” analysis, change analysis, and Pareto analysis [44]. Defect causal analysis is a kind of root cause analysis based on Ishikawa diagrams and is derived from the quality management process (see 4.1.1). Cause-effect diagrams are used to visualize the causes of a problem in DCA. Figure 4-9 shows an example Ishikawa diagram with categories of plan, people, and policy.

Our method meets many of the requirements of a root cause analysis method. There are, however, some differences. We are concerned not only with what did cause the vulnerability, but with what might have caused the vulnerability. One of the reasons for this is that in many situations, there will not be sufficient evidence available to determine the actual causes.
Furthermore, RCA and DCA are typically most concerned with root causes, while we are equally concerned with contributing causes (e.g. through implementation-related, rather than design or requirements-related, activities).

**Figure 4-9: An example fishbone (Ishikawa) diagram.**

S³P supports a high degree of formalism in the representation of the analysis. This formalism is important for automation purposes when creating VCGs and SAGs. Although some RCA methods use a formal representation, it is not a general requirement, and we found Ishikawa diagrams very limited for supporting the required formalism.

### 4.3.2 Vulnerability repositories

Information about known vulnerabilities can already be found in several publicly available repositories or databases. The examples of these repositories are the web-based vulnerability database from Security Focus [47] and the related mailing list Bugtraq, and the Open Source Vulnerability database [40]. These databases provide descriptions and catalogs of publicly available vulnerabilities and information about possible exploits, the affected software products and released patches. They do not provide information about how vulnerabilities are caused or how they can be prevented. Vulnerability modeling in S³P is a complement to these efforts in the way that the in-depth analysis in vulnerability modeling provides understanding of the vulnerability and its causes. This information is used to prevent the vulnerability and to identify common causes of vulnerabilities to prevent similar problems.
4.3.3 Vulnerability classifications

There are several approaches to classifying software vulnerabilities. For example, Aslam et al. [5] define a classification of security faults in the UNIX operating system with two classes: coding faults, and emergent faults (improper installation of software). Another example is Krusl’s [29] approach that classifies vulnerabilities based on the assumptions that programmers make regarding the environment in which the software will be used. The classes are design flaws, environmental flaws, coding flaws and configuration flaws.

Vulnerability modeling could benefit from these classification efforts, as vulnerabilities in the same class are likely to have similar causes. Classification efforts might also benefit from vulnerability analysis, as vulnerabilities with similar causes are likely to be related in some way. The analysis of one form of buffer overflow vulnerability and example IP fragmentation vulnerability are published by Krusl et al. [30]. The analysis attempts to identify the characteristics of the vulnerabilities and the kinds of policy violations by their exploitation. This kind of information can be used during the initial step of vulnerability modeling, as it provides a thorough understanding of the vulnerability in question.

4.3.4 Threat modeling

Threat modeling [52], [57] is mainly performed during the design phase of development and the goal is to understand what kind of threats the software faces and how adversaries might try to attack the system. Threat modeling consists of following activities [57]:

1. Scoping the process: threat modeling of an entire product is too complex and realistic threat modeling can be performed on the components of the system. In order to threat model the individual components, it is possible to enumerate all dependencies and entry points and list manageable number of components or it is possible to perform a high-level analysis of each feature of the system and then combine the logically related features to get an overview of the threats of whole system.

2. Gathering background information to understand the software system: this information is entered into the threat-model document and this document assists the entire process.

3. Identifying the entry points to software like interfaces to other software, hardware and users: entry points represent interfaces...
with other software, hardware, and users. Any part of the system
that sends or receives data to or from an external entity is an entry
point.

4. Obtaining threats: after gathering all information about the system
a brainstorming session is arranged to enumerate all potential
threats.

5. Resolving threats: when potential threats are listed, a meeting
with the key stakeholders is scheduled and everyone in the meeting
agrees on the resolution of threats.

6. Following up: follow up is needed to track and verify the
assumptions made in previous steps and to consider changes.

Threat modeling is performed as part of Microsoft’s SDL (see 4.2.1).

4.3.5 Attack trees

Attack trees [45] model attacks against a system in a tree structure. The root
node in the tree represents the goal (a successful attack) and different ways
of achieving the goal is represented by leaf nodes. Attack trees can be used
in both requirements and design phases. A simple example attack tree is
shown in Figure 4-10.

```
Achieve remote access

/              /
Run buffer overflow attacks  Guess password
```

*Figure 4-10: An example attack tree.*

Threat modeling, attack trees, and vulnerability modeling aim at
improving the understanding of security issues so they can be dealt with
effectively. Vulnerability modeling models causes where the direct or
indirect actors are software developers. Threat modeling and attack trees
deal with the attacker’s behavior. All of these approaches aim at developing
an understanding of security problems and identifying countermeasures.
Chapter 5
Conclusions and future work

5.1 Conclusions

Security is rapidly becoming one of the most important issues in software engineering. Software security aims to reduce exposure to security incidents by reducing the number of vulnerabilities in software. In this thesis we have identified four problems related to the current status of software security (see 1.3) and we have presented our approach, which aims at addressing these problems:

1. Today, security is often an afterthought when developing software and most of the currently available mechanisms aim at software security after software is already built. We believe that security needs to be built into the software from the early phases of software development, and security-related activities need to be performed throughout the software life cycle. In order to accomplish this we present our approach that starts from the beginning of software life cycle and introduce security in a structured way. The security plug-in based on our approach systematically introduces security activities to the software development process.

2. Current approaches to software security are either process-specific solutions or they are mostly ad hoc applications of security best practices and it is difficult to say what vulnerabilities are prevented by applying a
certain set of these practices. S3P is a process-agnostic solution and can be introduced to both requirements-driven and agile processes by a security plug-in. VCGs and SAGs in S3P provides information about the costs and benefits of applying security best practices.

3. The problem with both process specific techniques and best practices is that none of these approaches evolve the development process to meet new threats. One of the properties of our security plug-in is that it supports the idea of sustainable security. It is designed to help its users continuously take care of new threats and vulnerabilities as they evolve.

4. We focus on analysis of vulnerabilities based on published knowledge about possible attacks and exploits against them to gain a detailed understanding of the causes of vulnerabilities. This use of available published data about vulnerabilities and attacks helps to identify common causes of vulnerabilities and to prevent a wide range of vulnerabilities and classes of vulnerabilities.

In addition, VCGs and SAGs can be used in other applications, such as process analysis and estimating risk of vulnerabilities. It can also be used to assess existing development processes.

In this thesis we presented a prototype of our security plug-in, which shows how S3P can be introduced to the OpenUP/Basic development process. In this prototype we focused on using the results of S3P in a development team. We did not discuss how these results might be used at an organizational level; however our case study (see 2.2.5 and 2.3.5) showed that S3P helps to identify the causes outside the development process (e.g. employing underqualified developers).

The process of developing the security plug-in for OpenUP/Basic helped us to identify issues that must be considered when deploying S3P. For example, we identified that defining interactions between S3P and the development process is an important step when deploying S3P, and roles in the plug-in need to be connected to the roles in the development process. We also found that we might need tasks that are not performed in S3P but they must be included in the development process to support S3P (e.g. identifying and reporting potential problems discovered during software development, and support for risk analysis to decide on which vulnerabilities to prevent).

The process of developing the security plug-in shows that the S3P part of the security plug-in is process agnostic and it is the structure of the plug-in that follows the structure of the development process. In the case of
OpenUP/Basic, the security plug-in is designed based on both static and dynamic aspects of OpenUP/Basic. We evaluated this plug-in; the evaluation results helped us to identify the strengths and weaknesses of our plug-in and possible directions for our future work.

5.2 Future work

We have identified several directions for our future work:

5.2.1 Improvements to S\textsuperscript{3}P

We are currently working on attaching costs to activities in SAGs to quantify tradeoffs between cost and security, and optimize the selection of activities given a desired cost or level of mitigation. When costs are attached to security activities they can be selected manually or automatically. Manual selection requires no tool and there is no need for optimization, since the user can choose the set of activities that fits their situation. Note that complete SAGs tend to be large graphs and there is a need to support automation in activity selections. This is a part of our future work to define how the optimal solution can be defined and what the optimal solution is to satisfy the semantic function of SAGs.

Currently, we assume that mitigation techniques (sometimes several in conjunction) are 100% effective at eliminating vulnerability causes. We are unable to model mitigation techniques that merely reduce the risk of a vulnerability. One of our priorities for the future is extending VCGs and SAGs so risk-reducing mitigation techniques can be accurately modeled and combined. However, cost modeling and modeling risk-reducing mitigation techniques should clarify preferences between actions in a more flexible way.

The current versions of VCGs and SAGs do not express the costs of applying security activities, the order in which they are applied, or the constraints. To some extent, order is implied by the actions, but we expect that explicit ordering will be needed at some point. Similarly, it is likely that we will want to express preference or priority between actions.

5.2.2 S\textsuperscript{3}P in commercial settings

We have begun validating key properties of S\textsuperscript{3}P and we are planning to incorporate the entire process into one or more of our partners’ development processes, hoping to show that it leads to a reduction in vulnerabilities. Our results to date indicate that the vulnerability modeling step, which is the basis for the entire process, works as intended. We have also empirically
evaluated the security plug-in. The next step will be testing other steps of S3P and then a full-scale test thereafter.

The security plug-in for OpenUP/Basic is our first step in deploying S3P in a real development process. Although the process of developing this prototype helped us to identify the key aspects of deploying S3P, in order to support the deployment of S3P in various development processes (both agile and requirement-driven), a framework is needed that specifies how a security plug-in must be developed in a structured way. We use the term framework as a defined support structure that specifies which steps need to be performed and what elements need to be defined in order to create a security plug-in based on S3P. Research must also be conducted to define how the plug-in is developed with respect to different process models. The evaluation of the security plug-in shows that it is necessary to consider the integration with the solutions that organizations use to deal with security problems. For example, one of our industrial partners uses Common Criteria in the requirements phase and as future work we need to clarify how the artifacts of the security plug-in and Common Criteria can collaborate.

Adopting S3P in an organization requires management support and buy-in. In our prototype we have focused on integrating the security plug-in into a development process and we have not considered the issues related to integrating the resulting development process (e.g. Secure OpenUP/Basic) into an organization. One of the directions for future work is to identify the factors that motivate the deployment of security solutions in general and S3P as a concrete example in various development organizations. Research is needed to determine how adopting security solutions might affect management issues (e.g. recruitment policy and financial issues), and how security budgets and ROI (Return On Investment) on security can be managed.

5.2.3 SPI aiming at security

S3P is not only a security solution to be included in a software development process but also a software process improvement process. The current version of S3P uses software engineering standards and practices as activities that mitigate software vulnerabilities. As a direction for future work, we may look at the possibility of using S3P as an assessment-based SPI approach to define how S3P can be used as a method for evaluating and improving process properties from a security point of view. In order to be used as a SPI, S3P needs extensions to be able to answer two main questions: “what to improve” and “how to improve”. In order to answer these questions we need to define security properties of a software development process, metrics required for assessment and evaluation of a process from a security point of view, methods to measure the security properties and interpret the
measurements, and methods to identify the improvements to development processes. More research is needed to explore how to make use of improvement results.

One further research area in this regard arises from differences in the nature of agile and requirements-driven development processes. SPI strategies for security must provide support for both of these software development methods. We believe that the research area of SPI for improving development processes from a security point of view is in its infancy and requires more attention and investment.

5.2.4 Taxonomy of causes and activities

In order to verify that VCGs and SAGs are sufficiently expressive for vulnerability modeling and visualizing cause mitigations, we need to completely characterize the set of vulnerabilities, their causes, and associated mitigation techniques. We currently have partial characterizations of a number of problems related to buffer overflows.

Our empirical work has shown that when modeling vulnerabilities and identifying cause mitigations, the process of identifying cause candidates and defining mitigation activities depend on the creativity of S3P team members. We have not formalized the process of labeling the nodes in VCGs and SAGs yet. Such formalism supports the use of information in VCGs and SAGs for automation purposes.

Taxonomies of causes and mitigation activities can facilitate both of these processes and increase the performance of S3P team (e.g. in terms of creating complete models in a short time). Since vulnerabilities in the same classes tend to have common causes, such taxonomies can be developed gradually by modeling examples of the classes of vulnerabilities and as an essential part of the VAD. We have already started to create a taxonomy for buffer overflow vulnerability class, in which various vulnerabilities and memory structures are involved. Buffer overflows together with format string vulnerabilities, covert storage channel vulnerabilities and injection problems are range and type errors [48]. The next step can be extending the taxonomy to these classes of vulnerabilities as well as environmental problems, serialization and timing errors and protocol errors. The taxonomy of causes can show the distribution of causes in various phases of the software development process and this information can be used if statistics are needed when improving a software development process.

Additionally, knowledge gathered in the taxonomy of causes and the relationship between causes and vulnerabilities may provide the required background to see if we can identify combinations of the causes that has not been identified yet and might lead to potential vulnerabilities. This might
lead us to determine if vulnerabilities can be predicted and removed before they are introduced into software products.

5.2.5 Tool support

$\text{S}^3\text{P}$ can be applied without the use of any tools but tool support is helpful for effective application of the process. Tools for finding potential vulnerabilities, visualization and modeling tools, tools to estimate costs of activities, and tools to visualize and make activity selections are needed. In addition to the aforementioned tools, in order to ensure the application of selected security activities during software development, there is a need for mechanisms such as workflow engines that can assist the use of e.g. security checklists to ensure that activities are really performed during software development.

Currently $\text{S}^3\text{P}$ does not mandate any process for initial analysis during vulnerability modeling and our examples are known vulnerabilities that are already reported in literature. One of the future work directions is to use available knowledge e.g. attack patterns; identify possible vulnerability patterns in source code; and develop tools based on these patterns to assist in the initial analysis step. The solution can be extended to other software artifacts such as requirements specification and design specification.

Several types of tools are currently available to help to improve security in software development (e.g. verification and validation of formal specifications, design tools, and static analysis tools). These tools need process support to be maximally effective in software development. We believe modeling vulnerabilities, making these models openly available, and making development tools and methods take advantage of them will contribute to the creation of more secure software. Future work directions related to this issue might be identifying formal security models to express security information e.g. vulnerabilities, causes of vulnerabilities, attacks, and their mitigation techniques; providing openly available repositories of security information; and integrating access to this information into development tools and methods. This direction is the subject for a European project (FP7) called SHIELDS\textsuperscript{10} and our research group is one of the actors involved with this project.

\textsuperscript{10} For more information see http://er-projects.gf.liu.se/~shields.

74
References


REFERENCES


REFERENCES


REFERENCES


REFERENCES


Appendix A
The OpenUP/Basic Development Process

OpenUP/Basic
OpenUP/Basic is an open source development process, developed as part of the Eclipse Process Framework (EPF) [20]. OpenUP/Basic is a subset of OpenUP that takes an agile approach to software development. The essential characteristics of the Rational Unified Process (RUP) are preserved in OpenUP, including iterative development, use cases, and risk management. OpenUP/Basic targets small teams of 3-6 people and 3-6 months of development effort. The version of OpenUP/Basic we use in this thesis is version 0.9 [39] (OpenUP/Basic version 1.0 is in its review stage)\(^{11}\).

OpenUP/Basic contains the fundamental contents of RUP providing a simplified set of work products, roles, tasks, and guidance. The focus is more on the collaboration and stakeholder benefits than on unnecessary deliverables and formality. Four core principles characterize OpenUP/Basic [39]:

- Collaborate to align interests and share understanding
- Balance competing priorities to maximize stakeholder value
- Focus on articulating the architecture
- Evolve continuously to obtain feedback and improve

\(^{11}\) The review version is available in http://www.epfwiki.net/wikis/openupreview/
Based on RUP, the OpenUP basic process has two aspects: dynamic and static. The dynamic aspect is over time and expresses the process in terms of cycles, phases, iterations and milestones. The static aspect describes the process in terms of activities, artifacts, tasks, roles and workflows.

Based on the dynamic organization of OpenUP/Basic, the development process is broken into development cycles and each cycle has four phases:

- **Inception phase**: This phase contains activities to initiate the project, manage the iterations, manage requirements, and determine architectural feasibility.

- **Elaboration phase**: The main objectives for elaboration are related to better understanding requirements, creating and establishing a baseline for the architecture for the system, and mitigating top-priority risks.

- **Construction phase**: The architecture should be stable when this phase starts and functionality is continuously implemented and tested.

- **Transition phase**: The main objectives are to fine-tune functionality, performance, and overall quality of the beta product from the end of construction phase.

Every cycle works on a new generation of product and each phase in the cycle has a well-defined milestone (see Figure A-1) [39].

![Figure A-1: Phases in OpenUP/Basic.](image)

Based on the core principles, the content of OpenUP/basic is organized into four major areas also known as sub-processes: collaboration and communication, intent, solution, and management. The collaboration and
communication sub-process is the foundation for OpenUP/Basic. The management sub-process deals with the management of the projects, including project planning, iteration planning, and iteration assessment. The intent sub-process deals with how to transfer the intent of stakeholders to the rest of the development team, to ensure that the intent of the stakeholder will be reflected by validated builds. The solution sub-process describes all aspects of creating the architecture, designing, implementing, and testing the application. Figure A-2 shows the organization of contents in OpenUP/Basic. Each sub-process contains four kinds of *modeling elements* which are:

- **Roles** refer to responsibilities. These are stakeholder, analyst, architect, developer, tester and project manager (see Figure A-2).
- **Tasks** refer to activities to be performed by roles (organized by disciplines).
- **Work products** contain all artifacts as inputs and outputs of tasks (organized by domains).
- **Workflows** are sequence of tasks (defined in capability patterns).

Roles perform tasks that consume and produce artifacts. OpenUP/Basic describes the minimal set of roles, tasks, and artifacts involved in software development.

![Figure A-2: Organization of content in OpenUP/Basic.](image-url)
The distribution of the modeling elements in each of the sub-processes is shown in Table A-1. OpenUP/Basic supports the use of Guidance which is a general term for supplemental information that can be added to most elements. For example, the modeling elements are linked to concepts that are a kind of guidance to outline key ideas or basic principles behind the elements; checklists are another type of guidance to be used in reviews such as walkthroughs or inspections. An example checklist in OpenUP/Basic is Qualities of good requirements, which provide guidance on assessing the quality of requirements.

The process description of OpenUP/Basic is published as a set of web pages, linked based on different perspectives including phases and disciples [39]. An example page that describes the artifact Architectural Proof-of-Concept is shown in Figure A-3. This artifact is a work product kind of concept, and its relationships with other elements are described in this page. As it is shown in Figure A-4, there is a guideline that describes how to select and validate the architectural proof-of-concept.

The collaboration and communication sub-process is not included in Table A-1. This sub-process involves all roles, and instead of containing tasks and artifacts, provides a set of practices that motivate effective collaboration. These practices help development team members to jointly define the intent of the stakeholder, jointly develop the solution and jointly manage the project. The provided practices are applied to all of sub-processes. The practices are:

Maintain a common understanding: Project participants should share information and use work products that helps to align understanding between the stakeholder and developers. These work products could be Vision, Work item list and Requirements.

Foster a high-trust environment: Planning activities in detail, and supervising and auditing them can create a high-trust environment. Project participants should feel safe communicating their ideas and taking initiatives.

Share responsibility: While assigning primary responsibilities of work products to individuals, sharing responsibilities of work products supports team members in asking for help when needed.

Learn continuously: Continuous development of technical and interpersonal skills is very important for members of a software development team. This will help with personal development as software development field is evolving.
Organize around the architecture: As the size of projects grows the communication between team members become complex. Organizing around the architecture will provide team members a common vocabulary and shared mental model of the system.

<table>
<thead>
<tr>
<th>Disciplines</th>
<th>Intent</th>
<th>Management</th>
<th>Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requirement</td>
<td>Configuration and change mgmt</td>
<td>Project mgmt</td>
<td>Analysis and design</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Implementation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Test</td>
</tr>
<tr>
<td>思维模型</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work products</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Domain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capability patterns</td>
<td>Manage requirements</td>
<td>Initiate project</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ongoing tasks</td>
<td>Plan and manage</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>iteration</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A-1: The distribution of modeling elements in sub-processes.

Disciplines

Tasks to be performed during the OpenUP/Basic development process are organized into six disciplines: requirement, analysis and design, implementation, test, project management, and configuration and change management.

Requirement discipline: The tasks specified for the Requirements discipline of OpenUP/Basic are:

- **Define vision**: The analyst role negotiates with the stakeholder to gain agreement on the problem to solve, capture a common vocabulary and identify the constraints on the system.

- **Define requirements**: The purpose of this task is to describe one or more requirements in sufficient detail to validate understanding of the requirements. The responsible role is analyst.
• **Find and outline requirements:** This task is performed to identify and capture domain terms and to communicate the requirements to the development team.

**Analysis and design discipline:** The specified tasks in this discipline are:

• **Analyze architectural requirements:** The architect identifies architectural goals and architectural constrains and captures architectural decisions.

• **Demonstrate the architecture:** The architect illustrates at least one architecture that supports the requirements of the system. This illustration reduces the risk of reworking the software architecture.

**Figure A-3: Snapshot of an artifact.**

• **Design the solution:** This task is about designing part of the system not the whole and the developer describes the elements of the system so that they support the required behavior.

• **Develop the architecture:** The architect provides a skeletal design to enable more comprehensive design activities to be performed coherently by the team.

**Implementation discipline:** This discipline aims to incrementally build the system and to verify that technical units used to build the system work as specified. The discipline contains three tasks:
• **Implement developer tests:** The developer refines the scope and identifies the test. This test is based on the expected behavior of code units.

• **Implement solutions:** The developer determines the strategy and transforms design into implementation; writes source code and evaluates the implementation.

• **Run developer tests:** To verify that the implementation works as specified, the developer runs tests and evaluates execution of tests.

![Guideline: Architectural Proof of Concept](image)

**Figure A-4: Snapshot of a guideline.**

**Test discipline:** The purpose of this discipline is to find and document defects and to validate the requirements, design and implementation. The tasks in this discipline are:

• **Create test cases:** The tester examines the requirements to be tested and identifies test data.

• **Implement tests:** The tester selects appropriate implementation techniques and implements tests.

• **Run tests:** The tester runs and evaluates test results.

**The project management discipline:** The goal is to keep the team focused on continually delivering a tested software product for stakeholder evaluation.
• **Plan project:** The project manager describes a roadmap that provides direction to the team and continually adapts it based on feedback and changes in the environment.

• **Plan iteration:** The project manager defines the iteration objectives, produces a detailed plan and defines the evaluation criteria.

• **Assess results:** The project manager gathers stakeholder feedback and assesses the results.

• **Manage iteration:** The project manager identifies and manages risks and handles exceptions and problems.

**Configuration and change management discipline:** This discipline explains how to control changes to artifacts, ensuring a synchronized evolution of the set of work products composing a software system. The only task in this discipline is:

• **Request change:** Any role in the development team can gather request information and update the work item list to document the information that is gathered in the previous steps.

**Domain**

The artifacts (work products) that are used by or that resulted from tasks are organized into domains. These domains are:

**Architecture domain:** Two artifacts are defined in this domain.

• **Architectural proof-of-concept** demonstrates the feasibility of the project and is used to explore the understanding of problem domain.

• **Architecture** is used to concentrate on the structure of the design, essential elements and key scenarios.

**Development domain:** The artifacts in this domain are:

• **Build** is the operational version of the system that demonstrates the capabilities provided by the final product.

• **Design** describes the system in terms of components to serve the understanding of the functionality of the system.

• **Developer test** validates the performance of the individual software components.

• **Implementation** contains software code files including source, binary or executable code, data files and documentation files.
Project management domain: The artifacts related to this domain are as follows:

- **Iteration plan:** The iteration plan describes the objectives, work assignments and the evaluation criteria of the iteration.
- **Project plan:** This artifact gathers all information required to manage the project.
- **Risk list:** This is a sorted list of known and open risks to the project.
- **Status Assessment:** This artifact captures the results that show if the project is on track and if there are opportunities for improvements.
- **Work item list:** This artifact contains a list of all scheduled work to be done as well as the proposed work that may affect the product.

Requirements domain: This domain contains six artifacts:

- **Actor:** This artifact represents a set of rules interacting with the system. The analyst uses this artifact to define the system boundaries and to identify external interfaces. The developers use it to capture characteristics of human actors when creating user interfaces.
- **Glossary:** This artifact defines important terms used by the project. The goal is to provide a common vocabulary for all stakeholders.
- **Supporting requirements:** This artifact captures system-wide requirements that are not captured in scenarios and use cases.
- **Use case:** This artifact shows the sequence of actions a system performs and is used to capture the behavior of the system from the end user’s point of view.
- **Use case model:** This artifact is used to present an overview of the system as a base for agreement on the functionality of the system between the customer and the project team.
- **Vision:** This is a high-level conceptual view of the system.

Test domain: The artifacts related to this domain are:

- **Test case** is used to specify the set of test inputs, execution conditions and expected results.
- **Test log** collects raw outputs during each unique execution of a test to provide verification that a set of tests was executed and to provide information related to the success of those tests.
- **Test script** contains step by step instructions that realize a test. This can be documented textual instructions that are executed manually.

**Capability Patterns**

Capability patterns describe the workflow of each sub-process by defining the activities to be performed in the form of tasks and work products. The capability patterns of each sub-process are shown in Table A-1. For example Figure A-5 shows structure of the work breakdown for “Initiate project” capability pattern. The capability patterns in OpenUP/Basic are:

**Manage requirements:** This capability pattern belongs to intent sub-process and describes the tasks performed to gather, specify, analyze and validate a subset of system’s requirements prior to implementation and verification.

![Diagram](image)

*Figure A-5: The work breakdown structure for “Initiate project”.*

**Ongoing tasks:** This is another capability pattern that belongs to the intent sub-process and includes a single task, Request Change. This task may occur anytime during the life cycle in response to an observed defect, a desired enhancement, or a change request.
Initiate project: This capability pattern belongs to the management sub-process. This capability pattern describes the activities that take place at the beginning of the first iteration, when the project starts to establish the vision for the project.

Plan and manage iteration: This capability pattern describes how to initiate an iteration and assign work to team members, and belongs to the management sub-process.

Define the architecture: This capability pattern explains the activities to complete the architecture for iteration and belongs to the solution sub-process.

Determine architecture feasibility: This capability pattern in the solution sub-process confirms that the project is feasible by constructing an architectural proof-of-concept.

Develop solution: The project manager uses this capability pattern to perform goal-based planning and management. During each iteration this capability pattern occurs multiple times (one instance for each requirement planned for the iteration). Figure A-6 shows how this capability pattern is used.

![Figure A-6: The overview of workflow for developing solution.](image)

Test: This capability pattern describes the activities to create and run tests to validate the system according to the intent.
Appendix B
Summary of the Evaluation

Answers to the process conformance section

Importance:
- Different products have different security requirements; the security plug-in is one way of achieving security.
- Important for most products (for all defects)
- Extremely important for most products

Training:
- Small amount of time (training course)
- Small amount of time (training course)
- Self training (plug-in published webpage)

Staff-Months:
- Don’t know yet
- Don’t know yet (based on the acceptance factors, 4 man-week to setup everything to start)
- Only the security team is involved.

Schedule:
- Adjustable to projects
- Adjustable to projects
- Adjustable to projects

Frequency and length:
• One security iteration e.g. every second month
• For one vulnerability the time spent is one day
• One iteration for 4-10 defects, at least once per development iteration

Detailed staff-time:
• Don’t know yet
• Don’t know yet
• Depends on the vulnerability, e.g. one vulnerability:
  o Security report: one hour
  o Security checklist creation: two hours
  o Vulnerability modeling: one hour
  o Identifying techniques and using checklist: ?

Reason for not accepting:
• Formalism in modeling (VCG and SAG)
• New process is difficult to be accepted (solved if used for all defects)
• No problem for accepting

Following principles: (1-5)
• 3
• 3
• Depends on the acceptance (usually quick fixes are appreciated rather than processes)

Problem in deployment:
• Acceptance, root causes are not usual in real life and the security process should be integrated with CC
• How to find vulnerabilities in first place? Who decides which is bug and not vulnerability? What is the relation to security requirements and assets to be protected?
• No problem

Your team supports use of checklists:
• Yes
• Yes
• Yes and no, first day it is used and then forgotten. (Parsers may help)
Addressing security requirements: (1-5)
- 3 (CC is good for handling and tracking security requirements, why use the security plug-in)
- 3 (CC is good and prevents building vulnerabilities into software. S3P can be used after development)
- 2 (Security requirements have not been mentioned in the description of S3P)

Answers to domain conformance section
Products of organization:
- Embedded systems
- PC applications
- Communication products

Role of subject in development team:
- System and software engineer, responsible for software competence
- Project manager
- Developer

Team size:
- 4
- 3-10
- 5-10

Familiarity with OpenUP: (1-5)
- 2
- Just theory

Influence on the customer satisfaction: (1-5)
- 3
- 3 (Customers are already concerned about well-defined security processes)
- A security flaw destroys our business completely

Use of security handbooks:
- For most products
- For some products (CC)
- Essential to development process (architecture, pre-design and design, not on a daily basis but essential to understand)
Answers to feedback section

Refinement:
- The security plug-in can be used for handling all kind of defects in controlled way.
- Make it possible to export security reports to CC for tracking.
- It could be used in maintenance phase (there often is a lack of process in that phase)

The quality of proposed Interface:
- Don’t know
- Yes
- A bit (templates and examples are needed for artifacts)

OpenUP helped:
- Yes
- Yes
- Hard to say, I was already familiar with S³P.

Automation:
- Tool for modeling VCG and SAG
- Checklists should be performed by parsers if possible
- Don’t know

Time spent to answer the questionnaire:
- 4 hours
- 3 hours
- 3 hours
Appendix C
Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>API</td>
<td>Application Program(ming) Interface</td>
</tr>
<tr>
<td>CERT</td>
<td>Computer Emergency Response Team</td>
</tr>
<tr>
<td>CERT/CC</td>
<td>CERT Coordination Center</td>
</tr>
<tr>
<td>CLASP</td>
<td>Comprehensive Lightweight Application Security Process</td>
</tr>
<tr>
<td>CVE</td>
<td>Common Vulnerabilities and Exposures</td>
</tr>
<tr>
<td>DCA</td>
<td>Defect Causal Analysis</td>
</tr>
<tr>
<td>EPF</td>
<td>Eclipse Process Framework</td>
</tr>
<tr>
<td>FDD</td>
<td>Feature Driven Development</td>
</tr>
<tr>
<td>GQM</td>
<td>Goal-Question-Metric</td>
</tr>
<tr>
<td>ISO</td>
<td>International Standards Organization</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>QIP</td>
<td>Quality Improvement Paradigm</td>
</tr>
<tr>
<td>RCA</td>
<td>Root Cause Analysis</td>
</tr>
<tr>
<td>RUP</td>
<td>Rational Unified Process</td>
</tr>
<tr>
<td>ROI</td>
<td>Return On Investment</td>
</tr>
<tr>
<td>S‘P</td>
<td>Sustainable Software Security Process</td>
</tr>
<tr>
<td>SAG</td>
<td>Security Activity Graph</td>
</tr>
<tr>
<td>SDL</td>
<td>Secure Development Life cycle</td>
</tr>
<tr>
<td>SEI</td>
<td>Software Engineering Institute</td>
</tr>
<tr>
<td>SPI</td>
<td>Software Process Improvement</td>
</tr>
<tr>
<td>SPICE</td>
<td>Software Process Improvement and Capability dEtermination</td>
</tr>
<tr>
<td>SW-CMM</td>
<td>Capability Maturity Model for Software</td>
</tr>
<tr>
<td>TQC</td>
<td>Total Quality Control</td>
</tr>
<tr>
<td>UML</td>
<td>Unified Modelling Language</td>
</tr>
<tr>
<td>VAD</td>
<td>Vulnerability Analysis Database</td>
</tr>
<tr>
<td>VCG</td>
<td>Vulnerability Cause Graph</td>
</tr>
</tbody>
</table>
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Currently, security is frequently considered late in software life cycle. It is often bolted on late in development, or even during deployment or maintenance, through activities such as add-on security software and penetration-and-patch maintenance. Even if software developers aim to incorporate security into their products from the beginning of the software life cycle, they face an exhaustive amount of ad hoc unstructured information without any practical guidance on how and why this information should be used and what the costs and benefits of using it are. This is due to a lack of structured methods.

In this thesis we present a model for secure software development and implementation of a security plug-in that deploys this model in software life cycle. The model is a structured unified process, named S³P (Sustainable Software Security Process) and is designed to be easily adaptable to any software development process. S³P provides the formalism required to identify the causes of vulnerabilities and the mitigation techniques that address these causes to prevent vulnerabilities. We present a prototype of the security plug-in implemented for the OpenUP/Basic development process in Eclipse Process Framework. We also present the results of the evaluation of this plug-in. The work in this thesis is a first step towards a general framework for introducing security into the software life cycle and to support software process improvements to prevent recurrence of software vulnerabilities.
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