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Excited-state aromaticity (ESA) and antiaromaticity (ESAA) are by now well-established concepts for explaining photophysical properties and photochemical reactivities of cyclic, conjugated molecules. However, their application is less straightforward than the corresponding process by which the thermal chemistry of such systems is rationalized in terms of ground-state aromaticity (GSA) and antiaromaticity (GSAA). Recognizing that the harmonic oscillator model of aromaticity (HOMA) provides an easy way to measure aromaticity on geometric grounds, it is therefore notable that this model is yet to be parameterized for excited states. Against this background, we here present a new parameterization of HOMA — termed HOMER — for the T₁ state of both carbocyclic and heterocyclic compounds based on high-level quantum-chemical calculations. Considering CC, CN, NN and CO bonds and testing the parameterization using calculated magnetic data as reference, we find that the description of ESA and ESAA by HOMER is superior to that afforded by the original HOMA scheme, and that it reaches the same overall quality as HOMA does for GSA and GSAA. Furthermore, we demonstrate that the derived HOMER parameters can be used for predictive modeling of ESA and ESAA at very different levels of theory. Altogether, the results highlight the potential of HOMER to facilitate future studies of ESA and ESAA.

1. Introduction

Despite the undisputed role of aromaticity in shaping the structures and controlling the chemical reactivities of cyclic, conjugated π-electron systems, a precise definition of this concept and a general approach to directly quantify aromaticity are elusive.1–5 In principle, the reason for this situation is the lack of a quantum-mechanical operator that would make aromaticity a proper observable and, therefore, amenable to direct experimental measurement.5 Consequently, aromaticity is usually probed in an indirect fashion by calculating or measuring a physicochemical property that reflects its manifestation and relates to, e.g., induced ring currents, energetic stabilization or electron delocalization.5 For example, the ability of NMR spectroscopy to detect diamagnetic ring currents in aromatic compounds through their effect (downfield) on proton chemical shifts6 is the basis for the calculation of nucleus-independent chemical shift (NICS) indices.7,8 In the isomerization stabilization energy (ISE) approach, in turn, the energetic stabilization associated with aromaticity is quantified in terms of the energy difference between a methylated derivative of the aromatic system at hand and its non-aromatic, exocyclic methylene isomer.9 Other indices, such as the para-delocalization (PDI),10 aromatic fluctuation (FLU)11 and multicenter (MCI)12 ones, probe aromaticity based on different measures of electron delocalization.13

Besides magnetism-, energy- and electron delocalization-based measures, there are also geometry-based aromaticity indices that rely on the typical characteristic of aromatic systems to show equalization of bond lengths.14,15 Of these models, perhaps the most effective is the harmonic oscillator model of aromaticity (HOMA).14–16 Originally developed for carbocyclic π-electron systems, this model assumes that the energy required to extend/compress a carbon–carbon (CC) bond in such a system depends quadratically on the extension/compression relative to the equilibrium bond length.16 Under this assumption, the original HOMA index was defined as

\[ \text{HOMA} = 1 - \frac{2}{n} \sum (R_i - R_{opt})^2, \]

where the summation runs over all CC bonds in the carbocycle considered, \( n \) is the number of CC bonds, and \( R_i \) are the calculated or experimentally determined CC bond lengths. Furthermore, as for the two parameters \( (R_{opt} \text{ and } \sigma) \), \( R_{opt} \text{ is...} \]
the optimal CC bond length achieved by a fully aromatic system whose HOMA value is 1 on account of all $R_i$ being equal to $R_{opt}$, and $\alpha$ is a normalization factor determined in such a way that the HOMA value is 0 for a model non-aromatic system. Defining $R_{opt}$ as the length at which the energy needed to extend the bond to a "pure" single bond equals the energy needed to compress it to a "pure" double bond, using the CC bond lengths in ethane and ethylene to represent pure single and double bonds, and assuming the ratio of force constants for such bonds to be 1:2, the initial estimate of $R_{opt}$ (1.397 Å) in 1972 is very close to the experimental value of 1.398 Å subsequently obtained for benzene by neutron diffraction at 15 K. Moreover, by setting HOMA = 0 in eqn (1), this estimate was then used to obtain a value of $\alpha$ as

$$\alpha = \frac{2}{(R_S - R_{opt})^2 + (R_D - R_{opt})^2},$$

where $R_S$ and $R_D$ are the lengths of the pure single and double CC bonds in ethane and ethylene.

Perhaps the most appealing feature of the HOMA index is the ease with which its values can be obtained, requiring only information about molecular geometry ($R_i$) that oftentimes is accessible from both experiments and quantum-chemical calculations. Throughout the years, various extensions of the original model have been proposed. In 1993, Krygowski made it applicable to heterocyclic $\pi$-electron systems by introducing a modified HOMA index as

$$\text{HOMA} = 1 - \frac{2}{n} \sum_{i<j} (R_{XY,i} - R_{XY,opt})^2,$$

where the summation runs over all $n$ bonds in the cyclic structure and a bond between atoms X and Y are assigned $R_{opt}$ and $\alpha$ values that are specific for that type of bond. As in the 1972 study, these values were determined using experimental bond lengths of suitable references systems for each type of bond considered (CC, CN, NN, CO, CP, CS and NO), but with 1,3-butadiene now replacing ethane and ethylene for CC bond lengths. In later research, other parameterizations of the HOMA index have been reported where the reference bond lengths are derived from quantum-chemical calculations rather than from experiments, or are selected from other sources of experimental data.

The HOMA index also has a few well-known shortcomings, such as its tendency to exaggerate aromatic character in cases where bonds have similar lengths, which by itself clearly is not a sufficient sign of aromaticity. Furthermore, by relying on parameterization, it is less broadly applicable than many of the other indices mentioned above. For example, because of the need of model aromatic/non-aromatic/antiaromatic reference systems from which to derive suitable $R_{opt}$ and $\alpha$ parameters, HOMA has not yet been applied to aromatic all-metal clusters in the same way that electron delocalization-based indices have. Additionally, there are both positive and negative results on the ability of HOMA to describe changes in aromatic character along a reaction path.

So far, our presentation has pertained to different ways to probe aromaticity and antiaromaticity in the electronic ground state ($S_0$, i.e., to ground-state aromaticity (GSA) and antiaromaticity (GSAA). However, already in 1972, following earlier work by Dewar and Zimmerman, the concepts of excited-state aromaticity (ESA) and antiaromaticity (ESAA) were given a solid theoretical foundation through the discovery by Baird that annulenes with 4$n$ and 4$n$ + 2 $\pi$-electrons are respectively aromatic and antiaromatic in their lowest triplet $\pi\pi^*$ excited state ($T_1$), thus implying a reversal of (anti)aromatic character in this state relative to the ground state as asserted by Hückel’s rule. With time, and particularly since the past decade or so, ESA and ESAA have established themselves as very useful concepts for explaining and predicting photophysical properties and photochemical reactivities of both triplet and singlet excited states of organic molecules.

A major hurdle for the use of the ESA and ESAA concepts as tools in rational design in photophysics and photochemistry is that conventional experimental measurements (by, e.g., NMR spectroscopy and X-ray crystallography) required to probe aromaticity are much more difficult to perform for molecules in an excited state, although developments in time-resolved spectroscopy and electron diffraction have proven to offer new possibilities in this regard. As a result, most studies on ESA and ESAA to date have relied on the possibility to calculate aromaticity indices using quantum-chemical methods. Nevertheless, this is generally more challenging for excited states than for ground states, as the former (especially singlet excited states) call for more elaborate modeling and because there is a relative lack of benchmark data for assessing how well different indices measure ESA and ESAA (the accuracy of different indices for GSA and GSAA, on the other hand, has been thoroughly investigated).

In this light, it is of particular interest to establish how the HOMA index performs for excited states, as this index is probably the easiest to calculate, requiring only a quantum-chemical geometry optimization. Indeed, for this reason, HOMA has often been employed to highlight photochemical consequences of ESA and ESAA, despite that it is yet to be parameterized for excited states. Against this background, we here present a parameterization of HOMA for the $T_1$ state of both carbocyclic and heterocyclic compounds (throughout this work, the “$T_1$ state” refers to the lowest-lying $^3\pi\pi^*$ state). Terming the parameterization as the Harmonic Oscillator Model of Excited-state Aromaticity (HOMER) and considering CC, CN, NN, CO and CP bonds (which are the most abundant sources of $\pi$-conjugation in heterocyclic compounds), its performance is tested for a set of 28 molecules across a large portion of the aromatic–antiaromatic spectrum. Thereby, it is found that HOMER offers a vast improvement over standard parameterizations of HOMA in the description of ESA and ESAA, as judged from a comparison of how well the two indices correlate with calculated NICS values, which are widely considered as among the most dependable measures of aromaticity and antiaromaticity. Furthermore, by the same token, it is demonstrated that HOMER is about as accurate for ESA and ESAA as the others. This result is not only consistent with the fact that the HOMA index performs for excited states, as this index is most easily obtained, and that the HOMA index is most susceptible to the problem of parameterization. Therefore, we believe that in the future, the HOMA index will be increasingly used for analyzing excited-state aromaticity.
ESAA as HOMA is for GSA and GSAA. Altogether, these findings pave the way for the use of HOMER to probe ESA and ESAA by means of geometry optimizations.

2. Results and discussion

2.1. Parameterization of HOMER

In the same way that benzene is the S\(_0\) aromatic reference system for the application of HOMA to carbycyclic compounds, our parameterization of HOMER requires selecting a suitable T\(_1\) aromatic reference system for determining the R\(_{opt}\) value for each bond included in the parameterization (i.e., CC, CN, NN and CO). Here, for the CC bond, T\(_1\) cyclobutadiene was chosen as reference, which is natural given Karadakov's demonstration that cyclobutadiene, which is antiaromatic in S\(_0\), becomes square-symmetric and aromatic in T\(_1\)\(^{35}\) in line with Baird's original prediction for an \(n\) \(\pi\)-electron system.\(^{37}\) For the same reason, the parameterization of CN, NN and CO bonds made use of the T\(_1\) aza- and oxo-analogs of cyclobutadiene shown in Fig. 1, which only contain CN, NN or CO bonds in their rings. In order to obtain as accurate R\(_{opt}\) parameters as possible for the different bonds, the T\(_1\) geometries of cyclobutadiene and its aza- and oxo-analogs were optimized with the gold standard \(^{64,65}\) \(\text{ab initio}\) multiconfigurational complete active space second-order perturbation theory (CASPT2) method\(^{66}\) in combination with the large cc-pVQZ basis set.\(^{67}\) Since each individual bond type XY was parameterized according to

\[
\text{HOMER} = 1 - \frac{2\sqrt{XY}}{n} \sum_i (R_{XY,i} - R_{XY,opt})^2, \quad (4)
\]

these reference systems will have HOMER values of exactly 1 at this level of theory and are considered to be fully T\(_1\) aromatic.

Besides selecting T\(_1\) aromatic reference systems for determining the R\(_{opt}\) parameters, it is also necessary to choose appropriate references systems for deriving the corresponding \(\alpha\) parameters employed by HOMER. Here, rather than using model non-aromatic systems (as HOMA does\(^{14-16}\)), we invoked model T\(_1\) antiaromatic systems for this task. Specifically, following the well-known result that benzene changes character from aromatic in S\(_0\) to antiaromatic in T\(_1\)\(^{33,37}\), the different bonds were parameterized based on T\(_1\) benzene and the T\(_1\) aza- and oxo-analogs of benzene, which also are shown in Fig. 1 and only contain CN, NN or CO bonds in their rings. By optimizing the T\(_1\) geometries of these reference systems, using again CASPT2/cc-pVQZ, the \(\alpha\) parameters for the different bonds were obtained from the condition that

\[
\frac{2\sqrt{XY}}{n} \sum_i (R_{XY,i} - R_{XY,opt})^2 = 2, \quad (5)
\]

where R\(_{XY,i}\) are the resulting CC/CN/NN/CO bond lengths. Accordingly, the reference systems will have HOMER values of exactly −1 at this level of theory and are taken to be fully T\(_1\) antiaromatic. It should be pointed out that while the R\(_{opt}\) parameters of both HOMA and HOMER are derived with the intention that both indices approach 1 in the case of strong aromaticity, the \(\alpha\) parameters of HOMA and HOMER are obtained with somewhat different goals. Namely, for HOMA, the goal is that the HOMA value is close to 0 for a model non-aromatic system, whereas for HOMER, the goal is that the HOMER value is close to −1 for a model antiaromatic system. By symmetry, then, the HOMER value for a non-aromatic system is expected to be close to 0. The results of the parameterization of HOMER are summarized in Table 1.

<table>
<thead>
<tr>
<th>Bond</th>
<th>HOMER (R_{opt}) (Å)</th>
<th>(\alpha) (Å(^{-2}))</th>
<th>HOMER (R_{opt}) (Å)</th>
<th>(\alpha) (Å(^{-2}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>1.437</td>
<td>950.74</td>
<td>1.388</td>
<td>257.70</td>
</tr>
<tr>
<td>CN</td>
<td>1.390</td>
<td>506.43</td>
<td>1.334</td>
<td>93.52</td>
</tr>
<tr>
<td>NN</td>
<td>1.375</td>
<td>187.36</td>
<td>1.309</td>
<td>130.33</td>
</tr>
<tr>
<td>CO</td>
<td>1.379</td>
<td>164.96</td>
<td>1.265</td>
<td>157.38</td>
</tr>
</tbody>
</table>

\(a\) Values taken from ref. [20].

2.2. Probing GSA and GSAA with HOMA

Before assessing the description of ESA and ESAA by HOMER, it is necessary to first test how well HOMA performs for GSA and GSAA, as reference. To this end, the 1993 parameterization of HOMA\(^{20}\) (see eqn (3) and Table 1) was used to probe the aromatic character of the 28 compounds shown in Fig. 2, which cover a large portion of the aromatic-antiaromatic spectrum and comprise four-, five- and six-membered carbocyclic and N,O-heterocyclic species with different substitution patterns. The underlying calculations (i.e., the S\(_0\) geometry optimizations) were carried out with the CASPT2 method\(^{66}\) and a medium-sized basis set – cc-pVDZ\(^{67}\) – that represents a typical choice for such calculations. The performance of HOMA was evaluated based on a comparison with S\(_0\) NICS\(_{zz}\) values (corresponding to the \(zz\)-component of the magnetic shielding tensor\(^8\)) calculated with the complete active space self-consistent field (CASSCF) method\(^8\) and the same basis set (cc-pVQZ) that was used to obtain HOMA values. Besides calculating NICS\(_{zz}\) values at 1 Å distances above the geometric centers of the rings (NICS\(_{zz}(1)\)), which is a proven approach,\(^8\) distances of 0 (NICS\(_{zz}(0)\)) and 2 Å (NICS\(_{zz}(2)\)) were also considered, so as to minimize bias in the comparison of HOMA and NICS values. In addition to testing HOMA in this way, the same exact approach was also used to assess the potency of HOMER in describing GSA and GSAA. Here, however, it should be kept in mind that HOMER is...
parameterized for ESA and ESAA. Also, for the sake of accuracy, the parameterization is based on geometries optimized with the CASPT2 method, with which NICS values cannot be calculated. Instead, NICS values are calculated with the closest possible method to CASPT2, which is CASSCF.

Before going through the results of the calculations, it should be noted that HOMA and HOMER on the one hand and NICS on the other reflect different properties of an aromatic system (the static geometry and the response to a magnetic field, respectively). However, this does not mean that it is inappropriate to use NICS as reference in evaluating the performance of HOMA and HOMER. Contrarily, given the multidimensional character of the aromaticity concept, such an approach is even desirable, and good correlations between HOMA and NICS have indeed been documented in numerous studies of many different compounds.1,14,69–72 Here, it may also be emphasized that this work is primarily concerned with assessing the relative performance of HOMA/HOMER, for which the different origins of HOMA/HOMER and NICS are expected to be a minor issue, rather than the absolute performance of either index relative to NICS.

The results of the calculations are presented in Fig. 3, which uses the NICS$_{zz}(1)$ values for comparing HOMA and HOMER with NICS. For both comparisons, the correlation between the two sets of data was quantified by the $R^2$ value resulting from a linear regression analysis. The corresponding results obtained with the NICS$_{zz}(0)$ and NICS$_{zz}(2)$ values as reference are given in Fig. S1 and S3, respectively, in the ESI.† Furthermore, all raw data underlying these analyses are summarized in Table S1 in the ESI.† From Fig. 3, it is clear that HOMA on the whole agrees quite well with NICS, showing an $R^2$ value of 0.82 (the $R^2$ values relative to the NICS$_{zz}(0)$ and NICS$_{zz}(2)$ data are of similar magnitude, 0.75 and 0.84, see Fig. S1 and S3, ESI†). Hence, in line with many previous studies,1,14,69–72 the easily calculable 

---

**Fig. 2** Compounds used to assess the performance of the HOMA and HOMER indices.

**Fig. 3** Correlation between CASPT2-based HOMA (in green font)/HOMER (in blue font) values and CASSCF-based NICS$_{zz}(1)$ values in probing GSA and GSAA. The data points for some compounds deserving particular attention are highlighted by their numbers according to Fig. 2.
HOMA index appears to be a viable alternative to the dependable\textsuperscript{60,63} but more elaborate NICS index in probing GSA and GSAA, which well motivates the goal of the present work to parameterize HOMER for the description of ESA and ESAA. Notably, the most prominent HOMA outliers in Fig. 3 (compounds 15, 16 and 26), whose exclusion from the analysis would increase the $R^2$ value from 0.82 to 0.93, are all four-membered heterocyclic species. Accordingly, it could well be that such species pose a special challenge for HOMA, although the three other of them among the 28 test systems (compounds 14, 17 and 18) follow the overall HOMA/NICS correlation much more closely. Another possibility is that the NICS values of either 15/16 or 26 are skewed by a ring-size dependence. Still, because of its local nature, NICS is generally found to exhibit a modest ring-size dependence.\textsuperscript{7,24} This is in contrast to global magnetic aromaticity indices, such as those based on magnetic susceptibilities, which show a pronounced ring-size dependence.\textsuperscript{7,72}

As an aside, it is striking in Fig. 3 that HOMER actually achieves a better correlation with NICS ($R^2 = 0.92$) than HOMA does ($R^2 = 0.82$), despite that HOMER is parameterized exclusively for ESA and ESAA. While this may be a coincidence, it could also reflect an advantage in our approach to employ cyclic, aromatic and antiaromatic compounds in deriving the $R_{\text{opt}}$ and $\varepsilon$ parameters of HOMER, as opposed to using non-cyclic, non-aromatic systems, as done in the 1993 parameterization of HOMA.\textsuperscript{20} At the same time, it should be noted that the HOMER values for GSA and GSAA are somewhat wayward, being, for example, much more negative than $-1$ for the antiaromatic compounds 13–20. This means that while HOMER provides a surprisingly balanced assessment of GSA and GSAA in a series of different molecules, its value for an individual molecule should not be taken as a quantitative measure of the GSA or GSAA in that system without comparison with the values for a few related molecules.

### 2.3. Probing ESA and ESAA with HOMER

Having tested the performance of HOMA for GSA and GSAA, we turn next to the assessment of how well HOMER describes ESA and ESAA. This part of the work was carried out in a completely analogous fashion as the previous part, except that the CASPT2 geometry optimizations and the CASSCF NICS calculations were now done for the T\textsubscript{1} state of the 28 compounds in Fig. 2. The results of the assessment, including a parallel test of HOMA, are given in Fig. 4, with NICS\textsubscript{zz}(1) values as reference. The corresponding results obtained with NICS\textsubscript{zz}(0) and NICS\textsubscript{zz}(2) values as reference are presented in Fig. S1 and S3 (ESI\textsuperscript{†}), respectively, and all raw data for the analyses are summarized in Table S2 in the ESI.\textsuperscript{†} Before going through the results, it should be noted that HOMA and HOMER, by considering relaxed T\textsubscript{1} geometries, cannot describe the aromatic character of the T\textsubscript{1} state in the vertically excited Franck-Condon region. As a consequence, if an antiaromatic T\textsubscript{1} state is formed upon vertical excitation, this antiaromaticity might be reduced by the geometric relaxation.

From Fig. 4, it is firstly apparent that HOMA does not correlate at all with NICS ($R^2 < 0.01$), which is also the case when the comparison is made with the NICS\textsubscript{zz}(0) (see Fig. S1, ESI\textsuperscript{†}) or NICS\textsubscript{zz}(2) (see Fig. S3, ESI\textsuperscript{†}) data. Hence, using HOMA with standard parameters\textsuperscript{20} to probe variations in ESA and ESAA between different molecules does not yield reliable results. HOMER, on the other hand, fares much better, achieving a correlation with an $R^2$ value of 0.72 (the $R^2$ values relative to the NICS\textsubscript{zz}(0) and NICS\textsubscript{zz}(2) data are quite comparable, 0.57 and 0.69, see Fig. S1 and S3, ESI\textsuperscript{†}). Accordingly, our parameterization of HOMER appears to have been successful and seemingly offers a means to measure ESA and ESAA that is about as consistent with NICS calculations as HOMA is for measuring GSA and GSAA (see Fig. 2).

Interestingly, further scrutiny of the results in Fig. 4 reveals that both the HOMA and the HOMER $R^2$ values increase if lactones (compounds 26 and 27) and lactams (compounds 7, 9 and 17) are excluded from the analysis (the HOMER $R^2$ value increases from 0.72 to 0.81). In fact, as can be seen in Table 2, a similar effect is observed for all correlations tested up to this point. Thus, the rather complex electronic features shown by many ester and amide bonds\textsuperscript{73} may require a more specific model than those afforded by the 1993 parameterization of HOMA\textsuperscript{20} or the present parameterization of HOMER. Designing such models is beyond the scope of this work. Of the five lactone/lactam compounds, the most prominent HOMA outlier in Fig. 4 is 26, a four-membered lactone. Since we have already seen that a common characteristic of the three HOMA outliers

<table>
<thead>
<tr>
<th>Index</th>
<th>Probing of</th>
<th>$R^2$ with lactones/lactams</th>
<th>$R^2$ without lactones/lactams</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOMA</td>
<td>GSA and GSAA</td>
<td>0.82</td>
<td>0.90</td>
</tr>
<tr>
<td>HOMER</td>
<td>GSA and GSAA</td>
<td>0.92</td>
<td>0.97</td>
</tr>
<tr>
<td>HOMA</td>
<td>ESA and ESAA</td>
<td>&lt;0.01</td>
<td>0.12</td>
</tr>
<tr>
<td>HOMER</td>
<td>ESA and ESAA</td>
<td>0.72</td>
<td>0.81</td>
</tr>
</tbody>
</table>
in Fig. 3 (15, 16 and 26) is that they are four-membered rings, the behavior of 26 in Fig. 4 may stem from an enhancement of complex ester bonding by the four-membered ring.

As noted in the Introduction, a main advantage of geometry-based aromaticity indices is that their values are easy to derive once atomic-level resolution structures of the compounds of interest have been obtained, either experimentally or computationally. Up to this point, the performance of HOMER has been tested based on geometries optimized with the CASPT2 method. The reason for using CASPT2 for this task is its status as a highly accurate method that is generally applicable to both ground and excited states, owing to the inclusion of both static and dynamic electron correlation. At the same time, CASPT2 is an expensive method with many subtleties, which means that it is yet to be adopted as a workhorse by non-experts in the field. Instead, for many years, this role has been played by density functional theory (DFT) methods, which offer a much more favorable cost-performance ratio and are easier to use. In this light, we decided to also test HOMER for the description of ESA and ESAA based on geometries and NICS values for the T1 state of the 28 compounds calculated with M06-2X and CAM-B3LYP, which are two popular hybrid density functionals of different types. These results are presented in Fig. 5. The corresponding results testing HOMA for the description of ESA and ESAA are given in Fig. S4 and S5, respectively, in the ESI†. Furthermore, all raw data for the calculations are summarized in Tables S3 and S4 (M06-2X) and in Tables S5 and S6 (CAM-B3LYP) in the ESI†.

Notably, the DFT results in Fig. 5 fully corroborate the previous CASPT2/CASSCF results in Fig. 4 by showing that HOMER ($R^2 = 0.86$) enables a considerably more reliable measurement of ESA and ESAA than HOMA ($R^2 = 0.09–0.11$). In fact, the HOMER $R^2$ values of 0.86 are even better than that of 0.72 assigned to the calculations in Fig. 4, despite that HOMER was parameterized through CASPT2 calculations. Moreover, the HOMER $R^2$ values are virtually identical to those of 0.85–0.86 in Fig. S4 and S5 (ESI†) that quantify how well HOMA measures GSA and GSAA at the DFT level. Given that the T1 geometry optimizations were carried out using unrestricted DFT (UHF), it is also pleasing to note from Table S7 in the ESI† that the geometries and HOMER values for the 28 compounds obtained at the UM06-2X level are generally close to those instead obtained with M06-2X in the framework of time-dependent DFT (TD-DFT). Altogether, these results show that HOMER can also be used successfully at other levels of theory than that employed for the parameterization, which is a very appealing characteristic in terms of applicability (but has been considered difficult to achieve by HOMA-related aromaticity indices). Thus, while this work has focused on small molecular systems, it will be worthwhile in future studies to test the HOMER parameters derived herein also for molecular systems of varying sizes, using levels of theory of varying sophistication.

3. Conclusions

In summary, recognizing the need for an easily calculable, geometric measure of ESA and ESAA, we have presented a parameterization of the HOMA index for application to the T1 state of both carbocyclic and heterocyclic compounds, which we term HOMER (the Harmonic Oscillator Model of Excited-state aromaticity). Focusing on CC, CN, NN and CO bonds, the corresponding $R_{opt}$ and $\alpha$ parameters are derived from high-level ab initio (CASPT2/cc-pVQZ) calculations on cyclic, model T1 aromatic and antiaromatic systems, rather than from experimental bond lengths of non-cyclic, non-aromatic systems (which is the more common procedure in the development of HOMA-related aromaticity indices). Collecting suitable reference data by calculating $S_0$ and $T_1$ NICS$_{zz}$ values for a panel of 28 small molecules across the aromatic-antiaromatic spectrum, the quality of the parameterization is assessed by quantifying its correlation with these NICS$_{zz}$ values, and by comparing this correlation with that achieved by the 1993 parameterization of HOMA. Thereby, it is found that while HOMA cannot reliably describe variations in ESA and ESAA between different molecules, the good performance of HOMER at the same task is fully...
compared to that HOMA contrarily shows when used to probe variations in GSA and GSAA. Moreover, by employing both \textit{ab initio} and cheaper DFT methods in the assessment, another important result that further paves the way for HOMER in studies of ESA and ESAA is the observation that the \textit{ab initio} $R_{opt}$ and $\pi$ parameters can be used for predictive calculations at very different levels of theory. Indeed, this will facilitate the future application of HOMER to larger molecular systems than those considered herein. Besides such applications, another worthwhile extension of the present work would be to test how well these parameters, derived here for the $T_1$ state, describe ESA and ESAA in the $S_1$ state. For the sake of generality, one would of course hope that the parameters can be used for all low-lying excited states of organic molecules, regardless of their spin multiplicity. If this is not possible, then a specific parameterization for the $S_1$ state is certainly feasible, as model compounds that are aromatic/non-aromatic/antiaromatic in this state are readily available. \cite{10}

4. Computational methods

All calculations except where otherwise noted were done with the medium-sized cc-pVDZ basis set. \cite{24} All CASPT2 calculations were carried out based on CASSCF reference wave functions optimized with active spaces including only $\pi$ and $\pi^*$ orbitals, which correspond to (4,4), (6,5) and (6,6) active spaces for compounds with four-, five- and six-membered rings, respectively.

The CASPT2 $T_1$ geometry optimizations performed to derive the $R_{opt}$ and $\pi$ parameters of HOMER were done with the large cc-pVQZ basis set \cite{67} and using convergence criteria that are considerably tighter (maximum component of the gradient vector: 0.00001 hartree bohr$^{-1}$; maximum component of the displacement vector: 0.00004 bohr; maximum energy change: 0.000001 hartree) than the default ones in the BAGEL 1.1.2 software \cite{78} employed for these calculations.

The CASPT2 $S_0$ and $T_1$ geometry optimizations performed to assess HOMA and HOMER relative to NICS were done using the default convergence criteria in BAGEL 1.1.2. Based on the resulting geometries, HOMA and HOMER values were calculated with the Multwf3 3.7 software, \cite{79} employing a standard version (with the 1993 HOMA parameters \cite{28}) for the former and a modified version (with our derived HOMER parameters) for the latter. These values were compared with NICS$_{zz}$ values \cite{8} calculated from CASSCF $S_0$ and $T_1$ wave functions with the Dalton 2016.2 software, \cite{8,9,10} using gauge-including atomic orbitals and the aforementioned (4,4), (6,5) and (6,6) active spaces for compounds with four-, five- and six-membered rings, respectively.

The complementary $S_0$ and $T_1$ geometry optimizations that were performed to also compare HOMA and HOMER with NICS at the DFT level were carried out with the M06-2X \cite{74} and CAM-B3LYP \cite{75} hybrid density functionals, using UDFT for the $T_1$ state. Furthermore, in control calculations, $T_1$ geometries and HOMER values were also derived through TD-M06-2X optimizations. All DFT calculations were done with the Gaussian 16 software. \cite{82} Again, the associated HOMA and HOMER values were obtained with the use of standard (HOMA) and modified (HOMER) versions of Multwf3 3.7. As for the corresponding DFT NICS$_{zz}$ values, finally, they too were calculated by employing gauge-including atomic orbitals.

As for frequency calculations at the optimized geometries, it should first be noted that all $S_0$ and $T_1$ geometries considered in this work were optimized to be planar, because such structures are the ideal ones for assessing aromaticity and antiaromaticity. For any given geometry, the corresponding frequency calculation was always performed at the same level of theory used to optimize the geometry in question. At the CASPT2 (DFT) level, the frequency calculations were carried out numerically (analytically) with BAGEL 1.1.2 (Gaussian 16). Thereby, all $S_0$ geometries were found to be potential-energy minima with real vibrational frequencies only. For some of the 28 compounds used to assess the performance of HOMA and HOMER, the corresponding $T_1$ geometries were found to be first-order saddle points with one imaginary vibrational frequency. Importantly, this has no bearing on the evaluation of ESA or ESAA by HOMA and HOMER, which can be done as long as the geometries in question are stationary points (which they are).
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