A new era in Internet interventions: The advent of Chat-GPT and AI-assisted therapist guidance
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There are a wealth of different internet-based treatments available that are commonly classified into two categories: live, real time video therapy – such as telepsychiatry using Zoom – or digital self-help programs with or without human guidance that is often asynchronous (Andersson et al., 2019). Combinations of these two approaches also exist along with the blending of internet-based treatments with face-to-face therapy (Erbe et al., 2017). Understanding the significance of differences in approaches is complicated by inconsistent and confusing terminology used to describe the approaches (Smoktunowicz et al., 2020). Typically, guided internet-based treatments tend to be more effective than pure self-help (Baumeister et al., 2014). According to a recent meta-analysis, therapist-guided internet-based cognitive behavior therapy yields similar effects as face-to-face therapy for psychiatric and somatic disorders (Hedman-Lagerlöf et al., in press). Moreover, without support, the effects of internet-based treatment tend to be smaller, and dropout rates increase (Koelen et al., 2022). While clearly beneficial, human guidance cannot easily be scaled to cover the treatment needs (Fairburn and Patel, 2017). Consequently, there has been a growing interest in improving the effectiveness of internet-based interventions with lower degrees of guidance. While some advancements have been made using automated support (e.g., Titov et al., 2013), and support on demand (Hadjistavropoulos et al., 2019), there is still room for improving lower-intensity internet-based treatments. There are, in fact, very few pure internet-based self-help studies available, as most of these studies incorporate human contact in the form of diagnostic or screening interviews before treatment begins, or they provide access to human backup support in the event of an emergency or technological challenge during treatment.

With developments in artificial intelligence (AI), study of the integration of AI and internet-based treatment represents an important direction in optimizing internet-based treatments. One possible solution could be to integrate AI, in the form of a conversational agent, into the platforms (Ly et al., 2017; Morris et al., 2018) either as a tutor that becomes a virtual psychoeducational coach available to the client at all hours of the day, or taking on the role of a psychotherapist, giving constructive feedback and posing clinically informed inquiries such as Socratic questions that could directly help the client when analyzing negative automatic thoughts or maladaptive core beliefs. In this context, it is important to acknowledge that automated interactions with a computer have existed for a long time, but were only widely implemented more recently (Epstein and Klinkenberg, 2001). Arguably, AI can be seen as a way to improve automated treatments like the early Eliza that was invented already in the 1960's. With good implementation, the new AI-applications have the potential to significantly improve internet-based treatments and save clinicians time, but it also raises questions about the potential negative implications of using AI and large language models, such as GPT, in this field.

One important limitation is that a machine does not yet possess human-like empathy or emotions, and hence has difficulty understanding the nuances of human language. A conversational agent lacks the emotional intelligence and personal experience of a human being, but that can be hidden by expressing empathy-like utterances. In fact, a recent randomized controlled trial showed that a human–AI collaboration outperformed humans with 19.6 % more empathic conversations in text-based peer-to-peer mental health support (Sharma et al., 2023). Furthermore, GPT-4 has been reported to have an advanced understanding of the theory of mind (Bubeck et al., 2023). However, a conversational agent mimicking empathy and responding appropriately may not be enough. When a human communicates, one may say one thing with words, but the body language might convey a different meaning or emotion. Interpreting irony from a client is also a potential pitfall, which could lead to inappropriate therapeutic suggestions (such as promoting safety-seeking behaviors; Rozental et al., 2018). The use of AI guided interventions with more difficult and severe cases requires careful consideration and likely safeguards such as availability of clinicians who are capable of managing deterioration and other potential negative events.

Research has shown that the therapeutic alliance, which refers to the collaborative relationship between a human clinician and a human
client, is a robust predictor of treatment outcomes (Wampold and Flückiger, 2022). However, while AI and clients may agree on treatment tasks and goals (such as interceptive exposure to reduce anxiety and anxiety), there are limitations in developing a therapeutic bond (Miloff et al., 2020).

In addition to this, the role of client preference is important, and the knowledge that support is not being provided by a human could be perceived negatively. Nevertheless, there may be some clients where AI guidance is perceived positively and preferred, perhaps similar to how many individuals prefer to self-manage symptoms rather than seek therapeutic support (Andrade et al., 2014).

Assuming AI guidance is offered, it is necessary that clients are informed when they are supported by a computer rather than a human. In a recent experiment on a mental health support platform involving ChatGPT-3, it was found that peer support boosted by AI-generated suggestions received higher ratings than support written solely by humans (Biron, 2023). Nevertheless, Twitter users expressed concern that users were not adequately informed about the possibility of the author not being a real person (Hsu, 2022). The lack of transparency surrounding AI-generated messages could lead to trust issues for patients. It is crucial for the sender to be perceived as a real human being with genuine experiences. For instance, a study on therapist behaviors in internet-based cognitive-behavioral therapy for depressive symptoms found that including self-disclosure in written messages was significantly correlated with improvement at post-treatment (Holländare et al., 2016). While this study was not an experiment directly testing the effects of self-disclosure, it highlights the possible importance of openly sharing personal experiences as a means of enhancing the therapeutic alliance and improving depression treatment outcomes. Would humans appreciate communicating with an AI offering examples of ‘lived experience’? Currently, we predict the majority of clients are likely to choose a human therapist over AI-generated messages if given the option. A crucial aspect of psychotherapy remains the therapist’s capacity to empathize and establish a personal connection with the patient. Nevertheless, that may change in the future, as AI improves. In an era dominated by in-person treatments as the gold standard, positive reactions to AI could lead to trust issues for patients. It is crucial for the sender to be perceived as a real human being with genuine experiences. For instance, a study on therapist behaviors in internet-based cognitive-behavioral therapy for depressive symptoms found that including self-disclosure in written messages was significantly correlated with improvement at post-treatment (Holländare et al., 2016). While this study was not an experiment directly testing the effects of self-disclosure, it highlights the possible importance of openly sharing personal experiences as a means of enhancing the therapeutic alliance and improving depression treatment outcomes. Would humans appreciate communicating with an AI offering examples of ‘lived experience’? Currently, we predict the majority of clients are likely to choose a human therapist over AI-generated messages if given the option. A crucial aspect of psychotherapy remains the therapist’s capacity to empathize and establish a personal connection with the patient. Nevertheless, that may change in the future, as AI improves. In an era dominated by in-person treatments as the gold standard, positive reactions to AI could lead to trust issues for patients.
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