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Abstract. This paper presents the results of a study performed on Parallel 

Convolutional Neural Network (PCNN) toward detecting heart abnormalities from 

the heart sound signals. The PCNN preserves dynamic contents of the signal in a 
parallel combination of the recurrent neural network and a Convolutional Neural 

Network (CNN). The performance of the PCNN is evaluated and compared to the 

one obtained from a Serial form of the Convolutional Neural Network (SCNN) as 
well as two other baseline studies: a Long- and Short-Term Memory (LSTM) neural 

network and a Conventional CNN (CCNN). We employed a well-known public 

dataset of heart sound signals: the Physionet heart sound. The accuracy of the PCNN, 
was estimated to be 87.2% which outperforms the rest of the three methods: the 

SCNN, the LSTM, and the CCNN by 12%, 7%, and 0.5%, respectively. The 

resulting method can be easily implemented in an Internet of Things platform to be 
employed as a decision support system for the screening heart abnormalities. 
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1. Introduction 

Recent progress in development of different deep learning methods, created a leap 

towards intelligent decision making in various domains of healthcare including medical 

informatics and biomedical engineering. Extraction of medical information from time 

series of physiological activities has been traditionally regarded as an essential domain 

of research, sometimes with vital importance. Heart sound signal analysis, so called 

intelligent phonocardiography [1–4], is one of the highlighted domains of medical 

informatics and biomedical engineering which has been increasingly receiving attentions 

from the researchers, particularly after development of the powerful deep learning 

methods such as Convolutional Neural Network (CNN) and Long- and Short Term 

Memory (LSTM) [5–6]. The number of the publications addressing this domain has been 

doubled during the last three years with respect to the preceding half decade, mainly due 

to the high potential of deep learning methods in learning subtle details of the time series. 
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Among the various deep learning methods, spanning from the ones sophisticated for 

heart sound analysis, i.e. Time Growing Neural Network [7–9], to the image-based 

learning methods, CNN is by far the most popular learning method seen in different 

publications on heart sound analysis [5–7]. Although serious criticisms addressed 

reliability of the presented methods in terms of the structural risk [3,7,10], the study 

performed based on cascading a CNN and a recurrent neural network, which we named 

SCNN [5], and is still considered as the state-of-the art of this topic. It is evident that a 

reliable machine learning method can be incorporated into a digital stethoscope to serve 

as an easy-to-use and inexpensive screening tool for detecting heart abnormalities, which 

is, yet, considered as a priority for primary healthcare centers. 

This paper introduces a Parallel combination of CNN and LSTM for heart sound 

signal analysis (PCNN), and compares accuracy of the presented method to the ones 

obtained by Deng et al. [5] in discriminating between normal and abnormal heart sounds. 

Performance of two other baseline methods were explored for the comparison: a 

Conventional CNN (CCNN) and a LSTM. Accuracy of the 4 methods is statistically 

validated using the widely known public dataset of heart sound, the 

PhysioNet/Computing in Cardiology Challenge 2016 (https://physionet.org). Results of 

the study published by Deng et al. are still considered as the state-of-the-art in terms of 

the performance and the methodology. This was the main motivation for selecting the 

Computing in Cardiology Challenge as the baseline for comparison.  

2. Materials and Methods 

The abovementioned repository of heart sound recordings contains 6 folders of data, 

named training-a to training-f, altogether comprising 3240 signals, from which 665 

signals correspond to abnormal hearts. The subjects can have multiple recordings; 

however, the recordings have been allocated in the folders in a mutually exclusive 

manner. The recordings are all anonymous and have different lengths from 5 to 20 

seconds. More details are found in (https://physionet.org/content/challenge-2016/1.0.0/ ).  

2.1. Classification Methods 

The classification methods are trained using the datasets exist in the mentioned 

repository, in which the number of the normal signals are by far higher than the abnormal 

ones, yielding a heavy class imbalance in the training data. In the PCNN case, an input 

signal is firstly divided into nonoverlapping segments of 5 seconds. In order to overcome 

the class imbalance, heavily seen in the repository, an augmentation method of SMOTE 

was employed. Details of the augmentation method can be found in [5]. The signal 

contents are mapped to 2-dimensional representation using the mel-frequencies 

representation [5]. Contents of the mel-frequency are employed by a CNN and a LSTM 

independently and the ultimate classification is performed using the two sets of the 

outcomes. In another attempt, a cascaded connection of CNN and LSTM, named CCNN, 

was employed in which the LSTM performs the ultimate classification. The rest of the 

processing including the mel-frequency representation remain identical to the PCNN. 

Figure 1 demonstrates the block diagram of the two methods. In both of the cases, the 

CNN and the LSTM are independently trained and optimized using Adam optimizer. 

The set of the hyper parameters is identically selected for the PCNN and the CCNN as 

listed in Table 1. The baselines for comparison are composed of a CCNN and a LSTM 
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with the identical inputs of mel-frequency contents together with the similar set of the 

hyperparameters as the ones selected for the PCNN, Figure 1.  

 

Table 1. The hyperparameters 

Parameter Value 
Kernel size and stride size of convolution layer 3×3 and 1 

Number of the convolutional layers and kernel at each layer 3 and (16, 32, 64) 

Number and size of the Max Pool 3 and ((2×2), (4×4), (2×2)) 

Number of LSTM layers and units 1 and 74 

Number of neurons in FC and the dropout rate 32 and 0.5 

Activation function of the last layer  SoftMax 

Activation function of the convolutional and FC layers ReLu 

Initial learning rate and exponential decay rates 0.01 and (0.9, 0.999) 

Batch size and number of the epoch 512 and 50 

 

 
Figure 1. Block diagram of the PCNN (top) and CCNN (bottom) 

3. Results 

The recordings of each folder are employed for evaluation of the 4 methods, the PCNN, 

the SCNN, the CCNN, and the LSTM, with the training/validation/test of 75%/15%/10% 

selected from the Physionet datasets. The signals of each Physionet folder are firstly 

shuffled. Then, the training/validation/test recordings are selected according to the 

mentioned percentages. The three methods are independently evaluated 5 times and the 

descriptive statistics of two performance measures, the accuracy and the sensitivity, are 

calculated. Table 2 lists the estimated values for the average and standard deviation 
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(STD) of each performance measure, independently. As can be seen from the table, the 

PCNN offers the best performance in terms of the accuracy. The CCNN and LSTM both 

exhibit better accuracies comparing to the SCNN, however, this is not true with the 

sensitivities which are substantially lower with high standard deviations. This makes the 

CCNN and LSTM inappropriate to be employed as a screening tool. On the other hand, 

accuracy of the SCNN shows a high standard deviation against the evaluation data (the 

training/validation/test data), implying on its high structural risk. Nevertheless, for a 

certain selection of the evaluation data, an outperformance of SCNN might be observed, 

which could not be assumed objectively conclusive for the general population.     

Table 2. The descriptive statistics of the performance measures for the three methods, PCNN, CCNN, and 

CNN for 5 runs of the algorithms with the train\validation\test of 75%\10%\15% 

Method Accuracy Sensitivity 
Average (%) STD (%) Average (%) STD (%) 

PCNN     87.2 2.7 76.5 14.9 

SCNN 75.2 25.1 76.6 16.0 

CCNN 86.7 2.6 64.5 21.6 

LSTM 80.3 2.9 32.3 17.3 

4. Discussion 

The paper suggested a parallel combination of LSTM and CNN for discriminating 

between normal and abnormal heart sounds. This combination not only improves 

performance of the conventional CNN and LSTM, but also provides a better accuracy 

comparing to the cascaded combination which is considered as the state-of-the-art. The 

sensitivity is not improved by the parallel combination, though. The cascaded 

combination of CNN and LSTM was previously introduced by Deng et al. [5], with a 

very high accuracy. However, this is limited to a specific selection of the 

training/validation/test datasets, and thus very data-sensitive leading to a conclusion that 

cannot not be generalized as reflected by the high standard deviation of the performance 

measures. An important aspect of this study is the richness of dataset for training and 

testing of the methods. This richness is somewhat impaired by the class imbalance for 

the normal and abnormal heart sounds. In this study, an augmentation method, named 

SMOT was employed to overcome the class imbalance. Nonetheless, a large dataset with 

sufficient samples of the normal and abnormal samples, covering various pathological 

conditions, is crucial to arrive at an optimal selection for training the hyperparameters. 

The resulting method has the practical potential to improve the screening accuracy of 

cardiac auscultation at the primary healthcare centers. Studies showed that this screening 

accuracy is, yet, insufficient [11,12]. Integration of such artificial intelligence-based 

methods assigns a high level of sophistication to the electronic stethoscopes towards 

associating intelligence to the stethoscopes for various diagnostic objectives [13]. 
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5. Conclusions 

The parallel combination of LSTM and CNN improves performance of a cascaded 

LSTM and CNN for discrimination between normal and abnormal heart conditions using 

the heart sounds. This parallel combination offers significant enhancement of 

performance in terms of accuracy as compared to the conventional cases of CNN and 

LSTM, showing capability of such a combination of the deep learning methods as 

employed in this case study. However, the gain in accuracy could not guarantee an 

increase of the sensitivity or its reproducibility.  The proposed machine learning method 

with high and stable accuracy can be integrated with an electronic stethoscope to be 

employed as a decision support system at primary healthcare centers. 
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