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A B S T R A C T   

This paper presents an idea analysis of AI in the policy documents and reports of the United Nations, the Eu-
ropean Union, and the World Economic Forum. The three organisations expect AI to contribute to sustainability 
and a prosperous future with better data analysis, greater amounts of quantitative knowledge, and by making 
economic and social activities less wasteful and more energy efficient. Several challenges are also named: ethics, 
human rights, cybersecurity, access to reliable data, transparency, and the digital gap. The solutions presented 
are multi-stakeholder collaboration, cohesive but flexible governance frameworks, but also taking the lead to 
push for ethical and value-based AI and making sure AI is sustainable. Ideas about AI appear to stem from 
discourses of ecological modernisation and green governmentality. This framing turns political and structural 
challenges into technical issues to be solved with more data, greater collaboration, and technical progress. The 
similarities in ideas between the EU, the UN, and the World Economic Forum also suggest that ideas about AI and 
sustainable development have reached discourse institutionalisation. Ideas about AI are therefore likely to 
reinforce already existing institutional and discursive settings.   

1. Introduction 

Interest in how artificial intelligence (AI) impacts sustainability 
pathways and international relations has grown over the years (Briscoe 
and Fairbanks, 2020; Shaw, 2017; Vinuesa et al., 2020). AI is an um-
brella term whose definitions are manifold (Crawford, 2021) and often 
includes technologies such as machine learning, neural networks, and all 
types of autonomous systems. AI is sometimes referred to as a 
general-purpose technology (Chief Executive Board for Coordination, 
2020; European Commission, 2021a; Smart Africa, 2021), as its use is 
increasingly pervasive in a vast array of fields. This breadth contributes 
to a vagueness that is often reflected in policies and governance settings 
(Ulnicane et al., 2022). In this paper, AI “refers to a class of computer 
programs [and related technologies, our addition] designed to solve 
problems requiring inferential reasoning, decision-making based on 
incomplete or uncertain information, classification, optimization, and 
perception” (Bathaee, 2018, p. 898). 

The political impact of AI on sustainability varies depending on its 
implementation and context thereof. AI can be an asset in safeguarding 
biodiversity and fostering sustainable development (Goralski and Tan, 

2020). Alternatively, it can reinforce behaviours behind current envi-
ronmental crises (Dauvergne, 2020a). Countries like the United States, 
China and Russia want to leverage AI to shift the balance of power in 
their favour (Shaw, 2017; Dauvergne, 2021; Lee, 2018; Thornton and 
Miron, 2020), whereas other international actors could make sense of AI 
in different ways, depending on their interests, goals, and contexts. 

The understanding of policy problems is always, at least in part, 
socially constructed by employing discursive tools such as storylines 
(Hajer, 1997) and ideas (Blyth, 2002; Gofas and Hay, 2010). This begs 
the question of what is meant when decision-makers speak of AI for 
sustainability. 

Examining ideas about AI for sustainability can deepen our under-
standing of political and other discursive underpinnings of AI strategies 
and policies. This paper offers a qualitative idea analysis of policy 
documents and reports that directly or indirectly link AI and sustain-
ability. It analyses ideas about AI in global environmental governance, 
using the European Union (EU), the United Nations (UN), and the World 
Economic Forum as case studies. We ask: how is “AI” framed in the 
selected material, and how is it articulated in relation to broader envi-
ronmental and sustainability discourses? 
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We began our study with the hypothesis that idea frames about AI 
and sustainability either spur change within discourses and institutions 
or, conversely, reinforce already existing discourses. We understand 
sustainability as a “people-centred and conservation-based concept that 
implies the development of the standard of human life by respecting 
nature’s capacity to afford life-support facilities and resources” (Rout 
et al., 2020, p. 4). Sustainable development is a strand of sustainability 
concerned more specifically with promoting economic growth within 
the boundaries of Earth’s natural systems (Portney, 2015). Our focus is 
on how ideas shed light on the role of AI in social and environmental 
wellbeing. 

2. Theoretical and methodological background 

2.1. Why should we approach AI from an idea perspective? 

Science and technology scholars have long studied the political im-
pacts of technologies (Eubanks, 2011; Feenberg, 2002; Winner, 1980). 
Despite some notable exceptions (Ulnicane et al., 2022; Thornton and 
Miron, 2020; Cath et al., 2017; Ulnicane, 2022), the literature on in-
ternational relations and sustainable development has not engaged with 
AI in terms of discourses or political ideas, even when political effects on 
democracy, equity and ethics are recognised (see for example Shaw, 
2017; Lee, 2018; Nour, 2019). 

Ideas spur or uphold institutional and political changes (Blyth, 2002; 
Fairclough, 2010; Parsons, 2003; Pierson, 1992), reflect power and 
ideological struggles (Fairclough, 2010; Laclau and Mouffe, 2001), and 
affect both social and material reality (Schmidt, 2017). Following a long 
tradition in political science, ideas are recognised as the bases of ide-
ologies and policy outcomes (regulations, policies, implementation, 
etc.). Ideas have real impacts on the conduct of social relations, political 
arrangements, and economic structures (Blyth, 2002; Gofas and Hay, 
2010; Lindberg, 2018; Brink and Metze, 2006). Ideas can lock in specific 
policy pathways (Lee, 2018) and create the backbone of institutions that 
will provide stability (Blyth, 2002). Ideas can also, conversely, spur 
policy and institutional change. Blyth explains that ideas help interpret 
goals, causes, courses of action and actors involved in times of uncer-
tainty, and enable collective action and coalition building. Finally, ideas 
can be ‘weaponised’ to change policy outcomes and institutions (Blyth, 
2002). Schmidt (Schmidt, 2008) argues that institutions can be changed 
or maintained through idea mediation (Schmidt, 2017, 2008). 

Considering the many ideas on the risks and promises of AI and its 
impact on sustainability action and governance (Crawford, 2021; Dau-
vergne, 2021), scrutinising AI as a discursive referent in international 
sustainability policies is timely. 

2.2. Method 

2.2.1. Case selection 
International organisations hold critical potential as knowledge 

brokers, coordinators, agenda setters and programme implementers 
(Karns et al., 2015; Barnett and Duvall, 2004). They can redefine in-
terests and worldviews for other international actors such as states 
(Barnett and Finnemore, 2004) and are “international social institutions 
characterized by behavioural patterns based on international norms and 
rules, which prescribe behavioural roles in recurring situations that lead 
to a convergence of reciprocal expectations” (Rittberger et al., 2019). 
They often serve as platforms or advocates in spreading and shaping new 
discourses and norms (Karns et al., 2015; Fukuda-Parr and Hulme, 
2011), and as such are an important link in policymaking, ideational and 
institutional change. 

This paper focuses on is the European Union (EU), the United Nations 
(UN) and the World Economic Forums in their role as ‘idea entrepre-
neurs’, i.e. as organisations or sets of organisations defending and pro-
moting certain ideas in order to translate them into policies and norms 
(Levinson, 2021). Other international organisations, most notably the 

Organisation for Economic Co-operation and Development (OECD), 
place a considerable focus on how AI principles are being formed 
(Schmitt, 2022). To delimit the study, we selected the three organisa-
tions because they represent distinct mandates and diverse types of in-
ternational organisations. The UN is global intergovernmental with 
global reach mandated to spur sustainable development which gathers 
diverse types of economies and geopolitical interests. The EU is supra-
national, regional, and political with clear stakes in the development of 
AI. The World Economic Forum is non-governmental with significant 
convening power of business and government representatives and has a 
substantial analysis function. We chose organisations with distinct 
mandates to potentially capture different governance aspects and in-
terests (Ulnicane et al., 2022; Schmitt, 2022). 

2.2.2. Document selection and analysis 
Our corpus of documents is composed of policy documents, white 

papers and reports linking AI applications to sustainability. The corpus 
was found through searches on the official websites of the EU, the UN 
and the World Economic Forum up to February 2022. We used different 
combinations of the terms “AI”, “sustainab* ”, “environment* ”, “green” 
and “SDG”. We also included documents from Smart Africa, Microsoft, 
the International Research Center on Artificial Intelligence, and Future 
Earth for triangulation. We retained 28 documents altogether, published 
from 2018 to 2021. 

After data selection, the analysis proceeded iteratively. Preliminary 
categories included metaphors, categorisations, problem descriptions, 
areas of implementation, and storylines. Additional subcategories were 
added through a continuous process of adjustment and reorganisation. 

2.3. Analytical framework 

2.3.1. VDP triad 
This paper focuses on political ideas. They are claims and assump-

tions about the desirable, possible, effective and legitimate goals and 
courses of action in society (Blyth, 2002; Lindberg, 2018; Schmidt, 2008; 
Vernon, 2010). Political ideas delimitate the ’proper’ course of action, as 
well as its scope, place and time. Additionally, ideas may identify the 
agents and objects to be included, and present underlying assumptions 
about the world within which agents and institutions operate (Blyth, 
2002; Schmidt, 2008; Lynch, 2007). 

Political ideas are the substantive content of discourses (Schmidt, 
2017, 2008). In this paper, we refer to discourse as “a specific ensemble 
of ideas, concepts and categorisations that are produced, reproduced, 
and transformed in a particular set of practices and through which 
meaning is given to physical and social realities” (Hajer, 1997). 

We use idea analysis and the VDP-triad to operationalise our analysis 
(Lindberg, 2018). The triad corresponds to (V) values or 
value-judgements; (D) descriptions or judgements of reality, i.e. prob-
lem formulation; and (P) prescriptions or practical proposals for actions. 

We use the VDP-triad to identify how the governance aspects of AI 
are framed. Framing an issue involves defining problems, diagnosing 
causes, making moral judgments, and suggesting remedies in an inter-
nally logical manner (Entman, 1993; Wibeck and Linnér, 2021). We see 
frames as assemblages of ideas underpinning discourses. Framing anal-
ysis goes beyond the VDP-triad to also call attention to what is excluded. 

2.3.2. Sustainability discourses 
Our study presupposes that AI as a discursive referent will either 

instigate discursive change or reinforce already existing institutional 
and discursive designs. To explore these options, we provide a summary 
of three dominating sustainability discourses. The discourses used as 
reference are ecological modernisation (Hajer, 1997; Bäckstrand and 
Lövbrand, 2006), green governmentality (Bäckstrand and Lövbrand, 
2006, 2019; Rutherford, 2017; Luke, 1995), and civic environmentalism 
(Bäckstrand and Lövbrand, 2006, 2019). These three discourses stem 
from the Enlightenment perspective. Other discourses such as 
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environmental justice or survivalism also exist (Zannakis, 2009), but 
they did not appear in any significant manner in our corpus. 

Ecological modernisation is understood as “the discourse that recog-
nizes the structural character of the environmental problematique but 
nonetheless assumes that existing political, economic, and social in-
stitutions can internalize the care for the environment” (Hajer, 1997). 
Hajer explains that ecological modernisation (1) makes sense of envi-
ronmental change in a way that is calculable, from a monetary 
perspective in particular; (2) frames environmental changes as a 
positive-sum game enabled by the cooperation between different actors; 
and (3) assumes that economic growth and environmental protection 
are coupled. This discourse favours small tweaks in politics and the 
economy in the form of green, decentralised, cost-effective and collab-
orative regulations, technological innovation, investment and trade 
(Bäckstrand and Lövbrand, 2006). 

Green governmentality focuses on how governmental mechanisms and 
technologies are used to govern environmental problems (Rutherford, 
2017; Fletcher, 2017). It also addresses how knowledge of environ-
mental processes is construed, negotiated, and represents sites of power 
production (Rutherford, 2017). Production of knowledge about the 
environment steers the “management” of the natural world and in-
dividuals’ behaviour. Put simply, the environment is (re)presented by 
means of statistics, maps and models through which states, international 
and non-governmental organisations can devise solutions (Rutherford, 
2017). This is conducive to techno-solutionism that construes the planet 
and its ecosystems as “infrastructure[s] subject to state protection, 
management and domination” (Bäckstrand and Lövbrand, 2006, p. 55). 
The way the environment is made knowable and governable often leads 
to the creation of specific types of self-governing subjects, for example 
the green citizen (Rutherford, 2017). 

Civic environmentalism stipulates that an effective way to deal with 
environmental problems is through increased participation in the 
decision-making process (Bäckstrand and Lövbrand, 2006). All those 

affected (minorities and women in particular) by environmental change 
should have the opportunity to have their voices heard. Bottom-up ap-
proaches are to be favoured. However, the extent to which political 
structures should be reformed and civic engagement secured varies 
between more reform-oriented and radical approaches to civic envi-
ronmentalism (Bäckstrand and Lövbrand, 2006). 

3. Key idea frames 

We identified two frames. They mediate the understanding of AI as a 
mode of sustainability governance -i.e. as ways to develop and imple-
ment regulations and incentives in order to change behaviours (O’Neill, 
2017)- and as an object of governance in its own right. One frame rep-
resents AI as a tool for sustainability governance and the other advocates 
for a governance framework to promote sustainable AI. We abridged the 
first frame as AI for sustainability and the second as Governance of sus-
tainable AI. Fig. 1 provides a summary of the results. In the case of AI 
policies, the term governance is rarely defined (Ulnicane et al., 2022). 
We define governance as an ensemble of rules and networks of actors 
and practices aiming to manage political problems. 

Although “AI” is an umbrella term that encompasses a variety of 
technologies with different applications, opportunities and challenges, 
the framing of AI is not always specific in the documents selected. We 
therefore kept AI as a general referent for the analysis. 

3.1. AI for sustainability 

3.1.1. Values 
The UN, the EU and the World Economic Forum explicitly state that 

the use of AI should be steered in a way that contributes to the Sus-
tainable Development Goals (SDGs) (World Economic Forum, 2018; 
European Commission, 2021a; UN Global Pulse, 2019, 2018, 2020; In-
ternational Telecommunication Union, 2020; Chief Executive Board for 

Fig. 1. Summary of the frames found.  
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Coordination, 2019a; United Nations, 2020). AI is part, or the source, of 
transformations towards a more prosperous, fair and sustainable future, 
which represents the first-order value. This prosperous future involves 
healthy, educated citizens allowed to evolve in a world where the effects 
of climate and environmental change are mitigated, where social 
inequality and poverty are eradicated, and where the pursuit of 
knowledge is beneficial. 

The second-order values engaged in this frame are rooted in the 
ideals of the Enlightenment and correlate with ecomodernist imagi-
naries (Symons, 2019). There is an underlying trust in technological 
progress for the betterment of society, and a recognition of the need for 
human flourishing and social justice: technologically assisted sustain-
able transformations will secure the wellbeing of all humans. 

The documents emphasise the transformational potential of tech-
nologies. The term transformation and its derivatives appear in 25 of the 
28 documents. Rather than society-wide transformations, they range 
from precise individual areas, such as public procurement, distributed 
energy grids and smart homes, to sectors such as employment, educa-
tion, and health. Nevertheless, these examples are framed as contrib-
uting to fundamental societal transformations. The World Economic 
Forum refers to the “digital revolution” or the “fourth industrial revo-
lution”, while the European Commission states that “[l]ike the steam 
engine or electricity in the past, AI is transforming our world, our society 
and our industry” (European Commission, 2018a, p.1). The World 
Economic Forum also makes the comparison (World Economic Forum, 
2018). Technologies become “powered by AI” (Smart Africa, 2021; 
World Economic Forum, 2018; European Commission, 2021a; UN 
Global Pulse, 2019; International Telecommunication Union, 2020; 
European Commission, 2018a, 2020a; Future Earth; World Economic 
Forum, 2020a; IRCAI, 2021; European Commission, 2018b; Gailhofer 
et al., 2021; International Telecommunication Union, 2021), which 
strengthens the association with electricity or fuel. Other similar phrases 
such as “information age” and “digital age” are sporadically used and 
imply a similar argument: high technologies define our era, in the way 
the industrial development is said to have defined the 18th century. 
These phrases frame the current period as one of exponential develop-
ment and innovation, where high technologies play a leading role. 

3.1.2. Descriptions 
The core challenge described is how to bring about transformations 

towards a prosperous and sustainable future in the face of climate 
change and unsustainable practices. The documents also acknowledge 
the rampant inequalities between diverse groups, especially between 
men and women and between the Global North and the Global South. 

Mostly, AI is heralded for its potential for data collection and anal-
ysis. Concerns centre around ensuring sufficient energy-efficient 
computational power to analyse the volume, velocity, and variety of 
big data. As such, documents frame data as a resource to harness, as “[i]t 
has become commonplace to refer to data as the ‘new oil’ of the global 
economy” (World Economic Forum, 2019, p.4). According to the Eu-
ropean Commission, “Europe’s current and future sustainable economic 
growth and societal wellbeing increasingly draws on value created by 
data” (European Commission, 2020b, p.1). 

Another problem presented in the dataset is the widening gap be-
tween states and companies able to develop and adopt AI, and the ‘have- 
nots’. This is a general assessment made when it comes to AI. However, 
the documents also make this argument in light of sustainable devel-
opment, since laggers might miss an opportunity to develop their 
economy and decrease poverty in their territory. It also implies that AI 
laggers will not be able to leverage algorithms and monitoring tech-
nologies in the case of biodiversity conservation or climate mitigation. 
The UN also considers the dangers of lagging behind and focuses on the 
inclusion of the Global South and minorities. UN documents discuss how 
the digital divide can negatively affect people in developing countries, 
women, girls, migrants, and other minorities (United Nations, 2020, 
p.18). 

Implicit in the assumptions that AI answers a need for more informed 
decision-making and better information flows (see 3.1.3) is an under-
standing that knowledge is lacking to develop the best courses of action. 
Additionally, automation suggests that less energy use will contribute to 
making economic and social activities more sustainable. The sustain-
ability crisis is thus understood as an optimisation problem. 

3.1.3. Prescriptions 
The documents recognise potential benefits of AI in areas as diverse 

as the economy (Smart Africa, 2021; World Economic Forum, 2018; 
European Commission, 2021a; UN Global Pulse, 2018; Chief Executive 
Board for Coordination, 2019a; European Commission, 2018a, 2020a; 
Future Earth; World Economic Forum, 2020a; IRCAI, 2021; World 
Economic Forum, 2020b; European Commission, 2021b; Microsoft) 
-circular economy in the case of the EU (European Commission, a, 2021, 
2020b, 2018b; Gailhofer et al., 2021)-, health (Smart Africa, 2021; 
World Economic Forum, 2018; European Commission, 2021a; UN 
Global Pulse, 2019; International Telecommunication Union, 2020; UN 
Global Pulse, 2020; United Nations, 2020; European Commission, 
2018a, 2020a; Future Earth; World Economic Forum, 2020a; IRCAI, 
2021; European Commission, 2018b; World Economic Forum, 2020b; 
European Commission, 2021b, 2018c), the environment -biodiversity, 
ocean and forest protection, etc.- (Smart Africa, 2021; World Economic 
Forum, 2018; European Commission, 2021a; UN Global Pulse, 2019; 
International Telecommunication Union, 2020; Chief Executive Board 
for Coordination, 2019a; European Commission, 2018a, 2020a; Future 
Earth; IRCAI, 2021; European Commission, 2018b; Gailhofer et al., 
2021; World Economic Forum, 2020b; Microsoft), decarbonisation 
(Smart Africa, 2021; World Economic Forum, 2018; European Com-
mission, 2021a; Future Earth; Gailhofer et al., 2021; World Economic 
Forum, 2020b; Microsoft), security (Smart Africa, 2021; European 
Commission, 2021a; UN Global Pulse, 2019, 2018; United Nations, 
2020; European Commission, 2018a, 2020a; Future Earth; World Eco-
nomic Forum, 2020a; European Commission, 2018b; World Economic 
Forum, 2020b; European Commission, 2021b; Microsoft; European 
Commission, 2018c), agriculture (Smart Africa, 2021; World Economic 
Forum, 2018; European Commission, 2021a; International Telecom-
munication Union, 2020; European Commission, 2018a; Future Earth; 
IRCAI, 2021; European Commission, 2018b; Gailhofer et al., 2021; 
Microsoft; European Commission, 2018c; World Economic Forum and 
Center for the Fourth Industrial Revolution, 2019), energy (World 
Economic Forum, 2018; European Commission, 2021a; International 
Telecommunication Union, 2020; European Commission, 2018a; Future 
Earth; European Commission, 2018b; Gailhofer et al., 2021; World 
Economic Forum, 2020b; Microsoft; European Commission, 2018c; 
World Economic Forum and Center for the Fourth Industrial Revolution, 
2019; World Economic Forum, Bloomberg, and Deutsche 
Energie-Agentur, 2021), public sectors (Smart Africa, 2021; a, 2018, 
2021; UN Global Pulse, 2019; a, 2020a; World Economic Forum, 2020a; 
IRCAI, 2021; b; Gailhofer et al., 2021; b, 2018c; World Economic Forum 
and Center for the Fourth Industrial Revolution, 2019), democracy and 
civil society movements (Smart Africa, 2021; European Commission, 
2021a; UN Global Pulse, 2019, 2018; Chief Executive Board for Coor-
dination, 2019a; European Commission, 2020a; Future Earth; Gailhofer 
et al., 2021; European Commission, 2021b; World Economic Forum and 
Center for the Fourth Industrial Revolution, 2019), and transport (Smart 
Africa, 2021; World Economic Forum, 2018; European Commission, 
2021a; UN Global Pulse, 2019; International Telecommunication Union, 
2020; United Nations, 2020; European Commission, 2018a, 2020a; 
Future Earth; European Commission, 2018b; Gailhofer et al., 2021; 
European Commission, 2021b; Microsoft; European Commission, 
2018c; World Economic Forum and Center for the Fourth Industrial 
Revolution, 2019). Reportedly, “SDGs 3 (Good Health and Wellbeing), 9 
(Industry, Innovation and Infrastructure), 10 (Reduced Inequalities), 13 
(Responsible Consumption and Production), and 17 (Partnership for the 
Goals) are currently the top five most common SDGs addressed by the 
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UN AI initiatives” (International Telecommunication Union, 2021). EU 
documents highlight the role of AI in smart agriculture, health, mobility, 
and in the public sector. The World Economic Forum issued a number of 
documents illustrating the role of AI in different sectors, for example in 
energy transition, environmental protection, at home, or in public pro-
curements (World Economic Forum, 2018, 2020a, 2020b; World Eco-
nomic Forum, Bloomberg, and Deutsche Energie-Agentur, 2021). 

We identified four main applications of AI: (1) better data collection 
and analysis leading to greater knowledge, scientific and industrial 
discovery, and better-informed decision-making; (2) increased use of 
automation (in transports, industry, etc.); (3) enhanced efficiency (in-
dividual consumption, energy, resources, etc.); and (4) greater equality 
and poverty alleviation. 

3.1.3.1. Better data collection and analysis. The documents highlight 
that AI analyses and finds correlations in vast amounts of data, which 
facilitates scientific discovery, innovation, and understanding of the 
world in general. The conclusion set out in the documents is that AI leads 
to more informed and faster decision-making. Such applications of AI 
involve machine learning, smart sensors, satellite imagery, the Internet 
of Things, computer vision, drones, and digital twins. These technolo-
gies are showcased for real-time monitoring of weather and climate 
events, as well as forests, species migration, water sanitation systems, 
public transports, and electricity consumption. 

Some documents additionally mention forecasting capabilities, for 
example, better assessment of future energy consumption, CO2 emis-
sions, and climate change. The UN’s Roadmap for Digital Cooperation 
states that the “utilization of big data and artificial intelligence to create 
digital public goods in the form of actionable real-time and predictive 
insights is critical […] as they can serve to identify new disease out-
breaks, counter xenophobia and disinformation and measure impacts on 
vulnerable populations, among other relevant challenges” (United Na-
tions, 2020, p.8). The World Economic Forum believes that AI tech-
nologies can be harnessed to face the challenges brought about by 
climate and environmental change, especially with the processing of big 
data to find patterns, which make decision-making and forecasting more 
efficient (World Economic Forum, 2018) (Fig. 2). Similar arguments are 
made by the UN (UN Global Pulse, 2019, 2020) and the EU (European 
Commission, 2021a, 2018a, 2020a). The World Economic Forum gives 
the examples of quantum computing, “general artificial intelligence” 
and autonomous decision-making. These technologies would foster a 
sustainable world by mitigating environmental change, helping 

individuals control their consumption, and predicting episodes of crises 
(crop diseases, drought, etc.) (World Economic Forum, 2018, 2020b; 
World Economic Forum, Bloomberg, and Deutsche Energie-Agentur, 
2021). 

AI is further expected to promote better democratic systems and 
more responsible economic models by facilitating information access, 
faster and more accessible communication lines, and better tracking of 
waste and inefficiency. In the field of security, AI can enhance cyber-
security capability, track complex and vast criminal networks, obtain 
and analyse real-time data in case of conflicts, and streamline migration 
and asylum processes. 

3.1.3.2. Automation. The documents also promote automation and its 
potential to free humans from repetitive tasks through, for example, 
robotics and automated vehicles. These include non-creative tasks at 
work, management of electric appliances at home, and driving. Auto-
mation would therefore contribute to human wellbeing by allowing 
more time for creative tasks. 

3.1.3.3. Greater efficiency. When combined with data analytics, auto-
mation helps avoid redundancy, energy waste and unnecessary emis-
sions. In the documents, AI is expected to contribute to more efficient 
sustainable manufacturing and agricultural production. In the field of 
agriculture and precision farming, AI technologies can help reduce the 
use of pesticides, fertilisers and water, help with weeding, promote 
animal welfare, and identify crop diseases. AI is also helpful at home to 
use electricity more wisely or to assess the most sustainable choices 
when buying products. Other examples given are resource and energy 
efficient transport flows, waste management, and energy systems, such 
as smart homes helping citizens to run their appliances at the best time, 
and smart grids managing diverse sources of electricity (for example, 
renewable energy). The EU illustrates that “smart thermostats can 
reduce energy bills by up to 25% by analysing the habits of the people 
who live in the house and adjusting the temperature accordingly” (Eu-
ropean Commission, 2018c, p.1). 

3.1.3.4. Reduced inequalities. The AI sector is expected to help promote 
equality between genders and between the Global North and the Global 
South. The documents mention new employment opportunities, for 
women and girls in particular. Mindful of big economies like China, the 
USA and the EU having a competitive technological advantage in AI 
development, the UN developed an “internal plan to support capacity 

Fig. 2. Timeline for AI development envisioned by the World Economic Forum (World Economic Forum, 2018).  
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development efforts related to artificial intelligence technologies, 
especially for developing countries, with a particular emphasis on the 
bottom billion” (Chief Executive Board for Coordination, 2019a, p.1). 
The Global Pulse initiative reports exhibit how AI technologies help 
people in developing countries, particularly women, by tracking 
gender-based violence more efficiently, mapping which districts are 
considered unsafe, etc (UN Global Pulse, 2019, 2020). According to the 
report AI for Good: Global Impact, “[f]or Africa, AI represents access, 
efficiency and a potential antidote to unemployment and underdevel-
opment” (International Telecommunication Union, 2020, p.31), as the 
continent can create AI-related jobs for its largely young population, 
enhance food security, help local farmers, and export the vast and 
diverse data Africa can provide. Hence, the UN rearticulated this idea to 
prominently display the role of AI in poverty alleviation and in pro-
moting equality. 

The EU and the World Economic Forum also highlight the potential 
for reduced inequality, although less explicitly and systematically (Eu-
ropean Commission, 2018a, 2020b; World Economic Forum, 2020b). 
The EU, addressing inequalities within its borders, believes that AI can 
contribute to its Green Deal (European Commission, 2020b, 2021a, 
2021c; Gailhofer et al., 2021), and aims to focus on “human-centred AI” 
(European Commission, 2018b, 2020b; Gailhofer et al., 2021). AI is thus 
made sense of as an opportunity to foster more social justice and 
equality, through which even the most vulnerable can be empowered. 

3.2. Governance of sustainable AI 

The second frame is reflected in the common understanding among 
the EU, the UN and the World Economic Forum that despite its potential, 
AI needs safeguards to be beneficial. These safeguards involve protect-
ing the safety and privacy of citizens and avoiding misuse. Regarding 
environmental sustainability, the main argument is that stakeholders 
and policymakers need to actively promote AI technologies that have a 
low CO2 and energy footprint. As such, AI needs to be regulated and 
governed. It is worth noting that the frame Governance of sustainable AI 
has many overlaps with general calls for the governance of AI (Ando-
nova et al., 2022; Butcher and Beridze, 2019). 

3.2.1. Values 
The problem descriptions are related to the challenges of a sustain-

able and prosperous future for all as a first-order value, similar to the 
previous frame. Ethical standards, safeguards for privacy, human rights, 
transparency, cybersecurity, and attribution of responsibilities in case of 
malfunction, are linked to social justice and democratic values. 

There is an underlying assumption that states and other actors are 
interdependent, especially when solving complex, transboundary issues 
like environmental problems, or the governance of AI in this case. There 
are therefore strong incentives for cooperation and international 
community-building (O’Neill, 2017). The focus on winners and laggers, 
and the need for ‘value-based AI’, suggest values about social justice, 
where humans should be able to thrive, where human rights and peace 
are secured, etc. 

However, the focus, especially from the EU, on becoming first- 
movers of AI innovation to gain competitive advantage conflicts with 
the cooperation narrative. This concern for staying competitive is also 
potentially a consequence of a realist understanding of international 
relations, where states are in permanent competition to balance power 
and secure their interests, and where the best chances at stability are if 
one actor gathers enough power to become a hegemon. It suggests that 
the values of collaboration and competition coexist in this frame. 

3.2.2. Descriptions 
AI is associated with a number of risks. Examples are breaches in 

cybersecurity and data protection (Smart Africa, 2021; World Economic 
Forum, 2018; European Commission, 2021a; UN Global Pulse, 2019; 
International Telecommunication Union, 2020; UN Global Pulse, 2018; 

Chief Executive Board for Coordination, 2019a; United Nations, 2020; 
European Commission, 2018a, 2020a; Future Earth; World Economic 
Forum, 2020a; European Commission, 2018b; Gailhofer et al., 2021; 
World Economic Forum, 2020b; European Commission, 2021b, 2018c; 
World Economic Forum and Center for the Fourth Industrial Revolution, 
2019). The documents tackle user privacy and data management, 
algorithmic transparency, the lack of explainability of AI outputs, and 
the necessity to foster ethical use and development of AI (Smart Africa, 
2021; World Economic Forum, 2018; European Commission, 2021a; UN 
Global Pulse, 2019; International Telecommunication Union, 2020; UN 
Global Pulse, 2018; Chief Executive Board for Coordination, 2019a; 
United Nations, 2020; European Commission, 2018a, 2020a; Future 
Earth; World Economic Forum, 2020a; IRCAI, 2021; European Com-
mission, 2018b; Gailhofer et al., 2021; European Commission, 2020b; 
Microsoft; European Commission, 2018c; World Economic Forum and 
Center for the Fourth Industrial Revolution, 2019). There is additional 
emphasis on liability and responsibility attribution, and on inequality 
and discrimination -either in terms of access to AI or algorithmic bias 
(Smart Africa, 2021; World Economic Forum, 2018; European Com-
mission, 2021a; International Telecommunication Union, 2020; Chief 
Executive Board for Coordination, 2019a; United Nations, 2020; Euro-
pean Commission, 2018a, 2020a; Future Earth; World Economic Forum, 
2020a; IRCAI, 2021; Gailhofer et al., 2021; European Commission, 
2021b; Microsoft; European Commission, 2018c; World Economic 
Forum and Center for the Fourth Industrial Revolution, 2019). The 
documents also highlight challenges to law enforcement and trust (Eu-
ropean Commission, 2021a; World Economic Forum, 2018; European 
Commission, 2021a, 2018a, 2020a; Future Earth; European Commis-
sion, 2020b; World Economic Forum, 2020b), and safety and funda-
mental right protection in general. Finally, challenges also concern how 
to grant citizens and policymakers the digital skills necessary to stay 
attractive on the job market and partake in the digital society, and thus 
curb unemployment (Smart Africa, 2021; World Economic Forum, 2018; 
European Commission, 2021a; Chief Executive Board for Coordination, 
2019a; European Commission, 2018a, 2020a; Future Earth; IRCAI, 
2021; Microsoft; European Commission, 2018c; World Economic Forum 
and Center for the Fourth Industrial Revolution, 2019). 

The World Economic Forum acknowledges that AI has so far been 
mostly developed for economic gains and competitive advantages, 
which subsequently undermines focus on sustainability and social jus-
tice (World Economic Forum, 2019; World Economic Forum and Center 
for the Fourth Industrial Revolution, 2019). The EU frames AI as key to 
achieving global leadership and asserting their position in the interna-
tional landscape. Lagging behind would constitute brain-drain and 
reliance on possibly unethical solutions developed elsewhere. 

The social components of sustainability are the primary focus of our 
selected documents. However, it can be noted that all three organisa-
tions recognise that AI is not intrinsically environmentally friendly. 
Concerns typically involve the use of electricity to train the algorithms 
and the energy consumption of AI and data centres (European Com-
mission, 2021a; International Telecommunication Union, 2020; Future 
Earth; European Commission, 2018b; Gailhofer et al., 2021; European 
Commission, 2020b; Microsoft). A few reports are concerned with the 
rebound effects and the use of AI for CO2 emitting activities (Smart 
Africa, 2021; European Commission, 2020a; Future Earth; IRCAI, 2021; 
World Economic Forum, Bloomberg, and Deutsche Energie-Agentur, 
2021). 

Finally, although the report The Role of Artificial Intelligence in the 
European Green Deal recognises that the energy efficiency of data centres 
is steadily increasing, it concludes that “[d]irect negative environmental 
effects of AI result from the use of digital hardware and infrastructures 
such as data centres and networks. This leads directly to the increased 
consumption of material resources and energy” (Gailhofer et al., 2021, 
p.9). It is the only document selected that deals with material extraction 
(Gailhofer et al., 2021). 
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3.2.3. Prescriptions 

3.2.3.1. Limit AI’s negative environmental externalities. As mentioned 
previously, the social and economic implications of AI are the main 
concern of the documents we selected. Among the three organisations, 
the EU brought the most attention to making AI more environmentally 
sustainable. One specific prescription is to continue enhancing the en-
ergy efficiency of data centres and computers (International Telecom-
munication Union, 2020). The annexe to the Coordinated Plan on 
Artificial Intelligence states that “[n]ew paradigms beyond scaling are 
already emerging and new energy-efficient computing architectures 
(such as neuromorphic and quantum) will be needed to ensure sus-
tainable use of energy” (European Commission, 2018b, 2021b, p.3). The 
European Commission suggests that the European Fund for Strategic 
Investments, Horizon 2020 and the European Investment Fund could 
prioritise energy-efficient blockchain, AI’s contribution to sustainable 
production, and low-power technology (European Commission, 2021a, 
2018b). The EU also mentions the need for strong, yet energy-efficient 
computational power to train AI models. Low-power processors are 
examples of potential solutions (European Commission, 2021a). 

The World Economic Forum proposes ‘responsible AI’ to include 
sustainability principles in addition to safety, ethics and values 
throughout investment, design, and implementation of AI technologies, 
both for the private and the public sector. The Forum also encourages 
states to include social and environmental considerations in their na-
tional AI strategies (World Economic Forum, 2018). 

3.2.3.2. An appropriate governance framework. One of the solutions 
presented is an suitable governance framework to ensure the full ben-
efits of AI from a social, economic, and environmental perspective. 
Among the aspects mentioned are soft and hard law, common global 
standards, national strategies, and the need to find a balance between 
law and protection and the ability to innovate and use data (European 
Commission, a, 2021, 2021b, 2020a; World Economic Forum, 2019; 
European Commission, b, 2021, 2021b). Of the three organisations, the 
World Economic Forum advocates technical and private certifications 
the most, contending that AI technologies should be ethical in their very 
design (World Economic Forum, 2019, 2020b; World Economic Forum, 
Bloomberg, and Deutsche Energie-Agentur, 2021). The EU similarly 
supports an ‘ethics by design’ and ‘security by design’ approach to 
technological research and development (European Commission, 
2018b). The EU also created the classification of “high-risk AI”, which is 
subject to special regulatory and monitoring procedures (European 
Commission, 2021a, 2020b). 

The UN, the EU and the World Economic Forum agree that gover-
nance frameworks ought to be flexible to adapt to the fast pace of 
innovation, and that regulations should be standardised between actors 
of different kinds. The EU and the UN refer to regulatory sandboxes (a, 
2020, 2021; Smart Africa, 2021; a, 2020, 2021; Chief Executive Board 
for Coordination, 2019a; a, 2018b, 2021b), a comprehensive gover-
nance framework to mitigate the risks posed by AI technologies and 
ensure safe and ethical usages that protect privacy, fundamental rights, 
and benefit even the most vulnerable. The governance of AI is also ex-
pected to help societies prepare for changes in the labour market, which 
is especially pronounced in EU documents (Smart Africa, 2021; World 
Economic Forum, 2018; European Commission, 2021a; Chief Executive 
Board for Coordination, 2019a; European Commission, 2018a, 2020a; 
Future Earth; IRCAI, 2021; Microsoft; European Commission, 2018c; 
World Economic Forum and Center for the Fourth Industrial Revolution, 
2019). 

Algorithm training requires substantial amounts of data. Some doc-
uments showcase the use of publicly owned data, collaboration, and 
pooling of data between private and public actors, common cloud data 
spaces, as well as the need to foster trust and shape a strong data pro-
tection framework so citizens feel more at ease when sharing their data. 

The UN relies on the concept of data philanthropy, i.e. the sharing of 
data by the private sector to supplement that of the public sector to the 
benefit of the more marginalised people (UN Global Pulse, 2019, 2020; 
Chief Executive Board for Coordination, 2019a). The UN additionally 
promotes gender-disaggregated data and data availability within 
developing states to be more beneficial for more vulnerable actors (Chief 
Executive Board for Coordination, 2019a). Computational capacities 
should also be increased to make it possible to train AI (Smart Africa, 
2021; World Economic Forum, 2018; a, 2018, 2021; International 
Telecommunication Union, 2020; UN Global Pulse, 2018; a, 2018b, 
2021b; World Economic Forum and Center for the Fourth Industrial 
Revolution, 2019). 

3.2.3.3. Sustainable and ethical AI: best addressed through collaboration. 
Collaboration among a vast array of stakeholders – academia, civil so-
ciety, citizens, and the private sector – is presented as necessary for the 
uptake of AI and to ensure its sustainability. This may be to achieve 
better knowledge of AI, and to limit discrimination and biases (European 
Commission, 2021a). Fig. 3 illustrates this emphasis on collaboration 
between different actors. 

This idea also highlights the need to ensure that the impact of AI will 
be beneficial for most people and to make access to data easier. To this 
end, private companies and academia provide expertise, while the 
public sector can offer appropriate regulations, funds, and support. 
Citizens and users should be included through digital and technical skill 
acquisition. Transparency and explainability should be secured for 
informed consent and trust. The UN, the EU and the World Economic 
Forum further consider that interdisciplinary research can propel AI 
applications towards more sustainable and socially just grounds (Chief 
Executive Board for Coordination, 2020; World Economic Forum, 2018, 
2020a; European Commission, 2021a, 2020a, 2018c; UN Global Pulse, 
2020). 

3.2.3.4. Governance of AI by the UN. The UN steers efforts towards 
ethical and sustainable uses of AI and big data by driving research, 
fostering multi-stakeholder collaboration, and providing expertise, 
capacity-building, and technical and policy support to its partners. To 
this end, the Chief Executive Board of Coordination elaborated a three- 
step approach: “developing shared guiding principles on artificial in-
telligence technologies that would help to define the internal strategic 
direction of the United Nations system; articulating a system-wide 
framework2 on artificial intelligence technologies in order to 
encourage and guide integrated action within the United Nations sys-
tem; and elaborating recommendations and concrete actions towards a 
capacity-building programme for developing countries” (Chief Execu-
tive Board for Coordination, 2020, 2019a, p.3). 

The UN also notes the uneven distribution of AI benefits, and the 
need to carefully assess the impact of AI technologies to be sure they are 
the appropriate tools and contribute to the SDGs (Chief Executive Board 
for Coordination, 2020, 2019a, 2019b). The UN stresses the need to 
support developing and least developing countries with 
capacity-building and to focus on discrimination, data protection, 
human rights, diversity, and the data philanthropy undertaking to 
reduce inequalities. 

3.2.3.5. Governance of AI by the EU. The European Commission asserts 
that the EU is in an excellent position to foster “human-centric, sus-
tainable, secure, inclusive and trustworthy artificial intelligence” (Eu-
ropean Commission, 2021a). As such, the EU can foster positive and 
ethical uses of AI thanks to solid legislation, a strong research environ-
ment and a careful understanding of AI uptake. The Role of Artificial 

2 What is meant here is a system that is common to all UN agencies and 
bodies. 
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Intelligence in the European Green Deal summarises: “[m]ost of the in-
ternational initiatives around AI do not sufficiently consider the envi-
ronmental dimension of sustainable development and the EU could fill 
this gap” (Gailhofer et al., 2021, p.11). The European Commission states 
that “a human-centric approach to their [AI] development and use, the 
protection of EU values and fundamental rights such as 
non-discrimination, privacy and data protection, and the sustainable 
and efficient use of resources are among the key principles that guide the 
European approach” (European Commission, 2021a, p.31). The focus on 
ethics and sustainability is expected to bring a competitive advantage to 
Europe (European Commission, 2018a, 2018b, 2020b). 

4. Discussion 

In this section, we critically discuss our results in light of the research 
question: how is AI framed, and how is it articulated in relation to 
broader environmental and sustainability discourses? 

4.1. Frames: data as a point of salience 

The EU, the UN and the World Economic Forum put a strong 
emphasis on gathering and analysing data. More data is presented as a 
tool towards better decision-making and knowledge production. This 
focus takes precedence over concerns about the geopolitical aspects of 
environmental change and AI’s role in this context. 

It is worth noting that algorithms need a vast array of high-quality 
data to avoid biases and provide realistic and accurate results. It is 
therefore logical that the need for data is highlighted. Likewise, AI 
contributes to better decision-making and more accurate quantitative 
data analysis when pitfalls are avoided (Vinuesa et al., 2020; Goralski 
and Tan, 2020; D’Amore et al., 2022; Garske et al., 2021; Mondejar 
et al., 2021). To foster cooperation and strengthen the legitimacy of 
their claims, global governance actors must additionally demonstrate 
that the information they use is sound and unbiased (Keohane and Nye, 
1998). Algorithms can help in this regard. However, although the need 
for data has material causes, the way international organisations 
construe this need draws upon discursive and ideational factors. 

First, stressing the need for large amounts of real-time data in the 
frame AI for sustainability is compatible with green governmentality. In 
both cases, environmental and sustainability problems are constructed 
through technological devices and expert knowledge (be it human- or 
machine-generated), with an emphasis on measuring, predicting and 
mitigating environmental risks (Bäckstrand and Lövbrand, 2006). For 
example, all three organisations highlight that AI can use diverse types 
of data and find patterns better than humans. There are also multiple 
examples of how satellite imagery, digital twins and forecasting models 
can help visualise different environmental and social processes in a 

real-time manner. Automation further holds the promise that AI can 
help streamline human activities by making them more energy- and 
resource-efficient. Finally, smart appliances hold the promise to nudge 
individuals towards more sustainable choices. As such, the way AI is 
framed correlates with the green governmentality assumption that 
environmental challenges and human behaviours can be ordered by 
means of technical devices and knowledge production. 

The green governmentality underpinnings imply that sustainable 
transformations are a problem of being better informed and running 
activities more efficiently. Such assumptions posit that the problem is of 
a technical nature, not a political one. They present the problem as one 
of knowledge and data and focus on the sciences and effects of climate 
change, rather than mitigating and adapting actions. The UN, the EU, 
and the World Economic Forum formally recognise the diversity of 
knowledge systems and their values in other contexts. However, such 
recognition does not appear in the documents we selected, which could 
suggest that ideas about AI are not significantly linked to concerns about 
knowledge diversity. In this context, ideas about AI could encourage 
knowledge production that is mainly positivist and quantitative with all 
sorts of big data analytics, visualisation tools and sensors. This process 
potentially produces hegemonizing effects, hides human perspectives 
and arbitrary decisions within the algorithms and sets aside other forms 
of knowledge (Kloppenburg et al., 2022; Machen and Nost, 2021; 
Couldry and Mejias, 2019). 

Secondly, the focus on gathering data – as opposed to where to build 
and how to run data centres, or how and where to source raw materials 
for the hardware – contributes to presenting high technologies as clean 
and almost immaterial (Crawford, 2021; Pellow and Park, 2002). The 
literature highlights that running algorithms, producing hardware, and 
gathering the necessary energy for an optimal implementation of AI 
implies that consumers and polities will need to buy new equipment 
(Dauvergne, 2020a, 2020b). Resources such as rare earths, lithium, gold 
and cobalt need to be extracted, often in terrible conditions in devel-
oping countries (Crawford, 2021; Dauvergne, 2021; Alvarez Leon, 2021; 
Crawford and Vladan, 2018). AI-related technologies require substantial 
energy to run and emit significant carbon emissions if left unchecked 
(Dhar, 2020; Schwartz et al., 2020; Strubell et al., 2019) and generate 
waste that will need to be disposed of at the end of their life cycles 
(D’Amore et al., 2022; Ahirwar and Tripathi, 2021). The documents 
often pay little attention to these challenges, favouring instead discus-
sions on how to gather and analyse data, or on more social consider-
ations such as ethics and human rights protection. These questions are of 
course of great importance, but we argue that they should not over-
shadow environmental concerns. There are even fewer mentions of the 
geopolitical consequences of where the raw material comes from, the 
hardware is built, the servers are maintained, and the e-waste is sent. 
The digital divide is mostly presented in terms of haves and have-nots, 

Fig. 3. Illustration from the 2019 Global Pulse report (UN Global Pulse, 2019).  
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even when the documents acknowledge that the lack of necessary in-
frastructures and computational power will hinder some countries. 

Consequently, focusing on data access limits broader discussions 
about environmental degradation, extraction, and redistribution. Over- 
reliance on technological fixes may for example undermine behavioural, 
social, and political changes that are desired by citizens and often 
necessary for comprehensive societal and sustainable transformations 
(Dauvergne, 2021, 2020b; Linnér and Wibeck, 2019, 2021), particularly 
when it comes to consumption patterns (Crawford, 2021; Kloppenburg 
et al., 2022; Dauvergne, 2020b). 

4.2. Discourse institutionalisation 

The EU, the UN, and the World Economic Forum converge in the 
ensemble of ideas about the opportunities AI brings, the challenges that 
need to be mitigated, and the general solutions. Schmitt has also iden-
tified the convergence of global AI initiatives and their propensity to 
happen in existing governance architecture (Schmitt, 2022), which 
would suggest a convergence both in terms of ideas and policy outputs. 

The confidence in economic, social and environmental progress to-
wards a more equal and prosperous future, and the strong focus on 
collaboration can be attributed to the institutional and ideational 
background of the UN, the EU and the World Economic Forum. All are 
international organisations that assume that international stakeholders 
can collaborate for the greater good, while at least the EU pairs this logic 
with one of competitive advantage. Additionally, multistakeholder and 
public-private partnerships are common modes of sustainability gover-
nance (Andonova et al., 2022). This corresponds to policy frames that 
can be identified in general AI governance discourses stressing the po-
tential for societal transformations coupled with the duality between the 
logics of competition and collaboration (Ulnicane et al., 2022). It sug-
gests ideational and institutional mediation in how AI is understood in 
the documents we analysed. 

The similarities lead us to conjecture that AI for sustainability and 
Governance of sustainable AI are in the process of discourse institution-
alisation, in the sense that the frames identified appear to have become 
hegemonic and have found standardised political and institutional 
translations (Hajer, 1997; Fairclough, 2010). 

Nevertheless, the different mandates, scopes and members of the 
organisations are also reflected in their documents. For example, while 
the EU’s framing of leadership implies a more active role as an inter-
national actor with a direct impact on its territory and a focus on 
building an economically strong and cohesive union, the UN and the 
World Economic Forum assume more traditional roles as platforms for 
collaboration, policy supporters, and knowledge brokers. Similarly, the 
pushing of the World Economic Forum for private certification in some 
of its documents can be easily explained by the fact that its primary 
members are businesses (Friesen, 2020). Finally, the UN’s ideas are 
situated in its five-decade-long pursuit of bridging environmental pro-
tection with economic and social development, culminating in the 2030 
Agenda (Linnér and Selin, 2013). 

4.3. Are ideas about AI transformative? 

The documents analysed suggest a process of discourse institution-
alisation around AI, sustainability, and governance. AI can be used as a 
“technology of government” that makes climate change and sustainable 
development measurable and knowable (in a quantitative sense), 
reflecting green governmentality. It can also be used to make sustainable 
transformations easy and automated for the different actors, thus 
monitoring the “conduct of conducts” (Dean, 2009; Foucault, 1979) in a 
way that can accommodate a broad range of actors. 

The two frames presented additionally align with the premises of 
ecological modernisation. They display strong compatibility between 
innovation, economic growth, and environmental protection, while 
encouraging flexible and collaborative decision-making. AI is in this 

respect presented as an influential tool to decouple carbon emissions 
from economic activities thanks to real-time analysis and greater en-
ergy- and waste-efficiency. 

Yet, AI is framed not only as an economic opportunity that will 
produce winners and laggers, but also as a tool for social justice, envi-
ronmental protection, and sustainable development. It may underscore a 
tension between the value that the world is a level-playing field, where 
whoever harnesses technologies can be better off irrespective of their 
background (Eubanks, 2011), and the increasing recognition that there 
are structural obstacles for developing states, minorities and environ-
mental protection. AI is situated in the logics of power balances and 
competition between state interests. The dataset sporadically empha-
sises the need to make AI beneficial for vulnerable groups, especially in 
the case of the UN. However, since there are few examples and sug-
gestions on how to include citizens in the processes of policymaking and 
AI implementation (the focus being on ensuring trust and explain-
ability), the discourse of civic environmentalism is hardly reflected in 
the data. It is rather a case of “strong” ecological modernism, i.e. the 
branch of ecological modernism that recognises the need to democratise 
sustainability governance and to pay greater attention to the fairness of 
the process (Bäckstrand and Lövbrand, 2006). 

Our results suggest that ideas about AI as leveraged by the UN, the 
EU and World Economic Forum correlate with already existing dis-
courses. They are likely to strengthen institutional and political stability, 
instead of inducing institutional change. This is in line with previous 
research: AI governance tends to be polycentric and fragmented 
(Schmitt, 2022; Cihon et al., 2020) and is mostly addressed through 
existing policy frameworks (Schmitt, 2022). 

This is particularly interesting as AI is associated with large-scale 
“quantum leap” societal transformation (Linnér and Wibeck, 2020) at 
the value level. That is to say that with AI for sustainability and Gover-
nance of sustainable AI, the expectations are that the technologies will 
transform all aspects of society and the economy very rapidly (Linnér 
and Wibeck, 2020). However, when looking in detail at prescriptions 
and descriptions, what emerges are more specific and incremental types 
of transformations: sectors will be more energy-efficient, waste will be 
reduced, and decisions will rely on larger datasets and better models. In 
contrast, many scholars and science policy researchers emphasise the 
multi-layered nature of societal transformations towards sustainability. 
They typically do not only involve interacting technical, economic, 
political, social, cultural and environmental change, but also the inter-
play between three spheres: practical (social or technical innovations, 
lifestyle changes), political (rules, institutions, economic exchange), and 
personal (worldviews, perspectives) (O’Brien, 2018). The dominant 
frame of AI for sustainability concerns exclusively the technical in-
novations in the practical sphere. Little, if any, attention is given to its 
role in the political and personal spheres. In short, what is offered is a 
more “convergent” approach to transformation - i.e. fast changes of 
particular societal segments (Linnér and Wibeck, 2020). 

5. Conclusion 

This paper seeks to (1) unpack how ideas about sustainability and 
governance include AI within their framing, and (2) examines how such 
ideas are embedded within broader sustainability discourses and to 
what effects. 

We identify two dominating frames: AI for sustainability, and Gover-
nance of sustainable AI. In the first frame, AI contributes to a sustainable 
and prosperous future with better data analysis, greater amounts of 
quantitative knowledge, and by making human activities more energy- 
and cost-efficient. AI, therefore, responds to an understanding of sus-
tainability challenges as technical and knowledge-based. While AI may 
contribute to the practical changes needed in sustainability trans-
formations, international organisations pursuing the transformational 
imperative of the 2030 Agenda need to consider AI’s implications for the 
political and personal spheres. 

M. Francisco and B.-O. Linnér                                                                                                                                                                                                               



Environmental Science and Policy 150 (2023) 103590

10

The governance of sustainable AI is meant to address the challenges 
brought by AI. These include ethics, human rights, cybersecurity, access 
to reliable data, transparency, and the digital gap. The documents we 
analysed also deal with concerns about the CO2 emissions and energy 
consumption of AI and the need to make sure AI is environmentally 
sustainable. Most challenges identified are related to social and human 
wellbeing. The solutions named are multi-stakeholder collaboration, 
cohesive but flexible governance frameworks at various levels, taking 
the lead to push for ethical and value-based uses of AI, and focusing on 
the “bottom million” in the case of the UN. 

Regarding our second objective, ideas about AI and sustainability 
correlate with ecological modernisation and green governmentality. The 
frames identified underwent a process of discourse institutionalisation 
and now form a coherent ensemble within the ecological modernisation 
and green governmentality umbrellas. The UN, the EU and the World 
Economic Forum emphasise the need for data access. This is to a large 
extent due to how AI algorithms function, but it is also at least in part a 
constructed stance: other potential focus points are side-lined, among 
others the environmental impact of AI, and the potential tensions be-
tween algorithmic and other forms of knowledge. 

The similarities between the frames identified and ecological 
modernisation and green governmentality, the process of discourse 
institutionalisation, as well as the focus on data, suggest that ideas about 
AI at present are reinforcing already existing institutional settings, 
rather than contributing to a deep transformative change. 
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Bäckstrand, K., Lövbrand, E., 2019. The road to paris: contending climate governance 
discourses in the post-copenhagen era. J. Environ. Policy Plan. 21, 519–532. https:// 
doi.org/10.1080/1523908X.2016.1150777. 

Barnett, M., Duvall, R., 2004. Power in Global Governance. Cambridge University Press. 

Barnett, M., Finnemore, M., 2004. Rules for the World: International Organizations in 
Global Politics. Cornell University Press. 

Bathaee, Y., 2018. The artificial intelligence black box and the failure of intent and 
causation. Harv. J. Law Technol. 31, 50. 

Blyth, M., 2002. Great Transformations. Economic Ideas and Institutional Change in the 
Twentieth Century. Cambridge University Press. 

Brink, M. van den, Metze, T., 2006. Words Matter in Policy and Planning: Discourse 
Theory and Method in the Social Sciences. Koninklijk Nederlands Aardrijkskundig 
Genootschap. 

Briscoe, E., Fairbanks, J., 2020. Artificial scientific intelligence and its impact on national 
security and foreign policy. Orbis 64, 544–554. https://doi.org/10.1016/j. 
orbis.2020.08.004. 

Butcher, J., Beridze, I., 2019. What is the state of artificial intelligence governance 
globally? RUSI J. 164, 88–96. https://doi.org/10.1080/03071847.2019.1694260. 

Cath, C., Wachter, S., Mittelstadt, B., Taddeo, M., Floridi, L., 2017. ArtificiaL Intelligence 
and the ‘Good Society’: the Us, Eu, and Uk Approach. Sci. Eng. Ethics 24, 505–528. 
https://doi.org/10.1007/s11948-017-9901-7. 

, 2020Chief Executive Board for Coordination. Report of the High-level Committee on 
Programmes on its virtual consultation on the ethics of artificial intelligence. (2020). 
Chief Executive Board for Coordination. Summary of deliberations (Addendum). A 

United Nations system-wide strategic approach and road map for supporting 
capacity development on artificial intelligence. (2019a). 

Chief Executive Board for Coordination. Report of the High-level Committee on 
Programmes at its thirty-seventh session. (2019b). 

Cihon, P., Maas, M.M., Kemp, L., 2020. Fragmentation and the future: investigating 
architectures for international AI governance. Glob. Policy 11, 545–556. https://doi. 
org/10.1111/1758-5899.12890. 

Couldry, N., Mejias, U.A., 2019. Data colonialism: rethinking big data’s relation to the 
contemporary subject. Telev. N. Media 20, 336–349. https://doi.org/10.1177/ 
1527476418796632. 

Crawford, K., 2021. Atlas of AI: power, politics, and the planetary costs of artificial 
intelligence. Yale University Press. 

Crawford, K., Vladan, J., 2018. Anatomy of an AI system. Anat. AI Syst. http://www.ana 
tomyof.ai. 

Dauvergne, P., 2020a. AI in the wild: sustainability in the age of artificial intelligence. 
MIT Press. 

Dauvergne, P., 2021. The globalization of artificial intelligence: consequences for the 
politics of environmentalism. Globalizations 18, 285–299. https://doi.org/10.1080/ 
14747731.2020.1785670. 

Dauvergne, P., 2020b. Is artificial intelligence greening global supply chains? Exposing 
the political economy of environmental costs. Rev. Int. Political Econ. 29, 696–718. 
https://doi.org/10.1080/09692290.2020.1814381. 

Dean, M.M., 2009. Governmentality: Power and Rule in Modern Society. SAGE 
Publications. 

Dhar, P., 2020. The carbon impact of artificial intelligence. Nat. Mach. Intell. 2, 423–425. 
https://doi.org/10.1038/s42256-020-0219-9. 

D’Amore, G., Di Vaio, A., Balsalobre-Lorente, D., Boccia, F., 2022. Artificial intelligence 
in the water–energy–food model: a holistic approach towards sustainable 
development goals. Sustainability 14, 867. https://doi.org/10.3390/su14020867. 

Entman, R.M., 1993. Framing: toward clarification of a fractured paradigm. J. Commun. 
43, 51–58. https://doi.org/10.1111/j.1460-2466.1993.tb01304.x. 

Eubanks, V., 2011. Digital dead end. fighting for social justice in the information age. 
MIT Press. 

European Commission. Commission Staff Working Document Executive Summary Of The 
Impact Assessment Report Accompanying The Proposal For A Regulation Of The 
European Parliament And Of The Council Laying Down Harmonised Rules On 
Artificial Intelligence (Artificial Intelligence Act) And Amending Certain Union 
Legislative Acts. (2021a). 

European Commission. Annexes to the Communication from the Commission to the 
European Parliament, the European Council, the Council, the European Economic 
and Social Committee and the Committee of the Regions: Fostering a European 
approach to Artificial Intelligence. 1–66 (2021a). 

European Commission. Communication from the Commission to the European 
Parliament, the European Council, the Council, the European Economic and Social 
Committee and the Committee of the Regions: Artificial Intelligence for Europe. 
1–20 (2018a). 

European Commission. Second European AI Alliance Assembly. 9 October 2020. 4–39 
(2020a). 

European European Commission. Annex to the Communication from the Commission to 
the European Economic and Social Committee and the Committee of the regions: 
Coordinated Plan on Artificial Intelligence. (2018b).Commun. Comm. Eur. Econ. 
Soc. Comm. Comm. Reg.: Coord. Plan Artif. Intell. 2018b. 

European Commission. White Paper On Artificial Intelligence - A European approach to 
excellence and trust. 1–26 (2020b). 

European Commission. Communication from the Commission to the European 
Parliament, the European Council, the Council, the European Economic and Social 
Committee and the Committee of the Regions: Fostering a European approach to 
Artificial Intelligence. 1–10 (2021b). 

European Commission. Communication from the Commission to the European 
Parliament, the European Council, The Council, The European Economic and Social 
Committee and the Committee of the Regions: Coordinated Plan on Artificial 
Intelligence. (2018c). 

Fairclough, N., 2010. Critical Discourse Analysis: The Critical Study of Language. Taylor 
& Francis Group. 

Feenberg, A., 2002. Transforming Technology: A Critical Theory Revisited. Oxford 
University Press USA - OSO. 

M. Francisco and B.-O. Linnér                                                                                                                                                                                                               

https://doi.org/10.1016/j.enmm.2020.100409
https://doi.org/10.1016/j.enmm.2020.100409
https://doi.org/10.1080/13562576.2021.1985852
https://doi.org/10.4324/9781003148371
https://doi.org/10.4324/9781003148371
https://doi.org/10.1162/glep.2006.6.1.50
https://doi.org/10.1162/glep.2006.6.1.50
https://doi.org/10.1080/1523908X.2016.1150777
https://doi.org/10.1080/1523908X.2016.1150777
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref6
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref7
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref7
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref8
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref8
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref9
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref9
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref10
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref10
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref10
https://doi.org/10.1016/j.orbis.2020.08.004
https://doi.org/10.1016/j.orbis.2020.08.004
https://doi.org/10.1080/03071847.2019.1694260
https://doi.org/10.1007/s11948-017-9901-7
https://doi.org/10.1111/1758-5899.12890
https://doi.org/10.1111/1758-5899.12890
https://doi.org/10.1177/1527476418796632
https://doi.org/10.1177/1527476418796632
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref16
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref16
http://www.anatomyof.ai
http://www.anatomyof.ai
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref18
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref18
https://doi.org/10.1080/14747731.2020.1785670
https://doi.org/10.1080/14747731.2020.1785670
https://doi.org/10.1080/09692290.2020.1814381
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref21
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref21
https://doi.org/10.1038/s42256-020-0219-9
https://doi.org/10.3390/su14020867
https://doi.org/10.1111/j.1460-2466.1993.tb01304.x
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref25
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref25
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref26
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref26
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref27
http://refhub.elsevier.com/S1462-9011(23)00239-3/sbref27


Environmental Science and Policy 150 (2023) 103590

11

Fletcher, R., 2017. Environmentality unbound: multiple governmentalities in 
environmental politics. Geoforum 85, 311–315. https://doi.org/10.1016/j. 
geoforum.2017.06.009. 

Foucault, M., 1979. On governmentality. I&C. 6, 5–22. 
Friesen, E., 2020. The World Economic Forum and Transnational Networking. Emerald 

Publishing Limited. 
Fukuda-Parr, S., Hulme, D., 2011. International norm dynamics and the ‘end of poverty’: 

understanding the millennium development goals. Glob. Gov. 17, 17–36. https:// 
www.jstor.org/stable/23033738. 

Future Earth. The D^2S Agenda: Research, Innovation, Action. 
Gailhofer, P., Herold, A., Schemmel, J.P., Scherf, C. -S., Urrutia, C., Köhler, A.R. & 
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