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Abstract—This paper considers the problem of detecting and
tracking objects in a sequence of images. The problem is
formulated in a filtering framework, using the output of object-
detection algorithms as measurements. An extension to the filter-
ing formulation is proposed that incorporates class information
from the previous frame to robustify the classification. Further,
the properties of the object-detection algorithm are exploited to
quantify the uncertainty of the bounding box detection in each
frame. The complete filtering method is evaluated on camera trap
images of the four large Swedish carnivores, bear, lynx, wolf,
and wolverine. The experiments show that the class tracking
formulation leads to a more robust classification.

I. INTRODUCTION

This paper considers the problem of detecting and classify-
ing objects in a sequence of images or a video and tracking
them over time. In particular, it investigates how to incorporate
information of the object’s class to improve the robustness
of the tracking algorithm. As object detection through neural
networks (NNs) becomes widely used in safety-critical applica-
tions such as self-driving cars, it becomes of great importance
that their predictions are robust and trustworthy. For example,
if a pedestrian crosses the road, the car should detect the
pedestrian in time to brake to avoid a collision. Further, it
is also important to distinguish between different classes of
objects, as this may influence the subsequent decision process.

Presented with a sequence of images, it is likely that
the detected object belongs to the same class for the entire
sequence. By classifying many images assumed to belong to
the same class, the probability of correct classification has
been shown to increase [1]. Hence, even though there is an
error in a particular NN classification, it should be possible to
correct the mistake by using information from classifications
of previous images in the sequence. The problem can be split
into two steps. Firstly, locate the object and classify it using
an object-detection algorithm. Secondly, track the object over
time, e.g., using a filter.
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Lately, there have been numerous algorithms developed to
solve the object-detection problem, e.g., Single Shot MultiBox
detector (SSD) [2], you only look once (YOLO) [3] and its
extension [4], region-based convolutional NNs (R-CNN) [5] and
its extension [6-8], and CenterNet [9, 10]. These algorithms
find and classify the object in the image, whereas none follow
it over time.

There has been substantial work on developing algorithms
that track bounding boxes in images, e.g., [11-23]. They
usually consider one out of two problem formulations that
use different solution strategies. The first problem formulation
is called visual object tracking, where an object should be
tracked over time given a reference frame or a template frame.
This problem is commonly solved by introducing new NN
architectures [11-19], e.g., a Siamese approach that measures
the similarity to an template image. To measure the similarity,
[17] use an attention mechanism while [18, 19] use an opti-
mization based approach. The second problem is called multi-
object tracking, where, given a video sequence, all objects of
interest should be tracked over time. The standard strategy to
solve this problem is to view the output of standard object
detection algorithms as a measurement for a standard target
tracking filter [20-22]. An advantage of the second problem
formulation compared with the first one is that the filter for-
mulation enables the fusion of detections from multiple object
detection algorithms[24, 25]. Two examples of algorithms that
aim to solve the multi-object tracking problem are ByteTrack
[20] and SORT [21], which both rely on Kalman filters (KF)
and simple motion models to track the objects. As a detection
algorithm, ByteTrack uses YOLO-X [4] and SORT uses Faster-
R-CNN [7], where here SSD is used. However, neither of the
methods track the object’s class, which is of interest in safety-
critical applications where some classes might be of higher
importance than others. Nor do they specify the uncertainty in
the measurement of the bounding boxes to be tracked. Previous
work has included class information in a tracking framework
to make the association step more robust [26]. Thus, accurately
tracking the class of the object(s) in the scene is of high
interest.

With camera technology getting cheaper, more compact, and
more durable, it enables the use of edge devices for camera
surveillance systems over larger areas, e.g., for monitoring
animals in national parks and animal sanctuaries. Carnivores,
such as lynx and wolves, are keystone species in the Eu-
ropean wilderness [27]. Hence, there have been attempts to
reintroduce them by organizations such as Rewilding Europe.
However, collaboration and acceptance from the general public



are important to reintroduce them successfully. Here, a camera
monitoring system can warn the general public, count the
number of individuals [28], and be used as a warning system
for poaching [29]. Camera traps provide a sequence of images,
often of bad quality and taken in poor lighting conditions.
Here, one approach to increase the accuracy in the prediction
of the object is to propagate the information over the entire
image sequence.

The contribution of this work is threefold. Firstly, we
formulate the tracking and detection of an object in a sequence
of images as a filtering problem, where the measurements
come from a standard object detection algorithm. The stan-
dard filtering problem formulation is extended, such that the
uncertainty in the position of the bounding boxes is estimated.
Secondly, we propose a method to systematically adjust how
much information regarding the object’s class from previous
frames should be considered in the classification. Thirdly, the
method is evaluated on a challenging task using camera trap
images collected in Swedish forests for an animal conservation
project.

II. EXTENDED OBJECT TRACKING

Consider the problem of tracking an object and its class
in a sequence of images given detections from a detection
algorithm such as SSD. It will be assumed that every image
only consists of one object to make the notation more concise.
However, the method can easily be extended to cover several
objects using an association process based on the intersection
over union (IoU) between the bounding boxes.

A. States in the tracking algorithm

Denote z € R™* as an image with n, pixels, i.e., the input
data to the detection algorithm. Further let y,, € {1,..., M+1}
denotes the M class labels of the object in the image and the
background class. Define the states

T

X'=1[ps py ! h] , and
[Xm =ply=m|z), m=1,...,M+1,

(la)
(1b)

where x* € R* represents the position and size of the
bounding box of an object in the image and x¢ € RM+!
the confidence in the different classes in that box. Here [],,
denotes the m’th element of a vector, i.e., in (1b), it is used
to denote the probability that the object belongs to the m’th
class. Further, (p,, py) is the center, and [ and h are the length
and height of the bounding box, respectively.

At each time ¢, assume that a measurement z’ = x? + e;
of the bounding box position and its size is available, with
measurement noise e; ~ N (0, R?). Here, R? is the covariance
of the estimated bounding boxes from the object detection
algorithm. The position and size of the bounding box are
assumed to follow a linear motion model with additive process
noise v; ~ N(0,Q). The covariance of the process noise Q
could be class dependent [30], e.g., different classes move at
different speeds. Since the state-space model is linear, a KF
can be used to solve the filtering problem. In the experiment,
a constant position motion model is assumed.
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Fig. 1: Schematic illustration of the suggested filtering framework. In red are
the quantities commonly used in multi-object tracking applications, and in
blue are the quantities used in this paper.

B. Robust classification

Assume that the object’s class in the image is categorically
distributed and that the state xy stays the same between the
images, i.e., x§ = X7_1. An estimate of the probability vector
for the categorical distribution is given by \7. A measurement
of the probability for the object’s class is given by zf. Under
the assumption that the estimate of the probability at time £ — 1
influences the estimated probability at time ¢, i.e., the same
object is tracked over time, this influence should be included
in the measurement update. Using a filtering formulation, this
results in

Xi = (1= K)Xiy + Kz 2

where K € [0,1] weighs how much influence the measure-
ment of the class probability at time ¢ should have on the
estimated PMF for the object’s class in the image sequence.
The formulation in (2) makes the tracking algorithm more
robust against “incorrect” measurements, where 1 — K can
be interpreted as a forgetting factor of the object’s class.
There are many different approaches to selecting K7, e.g.,
formulating an optimization problem to weigh the influence
between measurements and old states, using a forgetting factor
or the median. In this paper, the value of K will be selected
such that the estimated state xy is an average of the previous
measurements and the prior, i.e., Kf = 1/(¢+1). This choice
is reasonable since if an object has been seen for a long time,
it is unlikely its class would change, i.e., when ¢ — oo then
Ky — 0.

A schematic illustration of the filtering framework to solve
the tracking problem can be seen in Fig. 1. Here, the filtering
algorithm includes information of the object’s class using (2).
Note that other methods, e.g., ByteTrack and SORT, can also
easily be extended to include the information of the object’s
class by extending the used filtering algorithm with (2).

This paper focuses on making the filter formulation more
robust against incorrect classifications. In a target tracking
framework, a frack is often defined as the estimated history
of a target. In such a framework, it is crucial to know when
an object appears or disappears from the sensor’s field of
view to kill and give birth to new tracks. Here, the estimated
probability mass function (PMF) x§¢ is used to determine
whether to kill a track, e.g., if maxyj is below a given
threshold the track is killed. Similarly, a new track can be
born if max X{ is above some threshold.

III. MEASUREMENT MODEL

This section will describe how to use standard object-
detection algorithms to generate measurements for a tracking



Fig. 2: Estimation of the PMF for the object class in a sequence of images.
Top: The camera image sequence of the lynx with the estimated bounding box
f(t in thick blue and the measurement from the detection algorithm in thin
yellow, z2(9)_ Bottom: In blue, the estimated PMF denoted X§ from (2), and
in orange, the measurement of the PMF z{ from (8a). In black is a decision
line on whether a track is lost. The dimond marker in the PMF plot denotes
the class of the estimated track. It changes color when the track is lost.

TABLE I: Number of lost tracks at the last image in the sequence.

Standard, z{, (8a)
20/20

Detection using ‘ Proposed, x¢, (2)

2/20

Number of lost tracks ‘

algorithm.

A. Object detection

Consider the problem of learning a detector used to detect
and classify objects in an image from the dataset

Té{xnvy%ab%}g:b J=1... Jn (3)

Here yJ € {1,..., M} is the class label of the object, and
bl € R* is the shape of the bounding box in which the object
is located. The subindex j denotes the j’th object of the J,
objects in the image. From a statistical point of view, learning
the detector can be formulated as a system identification prob-
lem where one simultaneously identifies a model f°(x;6) for
the bounding boxes and a model f¢(z;6) for the conditional
PMF p(y) = m|xr), m = 1,...,M + 1, of a categorical
distribution, where an extra class for the background is added.
Here § € R™® denotes the ng dimensional parameter vector
of the parametrized model.

The models f°(x;0) and f°(x;6) are often based on a pre-
trained convolutional NN (CNN) [2-7], here referred to as the
backbone NN. The parameters in the model are the weights and
biases of the CNN. The superscript ¢ stands for classification
and b for bounding box.

B. Single Shot MultiBox detector

This paper focuses on using SSD [2] as the detection
algorithm. However, the proposed method is more general
and could be applied to other detection algorithms that use
anchor boxes, e.g., YOLO. Here, anchor boxes are predefined
boxes bounding the object in the images. One of the key
contributions of this paper is how to use the anchor boxes to

compute the measurements for the tracking algorithm in such
a way that the covariance of the measurements is included.
This is something not commonly done in the literature. The
knowledge of the covariance simplifies the tuning of the KF.

For ssD, the backbone NN is branched off at R different
hidden layers, where each branch is responsible for detecting
objects of different sizes. The classification and bounding box
regression will be split into different branches. Each of those
branches represents a predetermined grid. For grid r with
v, grid points, «, predetermined anchor boxes are specified.
Then, anchor boxes are placed at every grid point. That is, for
each image, the SSD detects N, = Hil ~¥ra, bounding boxes
with corresponding confidence per class, i.e., f°(z;60)® and
fb(2;0)® where i = 1... N,

The estimate of the model parameters is given by

0 xnayn)+aLb(0 Ty Yns b ))

N O

Oy =arg emmnz:l
Here the loss function is the weighted sum between a classi-
fication loss L. and a location loss Lj, using the weighting
parameter « [2]. Further, N, is the number of matched boxes,
i.e., boxes with a probability larger than some predetermined
threshold. Define the so-called positive indicator variables

zy] = {0,1} and negative indicator variable ¢; = {0,1}.
The positive indicator variable is equal to one if the predicted
bounding box 7 matches the ground-truth bounding box j with
the class label 7, and the negative indicator variable is used to
indicate that the predicted bounding box does not overlap with
any of the ground-truth bounding boxes. The classification
loss is based on the assumption that the classes (including the
background class) in the boxes are categorically distributed.
Hence, the classification loss is given as

JIn

Ny,
(0,2, yn) = — 3 > €0 log(f5, (20:0))

i=1 j=1

Ny,
- Z & log(firg1(an; 0)"),

i=1

(5a)

where both boxes containing objects and boxes not containing
objects are represented. The localization loss was chosen as

Sy

=1 5=1

Ly (0, T, Y b)) (z;0n)D = bl) (5b)

where [1; is the so-called smooth L1 loss defined as i1, (z) =
{ll=13/(26), ll=[[x <&, [lz[l1 = 0.5¢, otherwise}. Here ||.||;
is used to define the ¢’th norm of the vector.

In the prediction phase, non-maximum suppression (NMS)
is typically used to remove overlapping boxes and boxes with
too low confidence. Hence only keeping one box per object
in the image. Define the most probable class as

7" = argmax fﬁl(x;éN)(*), (6)
m=1,...,

where * indicates the index of the bounding box with the high-

est probability of including an object out of the N, predicted

boxes. If there are multiple boxes with high confidence for

which there is no overlap, they are stored as separate objects.
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Fig. 3: On the top is the image sequence of a lynx, followed by the probability of a lynx in the image and the tracking of the z-position of the bounding
box pg over time. The estimated states are shown in blue dotted lines, the measurement to the filter in orange dashed lines, and the measurements from the
individual anchor boxes in yellow circles. The blue solid lines shows the 30 uncertainty in object location. The black line is the threshold used to determine

if a track should be initiated or has been lost.

C. Measurement model

Instead of using NMS and only keeping the most likely de-
tection of an object, the B most likely anchor boxes/proposals
could be used. That is

zf’(i)éfb(xt;éjv)(iz zf’(i)éfc(xt;éjv)(i), i=1,...,B. (7)

The proposals in (7) are used to create measurements z° and
z¢ to the tracking algorithm. More precisely, a weighted mean
of these proposals is used, i.e.,

B B
b _ b,(2) c_ ¢ (7)
Zy = E Wiz, 2 = g wizy
i=1 i=1

The weights are chosen proportional to the relative confidence
that the proposed bounding boxes include an object of the most
likely class, i.e.,

(8a)

= 73% — and w; = p(y = g |2¢®),
j=1Wj

where §* denotes the most probable class of the object that
is in the image, see (6). If there are multiple objects in the
images, an association process using IoU can be used to
create multiple measurements per image. However, to make
the notation more concise, it will again be assumed that the
images only include one object. Further, the covariance of the
measurement can also be computed as

B
b, (i b, (i
Ry =Y wi(zp = 2 (2 = )T, ©)
=1

which is used in the KF. Note that this is not commonly done
in the literature.

IV. EXPERIMENTS

This paper uses image sequences from camera traps in
Swedish forests. The traps belong to a project to monitor
the four Swedish top carnivores, i.e., bear, lynx, wolf, and
wolverine. For the first experiment, a sequence of two correct
measurements is followed by an incorrect one. The incorrect
measurement is a copy of the previous measurement, but
where z{ is artificially changed. Here, 20 such sequences are
used to evaluate the proposed method. A track is considered
lost if max x§ < 0.4 or if the most likely non-background
class is changed.

The backbone NN used is a ResNet50 pre-trained on the
ImageNet dataset [31], where the SSD is used as a detection
algorithm. For the first image, xg is initialized uniformly
distributed, and x§ is initialized as the object’s true position.
The implementation of the SSD is done using the deep learning
toolbox in MATLAB.

Fig. 2 shows one of the 20 sequences where the class
measurement for the last frame has been artificially changed.
As can be seen, using the information from the previous
frames, the object probability stays above the threshold, and
the track stays alive. This is even though the last measurement
is incorrect. In the evaluation of all 20 sequences, the proposed
method only lost track in 2 cases. This should be compared to
the standard method, which lost the track in all 20 sequences.
In Fig. 3, an experiment is shown where a lynx is tracked
over ten frames. It can be seen that using the information
from the previous frame results in a more robust prediction,
i.e., even though the measurement from the SSD is incorrect
X§ indicates the correct class. It is also shown how the position
of the bounding box is correctly tracked using the specified
measurement and associated measurment covariance.

V. SUMMARY AND CONCLUSIONS

A framework for joint object detection, classification, and
tracking in sequences of images has been presented. Compared
to previous works, the proposed framework differs in two key
aspects. These are: (i) information about the object class is
included in the tracking filter, and (ii) multiple anchor boxes
are used to calculate the covariance associated with each object
bounding box. The result is a more robust object classification
and tracking. An important feature of the proposed method
is that it can be used as a standalone add-on to any object
detection algorithm that uses proposal anchor boxes without
modifying the underlying detection algorithm. The evaluation
of the proposed method on sequences of images of Swedish
predators with manually induced miss-classifications shows
that the method has significantly higher robustness than stan-
dard object classification and tracking methods.
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