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Linköpings Tekniska Högskola
Institutionen för systemteknik

581 83 Linköping
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Abstract

To develop and maintain a modern combat aircraft it is important to have sim-
ple, yet accurate, threat models to support early stages of functional develop-
ment. Therefore this thesis develops and evaluates a model of an active radio fre-
quency (rf) seeker for a missile with data-link capability. The highly parametrized
Matlab

r©-model consists of a pulse level radar model, a tracker using either in-
teracting multiple models (imm) or particle filters, and a guidance law.

Monte Carlo simulations with the missile model indicate that, under the given
conditions, the missile performs well (hit rate >99%) with both filter types, and
the model is relatively insensitive to lost data-link transmissions. It is therefore
under normal conditions not worthwhile to use the more computer intense parti-
cle filter today, however when the data-link degrades the particle filter performs
considerably better than the imm filter. Analysis also indicate that the measure-
ments generated by the radar model are neither independent, white nor Gaussian.
This contradicts the assumptions made in this, and many other radar applica-
tions. However, the performance of the model suggests that the assumptions are
acceptable approximations of actual conditions, but further studies within this are
recommended to verify this.

Sammanfattning

När man bygger ett modernt stridsflygplan är det viktigt att ha enkla men änd̊a ex-
akta hotmodeller för utveckling av ny funktionalitet. Detta examensarbete utveck-
lar och utvärderar därför en radarbaserad robotmålsökarmodell med datalänkfunk-
tion i Matlab

r©. Den parametriserade modellen best̊ar av en radar modellerad p̊a
pulsniv̊a, en målföljare som utnyttjar antingen interacting multiple models (imm)
eller partikelfilter samt en styrlag.

Monte Carlo simuleringar visar att, under de givna förutsättningarna, fungerar
missilmodellen väl (träffsäkerhet > 99%) och är relativt okänslig för förlorade data-
länköverföringar. Under normala förutsättningarna fungerar imm-filtret tillfreds-
ställande, men när datalänken försämras är det motiverat att använda det mer
beräkningskrävande partikelfiltret istället. När mätningarna genererade i radar-
modellen analyseras visar det sig att de varken är oberoende, vita eller normal-
fördelade, trots att detta förutsätts b̊ade i modellen och i många andra radar-
tillämningar. De goda resultaten som f̊as med modellen indikerar dock att anta-
gandena är tillräckligt bra för att användas i praktiken, men ytterligare studier
inom omr̊adet rekommenderas.
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Chapter 1

Thesis Outline

This chapter outlines this master’s thesis. To do this, a short background is
presented to motivate the work followed by the purpose and limitations of the
problem. To conclude the chapter a short reader’s guide to this document is
provided.

1.1 Background

The combat aircraft Gripen, denoted jas 39 Gripen by the Swedish Air Force,
is one of the most modern aircrafts of its class on the market today. Gripen is
hence equipped with state-of-the-art technology and solutions to allow for excellent
maneuverability and flight performance, but also to provide the pilot with situation
awareness and decision support. In order for Gripen to stay competitive these
features are continuously improved and new ones are added.

One area in which new, and more advanced, technology has been introduced is
weapon systems, e.g., missiles. It was once enough to drop a flare and/or make a
hard turn to throw a missile off track, today more elaborate avoidance mechanisms
are necessary. For this purpose Gripen is equipped with systems to enhance pilot
situation awareness during all stages of a mission, e.g., when under attack. It
therefore goes without saying that much time and effort are spent developing this
support for the pilot.

During the development of all these features for Gripen, it is important to have
good models of the environment surrounding the aircraft, e.g., models of missiles.
The developers at Gripen are therefore constantly looking for better models to use
in their simulations. Not only the models themselves, but also the understanding
gained about systems during the modelling process provides valuable knowledge
for further improvements of Gripen.

Developing models of threats that can be used to simulate e.g., an air-to-air
missile attack, is therefore one important part of keeping Gripen as a modern state-
of-the-art combat aircraft. With data from such simulations it is then possible
to evaluate and improve Gripen. The use of good models is not limited to this
example, but can be used almost anywhere.

3



4 Thesis Outline

1.2 Purpose

The purpose of this master’s thesis has hence been to, based on open sources,
construct a model of a missile based tracker. The tracker makes use of an active
radio frequency (rf) seeker (a radar mounted in the front of the missile) as main
source of information about the target. Up until the point in time when the seeker
starts delivering target data the missile is able to receive and process data sent
to it over a data-link. The model design is implemented and tested using Monte
Carlo simulations in Matlab

r©.
During the development and evaluation of the model certain aspects of the

model are paid extra attention and these are listed below, without any intended
order:

• Ability to easily add jamming and other disturbances to the radar model.

• The effect of the use of a data-link.

• The tracking algorithm, and its use of received data.

• Portability of the produced model to C.

1.3 Limitations

The model described in Section 1.2 could easily extend far beyond the scope of a
master’s thesis, and therefore some simplifications have been made. The list of as-
sumptions limiting the scope of the work follows. Each assumption is accompanied
by a very short explanation of the assumption and its validity.

• Only one target is considered.

Limiting the scenarios to only one potential target simplifies the task by removing

the possibility to lock on to the wrong target.

• The environment is clutter and background noise free.

Without clutter and background noise more energy can be focused on tracking

the target instead of finding it. This should be a reasonable simplification in the

air-to-air case where the impact from the surface reflections is limited.

• The missile has an ideal navigation system, i.e., the position, velocity and
acceleration of the missile are assumed to be known exactly at all times.

Making this assumption about the missile reduces the number of sources of uncer-

tainty enabling for better interpretation of results. In practise the missile position

would probably be known with much greater accuracy than the target position,

and taking this into consideration the assumption is hardly a limitation.

• The guidance law for the missile is given.

There already exist numerous guidance laws which can be applied.
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• The missile is considered ideal and has no inertia. It may therefore change
speed and direction instantly, and has infinite amount of energy to maneuver.

Taking inertial aspects of the missile into consideration would make the model

considerably more complex, without necessarily improving the results regarding

the emphasised parts of the model.

1.4 Reader’s Instructions

This document is divided into a number of chapters with the contents presented
below.

Chapter 1 Thesis Outline (this chapter) provides a background to, and out-
lines, the problem. It also defines the thesis as well as the limitations imposed
to the problem description and this reader’s guide.

Chapter 2 Radar presents the radar theory. The chapter first introduces some
fundamental concepts, the measured quantities (range, radial speed, azimuth
and elevation) and algorithms used to process raw radar data. Once the the-
oretical foundation is laid more details about radars and disturbance follow.

Chapter 3 Guidance addresses the problem of guiding the missile towards the
target. This is done by first introducing the concept of flight phases and
guidance algorithms. After that, a quick walk-through of some important
guidance laws follows; line-of-sight (los), pursuit guidance and proportional
navigation (pn) guidance.

Chapter 4 Bayesian Estimation & Target Tracking introduces the techni-
ques used to track the target. This is achieved in steps, first the filters used
in the thesis are described, i.e., the Kalman filter, the extended Kalman
filter (ekf), the interacting multiple models (imm) method and the particle
filter. Once this is done two important target maneuver models, constant
velocity (cv) and coordinated turn (ct), are described, and which coordinate
systems to use is discussed. The chapter ends with a short description of
gating.

Chapter 5 Implementation walks through the implementation of the missile
model, describing the design and the decisions made during the development
in Matlab

r©.

Chapter 6 Simulations introduces the scenarios used in the simulations and
tries to motivate why these have been chosen. Once that is done the pa-
rameters used for the simulations are presented and motivated. Finally the
results from the simulations are presented and analyzed.

Chapter 7 Conclusions & Further Work summarizes the results obtained in
the earlier chapters. The chapter also contains a section suggesting further
work to be done within this field of studies.
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Chapter 2

Radar

RAdio Detection And Ranging is the full name for what most people know as
radar [Bar88, p. 1]. In its simplest form a radar sends out radio pulses and listens
for echoes, whereby an echo indicates an object in the surroundings. It is from
returning echoes possible to derive information about how far away an object is,
how fast it is approaching as well as a relative angular position. More advanced
methods not using simple pulses as described above exist, e.g., pulse compression.
Even so, the presentation in this chapter will just be concerned with basic prin-
ciples, and this is best illustrated using a simple pulse radar model. This chapter
therefore first introduces some of the quantities that can be measured as well as
how they can be found. It then continues to discuss the pulse itself, and the
disturbances it might encounter.

2.1 Fundamentals

A radar can from the echo returning from an object determine its range and radial
speed as well as azimuth and elevation angles. What these quantities represent
and how they are determined will become clear below, and finally a few more
concepts often encountered will be introduced for completeness.

2.1.1 Range Measurement

Since the speed of light, c, is bounded and well known, it is possible to determine
the range, or distance, to an object by measuring the time between sending out a
pulse and detecting the returning echo from the target as illustrated in Figure 2.1.
If this time is td the following expression gives the range, R,

R =
ctd
2

. (2.1)

The expression is valid if the transmitter and receiver are close together compared
to the range and since the same antenna is often used both for transmission and
reception this is almost always true [Sti98, pp. 6–7].

9



10 Radar

R

t
0

0

target

radar

td

Figure 2.1. Illustration of how the time td appears. As can be seen in the picture it takes
some time for the pulse to go to and return from the target. This delay is denoted td.

Split-Gate Range Tracker

Tracking an object in range is often achieved using a split-gate range tracker.
The tracker measures how much the returning pulse has been delayed, and then
uses (2.1) to produce a range measurement. To do this, it is enough to register
when half of the returning energy is received, denote the delay t. The delay is
found by measuring the total energy in the pulse, Σ, and the difference, ∆R,
between the energy received before and after an estimate t̂ of t. It turns out that
the fraction ∆R/Σ is proportional to the error in t̂ and it is therefore possible
to use the fraction to improve t̂ and thus acquire a range measurement [Bar88,
pp. 435–436].

2.1.2 Speed Measurement

Due to the Doppler effect it is also possible to derive the rate of range change,
the radial speed. When the distance between the radar and the object is changing
the transmitted signal returns with a slightly changed frequency. This is called
the Doppler effect. A description of why this occurs can be found in most books
about wave physics or radar theory, e.g., Stimson’s book [Sti98, Ch. 15] has a
nicely illustrated discussion about the phenomenon. Amongst other things, the
following significant equation is derived there

Ṙ = −λ

2
fd = − c

2f
fd. (2.2)

Above fd is the frequency shift introduced by the Doppler effect, and λ and f
the wavelength and frequency respectively, used by the radar. Sometimes Ṙ is
used exclusively to denote the radial speed calculated as the derivative of R, i.e.,
Ṙ = dR

dt
, whereas vR is used to denote the radial speed as calculated from the

Doppler shift. However, in this document Ṙ is used for the radial speed derived
both ways.

The frequency of an echo can be acquired using split-gate trackers in the fre-
quency domain much alike the split-gate range tracker described in Section 2.1.1.
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2.1.3 Angular Measurement

Radar �

x

y

z

R

�

Target

η

ε

Figure 2.2. Illustration of the coordinate
system used to describe an object position
relative the radar. Azimuth and elevation
are symbolized with η and ε, respectively.
The range is symbolized by R.

Although it is not as easily derived
from the echo as range and radial speed
it is also possible to determine an an-
gle to an object. The physics behind a
radar suggests the usage of some sort
of spherical coordinate system with its
origin in the radar. In this case the ob-
ject is attributed an azimuth (η) and
an elevation (ε) as well as a range (R).
The transformation between a spheri-
cal and a Cartesian coordinate systems
is thus defined by






x = R cos ε cosη

y = R cos ε sin η

z = R sin ε

. (2.3)

The coordinate systems are presented in Figure 2.2.
To get good measurements of azimuth and elevation some extra consideration

is necessary. There exist several methods for measuring angles and the sequel of
this section will describe one of these in a simplified manner.

Radar 

Left lobe 

Right lobe 

Target 

Figure 2.3. Transmit two pulses, one on
each side of the target, producing two lobes.

Consider the case when two radar
pulses are being used. Transmitting
one of the pulses in a direction slightly
to the left of the target, and the other
slightly to the right (see Figure 2.3)
will give two separate responses. The
strength of the returning signal will
depend on how much off the side of
the target the pulses were transmit-
ted. Comparing the strength of the
two responses then gives information
about the location of the target. If the
responses are equally strong the tar-
get is located exactly in between the
two transmission directions. On the
other hand, if the responses differ in
strength, the difference is approximately proportional to the angular offset from
the middle, in some region of the true angle, and this can be used to get an estimate
of the angle.

Even though the method above is a simplification of the angle measuring meth-
ods in use, the ideas found in the example is utilized in many of these methods.
What differs the most between methods is how the desired difference is acquired.
More advanced transmission methods can be used to eliminate the need for more
than one pulse etc. Methods actually used include lobing , mono-pulsing (actually
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a form of lobing parallel in time), and conical scan. More details about these
methods can be found in [Bar88, Ch. 8]. A less technical description is available
in [Sti98, pp. 101–105].

2.1.4 Concepts

There are a few more concepts that appear frequently when discussing and reading
about radars, and some of these are therefore presented below [Bar88].

Gating. To gate is to select only certain parts of the received signal neglecting
the rest. Gating is used to get rid of irrelevant sensor data, and in that way
concentrate on what should be of greater interest.

Glint. Glint is random errors in the measurements from a target due to interfer-
ence between different parts of its surface.

Pulse compression. Pulse compression is a wide concept gathering all methods
using complex radar pulses to improve radar performance. These methods
include phase-coded and frequency modulated pulse compression.

Radar cross section. The area of a target that reflects radar signals towards the
receiver is called the radar cross section (rcs). Even though rcs is measured
in the same units as area, the target size is of little importance compared to
how the incoming signals are reflected. Objects that focus incoming signals
and sends them back at the radar will have a large rcs, whereas targets
of the same size that scatter incoming signals in all directions will have a
considerably smaller rcs. Generally objects with many edges have large rcs.

Resolution. The resolution is a measure of the ability to distinguish between,
resolve, two targets. Two targets are resolvable if they differ in at least one
of the measured quantities. The resolution is hence the minimum separation
needed between two targets in order to detect two separate objects.

2.2 Physics Behind Radars

A more theoretical and physical foundation for radars can be acquired from any
textbook about electromagnetic field theory or radar applications, e.g., [Bar88]
or [Sti98]. The discussion above has intentionally omitted issues needed to be ad-
dressed about the radio signals sent out from the radar. This section will therefore
discuss the choice of radar frequency, the radar lobe and the potential operational
range.

2.2.1 Radio Frequency

Depending on the intended use of the radar different radio frequencies (rf) are
used. Many aspects come into consideration, e.g., the size and weight of the radar
equipment and the antenna, what type of objects to detect, the operational range
needed, the radar beam, and ambient noise. When using high frequencies the
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antenna and the radar equipment can be made smaller and lighter, maintaining
angular resolution compared to when lower frequencies are used. Higher frequen-
cies also increase the Doppler shift. On the other hand, higher frequencies are
more sensitive to weather conditions, and are more affected by the atmosphere.

Table 2.1. The distributions of radio frequencies in bands for radars [Bar88, pp. 4–8].
Typically UHF and S-band are used for early warning radars, C-band for altimeters and
C- and X-bands for weather radars. Fighters and attack aircraft use X- and Ku-bands,
missiles are often found in this latter group.

Frequency Band

3 MHz – 30 MHz HF
30 MHz – 300 MHz VHF

300 MHz – 1000 MHz UHF
1 GHz – 2 GHz L
2 GHz – 4 GHz S
4 GHz – 8 GHz C

8GHz – 12GHz X

12GHz – 18GHz Ku

18 GHz – 27 GHz K
27 GHz – 40 GHz Ka

40 GHz – 75 GHz V
75 GHz – 110 GHz W

110 GHz – 300 GHz mm

For missile applications radars using frequencies in the X- and sometimes the
Ku-bands are the predominant [Sti98, Ch. 7]. (See Table 2.1 for the division into
frequency bands.)

2.2.2 Maximum Range

To be able to use the methods in Section 2.1, the received echo must be strong
enough to stand out from the background noise. This was taken for granted in the
discussion above, and the purpose here is to determine how much energy is ideally
lost between the antenna and the target.

When transmitting an rf pulse, the signal will never be completely focused,
and therefore spread out in space. Due to, considerably less energy will return from
an object than the energy transmitted towards it. Not all transmitted energy will
hit the target, and not all energy from the target will hit the radar antenna. An
expression, the so called radar equation, for the received signal effect, Ps, is derived
in Barton’s book [Bar88, pp. 9–11],

Ps = PtGt

︸︷︷︸
transmitted

power

σ

4πR2︸ ︷︷ ︸
reflected

part

Ar

4πR2︸ ︷︷ ︸
received

part

. (2.4)

The expression (2.4) is intentionally split into three separate parts to better show
physical origin. These parts, and the included quantities will be discussed in the
following sections.



14 Radar

The first part of (2.4), PtGt, describes how much signal power is transmitted
in the direction of the object. The total power transmitted from the antenna is Pt.
This power is not equally distributed over space and Gt, called the antenna gain

function, describes the relative distribution of the energy over the transmission di-
rections. The energy is not homogeneously transmitted, and Gt is hence a function
of azimuth and elevation.

The middle part, σ/(4πR2), is the fraction of the transmitted energy that
reaches the target and is then reflected in the direction of the radar. A unit
transmission area at the sender will at the range R be evenly distributed over an
area of 4πR2 if no obstructions are encountered. The virtual area of the object
that reflects the incoming radar pulse is the rcs, σ. The fraction between these
two areas gives the reflected fraction.

Finally, about the same considerations about the wave must be done once it
returns to the antenna again. Here Ar, in some literature denoted Ae, is a measure
of both the receiving area and the ability of the antenna to measure the energy in
that direction. All of the explanation of (2.4) is derived from [Bar88, pp. 9–11].

Once the transmitted signal returns it must be detected. As described above
it would be enough to receive enough energy to activate the sensor but that is just
half the truth. In an environment filled with disturbances there must be energy
enough in the signal to distinguish it from the noise. The returning signal must
therefore in reality be stronger and the maximum range indicated above is overly
optimistic.

Often a threshold is used to determine if a target should be detected or not,
and the level of it is kept at a constant false alarm ratio (cfar). A very simple
form of cfar could be an averaging device. To further improve detection matched
filters etc. are also used to maximize the detection of targets at the same time
as false alerts are kept at a minimum. To read more about detection techniques
consult e.g., [Bar88].

2.2.3 Transmitted Beam Shape

In order to make the result from the radar useful, it is important to keep the
radio wave as limited as possible in order to be able to determine where the
found object is located. This has been used in the discussion about determining
angular position, in Section 2.1.3, without mentioning. The transmitters used
in this thesis have two-dimensional sinc2-shaped1 power outputs, equivalent to
rectangular electromagnetic field outputs. Figure 2.4 shows the distribution of
the amplitude and points out other interesting characteristics such as main and
side lobes. In Figure 2.3 it was the main lobes that were used to illustrate the
transmitted pulse. A description of this behaviour is provided by Stimson [Sti98,
pp. 91–101].

1The sinc function as usual defined as the limit sinc(x) := limξ→x
sin(πξ)

πξ
.
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Radar 

Search    
direction 

Main lobe 

Side lobes 

Figure 2.4. Principal power distribution for the transmitted wave. The transmitter is
situated to the left as indicated and the search is directed right, a little up and inwards
in the figure.

2.3 Disturbance

There are many sources of rf noise in the environment. Knowledge about some
of these sources are necessary when trying to determine if an echo will be detected
or not. In order to be detectable, the echo from the target must be significantly
stronger than the background echoes in order to not be interpreted as noise. Noise
comes from a number of different sources, both natural and man made.

2.3.1 Receiver Noise

Most of the internal noise is introduced in the early stages of the receiver. The
reason for this is that noise appearing there pass through all amplifying stages
of the receiver and thus becomes much stronger, compared to the desired signal,
than noise introduced later in the receiver.

Other sources of radio signals are the ground, space etc. but in airborne ap-
plications these are negligible compared to the internal noise [Sti98, pp. 116–121].

2.3.2 Clutter

Clutter is another source of noise. By definition clutter is any kind of unwanted
echoes, that origins from rain drops, birds, water and ground surfaces etc. The
occurrence of clutter may be a serious problem since it could result in echoes
stronger than the intended target. It is often possible to discard much of the
clutter by simply ignoring echoes from slow moving objects using a Doppler gate,
i.e., by removing echoes not having the expected frequency. Using an appropri-
ate frequency for the radar will also help decrease clutter since the reflectivity is
frequency dependent.

It is not always realistic to remove all clutter, and possible clutter must be
taken in account in some real life situations. Fortunately, though, clutter can be
removed with good results in air-to-air radars on reasonable high altitude when
surface returns can be neglected [Bar88, Sec. 3.6]. However, clutter from the
ground can become a problem when the looking downwards.
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2.3.3 Jamming

Other rf transmitters are always potential sources of disturbance. Not only jam-

ming, but also other radars in the neighbourhood, introduce undesired signals. Es-
pecially jamming may prove to be a major problem. A jammer may try to mimic
strong echoes from objects in order to fool a tracker into tracking a non-existing
object, and thereby loose track of the real target, or just hide interesting radar
echoes by flooding the radar receiver with dense noise. One way to make jamming
harder is to jump unpredictably between pulse sequences [Bar88, Sec. 3.7].



Chapter 3

Guidance

Once the designated target is found, independent of the method used, the mis-
sile must be put on a course resulting in interception of the target. The rules
governing the navigation towards interception are called guidance laws. Some ba-
sic knowledge about guidance theory is necessary in order to be able to evaluate
a missile model. This chapter therefore describes basic guidance theory. It will
briefly cover the three phases of missile flight. The material is intended to give just
enough insight into guidance theory to make it possible to follow the evaluation
process of the developed model. The interested reader is encouraged to read Lin’s
book [Lin91].

3.1 Flight Phases

The time the missile spends in the air, from the launch until it either hits the target
or self-destructs, is divided into three phases: launch, mid-course and terminal

phase. It is also possible to divide the flight into other phases. Which division
to use depends on the situation. The launch, mid-course and terminal phases are
described here since they divide the flight into phases based on what source of
information the missile uses.

3.1.1 Launch Phase

As the missile is launched it enters what is called the launch phase. The launch
phase is a short phase just after the missile has been fired. During the launch
phase the missile is accelerated and gains height. The speed and altitude needed
for the attack is calculated before launch, and supplied to the missile as parameters
before launch. The goal for the missile is to obtain as optimal conditions for the
mid-course and terminal phase as possible.

17
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3.1.2 Mid-Course Phase

The mid-course phase for the missile occurs after the launch phase, provided the
missile does not enter the terminal phase immediately. The missile then stays in
the mid-course phase until it is time to enter the terminal phase, and the sensors
of the missile are activated. The modelled missile receive data about its target via
a data-link, e.g., from the aircraft that launched it, and uses the data to set an
intercepting course during the mid-course phase. Once the target is close enough,
a seeker is activated. When the seeker is locked on, and seems to deliver reliable
data the mid-course phase ends as the missile enters the terminal phase at some
preset condition close to the target. The information from the data-link is used to
make sure the missile locks on to the right target.

3.1.3 Terminal Phase

Once in the terminal phase the missile stays there until it detonates, or is destruc-
ted. During this phase the missile has to rely solely on data from its own sensors
to intercept the target. (This information and more about the phases of the mis-
sile is found in, e.g., [Lin91, Sec.6.2–6.3].) It is common to change guidance law
and/or sensors towards the end of the terminal phase to make maximal damage
at impact.

3.2 Guidance Algorithms

There are two types of guidance; preset and direct guidance. An in depth descrip-
tion of both these methods can be acquired from [Lin91, Sec. 6.4]. Since preset
guidance uses only information about the target gathered before and at launch
time, this method is of little, or no, use when it comes to air-to-air combat, and is
merely mentioned here for completeness. Direct guidance is more interactive and
hence more interesting.

Direct guidance methods are interactive with data gathered during the ap-
proach of the target. The information about target movements is fed to a guidance
loop that tries to ensure interception. Many different algorithms are available for
this purpose. The developed missile model uses a data-link to acquire information
about the target position during the mid-course flight up until the point when the
internal radar is activated. This information is then fed to a guidance law that
sets an appropriate course.

3.3 Guidance Laws

What course the missile takes is decided by the guidance law. That is only as long
as the performance of the missile is not a limiting factor. There are many guidance
laws in use, some more advance than other. Which one to use depends, among
other things, on the equipment at hands and the performance needed. Once again,
the interested reader should consult [Lin91, Sec. 6.5, Ch. 8] or [Shn98] for more
details.
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The most common types of guidance laws are line-of-sight, pursuit and propor-

tional guidance. These will now shortly be described in the following text. Only
the main principles and a little bit about pros and cons will be discussed. For
a mathematical description of the guidance laws the references above are recom-
mended.

(a) Example of line-of-
sight (los) guidance. Take
notice of that O does not
move with the missile, and
that the missile is always in
the line of sight between O

and the target.

(b) Example of pursuit
guidance. Observe how the
missile is always headed
straight at the target.

(c) Example of propor-
tional guidance. Charac-
teristic in this figure is that
the missile aims in front of
the moving target.

Figure 3.1. Illustration of los, pursuit and proportional guidance. The illustrations
are inspired by [Lin91, Fig. 6–34, p. 349] originating from [Goo72].

3.3.1 Line-of-Sight Guidance

Line-of-sight (los) guidance is the only guidance law of the ones mentioned here
using three points in space for its navigation rule. Instead of just using the target
position and the missile position, a third position (for now called O) is also used.
The idea is to keep the missile in the line of sight of the target as seen from O at all
time. This way the missile, the target and O are always lined up with the missile
between the target and O. Figure 3.1(a) illustrates this behavior. Observe that O
does not translate with the missile, instead it is an external point that might be
stationary in space or e.g., move with the seeker used to guide the missile.

One of the advantages of los is that no seeker on the missile is required, but
that does at the same time induce inaccuracies when it comes to moving targets
and disturbances such as wind [Shn98, Ch. 2].
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3.3.2 Pursuit Guidance

Pursuit guidance, also called hound-hare guidance, was one of the very first guid-
ance laws to be developed, and now it exists in many flavors. Common for all of
these is the resulting pursuit course which is a course having much in common
with a dog chasing a pray, at all time heading straight at it. This behavior will
eventually result in a tail chase.

In its simplest form pursuit guidance strives to always keep the velocity of
the missile aiming through the present location of the target. This approach is
illustrated in Figure 3.1(b). This simple scheme applied by pursuit guidance makes
it easy to implement and fairly insensitive to noise, but less accurate when it comes
to moving targets and effects from e.g., wind [Shn98, Ch. 3].

3.3.3 Proportional Navigation Guidance

Proportional navigation guidance (pn), a.k.a. constant bearing in some of its
forms, tries to uphold a constant los angle, bearing, to the target. Figure 3.1(c)
tries to illustrated this behavior. The guidance law is therefore energy conservative.
In order to keep the los angle constant the missile maneuvering is proportional to
the turn of the los, i.e., a standard proportional control loop. Pn turns out to be
equivalent to pursuit guidance with the proper choice of constants in the control
loop, but in practise constants that are about two to four times larger are used for
best performance [Lin91].

Compared to los and pursuit guidance pn performs well on moving targets
but cannot handle accelerating targets particularly well, and the method tends to
be noise sensitive.



Chapter 4

Bayesian Estimation &

Target Tracking

To construct the tracking mechanism of a seeker several issues must be addressed,
e.g., how to estimate, predict and describe target maneuvers. This chapter dis-
cusses these issues as well as how to limit the input data to the tracking algorithm.

4.1 Estimation

Target tracking is often conducted by the use of Kalman filters. This section
will therefore introduce the Kalman filter, and the more general extended Kalman

filter (ekf) which is used on non-linear models. Furthermore, a method to combine
several filters into one, interacting multiple models (imm), and a powerful class
of numerical filters, sequential Monte Carlo methods, or particle filters, are also
discussed in some detail.

4.1.1 Kalman Filter

The Kalman filter is a filter that provides an optimal iterative solution to appli-
cations that can be represented as linear and Gaussian systems. The filter was
originally developed, and introduced by R. E. Kalman in a paper in 1960 [Kal60],
to track manoeuvring targets, however Kalman filters proved to be useful in other
situations as well, e.g., multi-sensor fusion. Kalman filters, on standard form, only
apply to linear models, but since non-linearities are frequent in many areas where
the use of Kalman filters would be of interest, methods to linearize models were
soon developed. This section describes the standard Kalman filter. To get more
extensive information about Kalman filters read e.g., [GLM01, Ch. 8] or [BH92].

21
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Model

A system to which one wants to apply a Kalman filter should fulfill the following
model,

x(tk+1) = Atk
x(tk) + w(tk) (4.1a)

y(tk) = Ctk
x(tk) + v(tk). (4.1b)

In these equations x(t) represent the state (or states in the case of a vector) of the
system at time t and y(t) an observation of the system at time t (y may also be
vector valued). The possibly time dependent matrices At and Ct represent linear
state transaction and state-to-measurement relationships in (4.1a) and (4.1b) re-
spectively. The white stochastic processes w and v represent imperfections in the
model and in the measurements. To be used with a Kalman filter the following
must be true for noises w and v. (Qt, and Rt are time dependent matrices of
appropriate size.)

Ew(t) = Ev(t) = 0 (4.1c)

Cov[w(τ),w(τ + t)] = Qtδ0 (4.1d)

Cov[v(τ),v(τ + t)] = Rtδ0 (4.1e)

Cov[w(t),v(t)] = 0 (4.1f)

The matrix Qt hence describes the ability and possibility that the system deviates
from the used model. In the cases described later in this chapter this describes
the target maneuverability.

Most often the measurement errors, v, and the imperfections in the model, w,
are considered independent, if this is not the case, i.e., (4.1f) is not equal to zero,
Kalman filters can still be applied but the equations are not as simple as those
presented below.

When the conditions in (4.1) are true the recursive Kalman filtering step be-
comes

x̂(tk+1|tk) = Atk
x̂(tk|tk) (4.2a)

P(tk+1|tk) = Atk
P(tk|tk)At

tk
+ Qtk

(4.2b)

x̂(tk|tk) = x̂(tk |tk−1) + K(tk)
(
y(tk)−Ctk

x̂(tk |tk−1)
)

(4.2c)

P(tk|tk) =
(
I−K(tk)Ctk

)
P(tk|tk−1) (4.2d)

K(tk) = P(tk|tk−1)C
t

tk

(
Ctk

P(tk |tk−1)C
t

tk
+ Rtk

)−1

(4.2e)

Furthermore, some initial values are needed to start the recursion, these are

x̂(t0|t−1) = x0 (4.2f)

P(t0|t−1) = Π0. (4.2g)



4.1 Estimation 23

To distinguish between true values and estimated values the convention to put
hats above estimates has been used. The variable x̂(t) is hence the estimate of the
true state x(t) etc.

The matrix Π0 is the covariance matrix of the initial state x0. The initial state
is considered to be Gaussian noise, but can also be treated as a parameter used to
tune filter performance.

The Kalman filter, as described above, is optimal, in a least square sense,
when the system is in the form (4.1) and both the noises w and v are white and
Gaussian. The next couple of sections will be dedicated to extending this theory
to handle even more complex models.

Deterministic Input

Model parameters which are known with high accuracy during filtering can be
included as deterministic terms, instead of as regular states. Using more states
than necessary could decrease filter performance, and increases the number of
computations needed. The movement of a mobile radar platform is often known
to a much higher degree than the position of the object being tracked and may
therefore serve as a deterministic parameter.

The deterministic parameter adds a well known change to the state transition
equation (4.1a). The quantity u(tk) is the new input and the function gtk

(
u(t)

)

describes the impact it has on the state transition. (See [BH92, Sec 6.10] for more
information.) The new relationship is hence

x(tk+1) = Atk
x(tk) + gtk

(
u(tk)

)
+ w(tk). (4.3)

The change only affects (4.2a) of the recursive relationships. The new recursive
relationship is changed accordingly into

x̂(tk+1|tk) = Atk
x̂(tk|tk) + gtk

(
u(tk)

)
. (4.4)

No other changes are necessary to incorporate deterministic terms. The next
change to the Kalman filter will be to provide means to handle non-linear models.

4.1.2 Extended Kalman Filter

Two methods used to extend Kalman filters to handle non-linear models are the
linearized Kalman filter and the extended Kalman filter (ekf). Extended Kalman
filters are used, often with good results, on systems with non-linearities in possibly
both the measurement and the state transition function. The following section will
explain one way to apply a modified Kalman filter in these cases. The method
used is an adaption of the methods presented in [BH92, Ch. 9], [BP99, Sec. 3.4],
[GI96, Sec. 2] and [Nor96, Sec. 2.1].
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Non-Linear Measurement Function

When the measurement relationship in (4.1b) is non-linear there are two ways to
solve this, either by preprocessing the measurements, or change the recursion (4.2)
to handle the non-linearity. The measurement equation that will be discussed in
this section has the following form

y(t) = ht

(
x(t)

)
+ v(t), (4.5)

where ht is a (non-linear) function calculating estimated measurements given a
state. The Jacobian of the function, in the point x(t) (estimated with x̂(t) since
the true value is not known), will from now on be denoted

Ht :=
dht

dx

∣∣∣∣
x=x̂(t)

. (4.6)

When preprocessed measurements are used, the measurements are transformed
into something that can be expressed as a linear combination of the states. After
doing this (4.5) is linear again, and a regular Kalman filter may be applied. This
introduces dependencies in the stochastic process w, which forces Rt to be trans-
formed accordingly to satisfy (4.1e). A drawback with this approach is that Rt

will not contain the variances of the measurements in an as straight forward way
anymore, and is less likely to be diagonal. As will be discussed later, if Rt is
diagonal, methods can be applied to improve numerical stability and lessen the
computational complexity.

The other approach is to keep the measurements on the non-linear form and
instead modify the recursive update functions accordingly. This way Rt still repre-
sents the covariance matrix of the measurement errors, and is much more likely to
be diagonal than in the case of preprocessed measurements. Once non-linearities
in the state transition function, ft, have been discussed, the modified recursive
equations will be presented in (4.13).

Non-Linear State Transition

When having a non-linear state transition function (4.1a) changes into

x(tk+1) = ftk

(
x(tk)

)
+ w(tk). (4.7)

Often the system is instead described by its differential equation,

ẋ = f̃(x) + w̃(t), (4.8)

with w̃ being continuous noise.

There are many different ways to arrive at the function ft and the opinions on
which method to use differ in the literature. The main approaches are discretized-

linearization and linearized-discretization.
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Discretized-Linearization. When discretized-linearization is used the func-
tion ft is found by first linearizing and then discretizating. Explained in a more
straight forward way: First make a Taylor expansion of the differential equation
governing the system hence linearizing it and then discretize it. To do this, let F̃t

be the first derivative part of this expansion, i.e., the Jacobian in the point x̂(t).
Using this ft becomes

ft

(
x(t)

)
:= x(tk) + f̃

(
x(tk)

)
T∫

0

eF̃tτ dτ (4.9)

and the accompanying Jacobian, Ft,

Ft :=
dft

dx

∣∣∣∣
x=x̂(t)

= eF̃tT . (4.10)

It is always possible to use discretized-linearization, and it is often the easiest
approach. If needed a Taylor series can be used to calculate ft, providing a way
to find ft and Ft which is fairly easy to do mechanically.

Linearized-Discretization. Linearized-discretization is often trickier to per-
form since an analytic solution to the differential equation describing the system
is needed. The benefit with the approach is that somewhat better results are
achieved [GI96]. Using the linearized-discretization the function ft becomes

ftk

(
x(tk)

)
:= x(tk) +

tk+1∫

tk

ẋ(τ) dτ (4.11)

with the Jacobian, Ft,

Ft :=
dft

dx

∣∣∣∣
x=x̂(t)

. (4.12)

Once again, since xt is not known x̂t should be used instead.
From now on only linearized-discretization will be used for ekf, because the

sought after analytic solutions exist and slightly better results are to be expected
this way.



26 Bayesian Estimation & Target Tracking

Using the notation in the previous sections, the following recursive equations
replace (4.2) when an ekf is needed,

x̂(tk+1|tk) = ftk

(
x̂(tk |tk)

)
(4.13a)

P(tk+1|tk) = Ftk
P(tk |tk)Ft

tk
+ Qtk

(4.13b)

x̂(tk|tk) = x̂(tk|tk−1) + K(tk)
(
y(tk)− htk

(
x̂(tk |tk−1)

))
(4.13c)

P(tk|tk) =
(
I−K(tk)Htk

)
P(tk |tk−1) (4.13d)

K(tk) = P(tk|tk−1)H
t

tk

(
Htk

P(tk |tk−1)H
t

tk
+ Rtk

)−1

(4.13e)

x̂(t0|t−1) = x0 (4.13f)

P(t0|t−1) = Π0, (4.13g)

where the measurement Jacobian Ht is defined as in (4.6).

Continuous Process Noise

The Qt used in (4.13) describe the discrete situation. As mentioned above non-
linear systems are often described on continuous form using a differential equation,
and the noise w̃ is considered to act on the system. The result of this is that a Qt

calculated directly using (4.1d) will not represent the discrete situation well. The
following few paragraphs, which is Karlsson’s presentation of the topic in [Kar02,
p. 64]1 adopted to suit the notation used in this thesis, will therefore be used to
describe how a suitable Q can be derived. Most of the time dependencies have
been dropped for clarity.

In [Gus00, p. 322], the discrete state noise covariance, Q, is calculated from the
continuous, for different cases, corresponding to different model assumptions. The
formulas below use the notation F̃x for the Jacobian of f̃ , defined as in (4.8), in
the point x. Basically, five different alternatives are presented using the following

Qa =

T∫

0

eF̃xτQ̃ eF̃t

x
τ dτ (4.14a)

Qb =
1

T

T∫

0

eF̃xτ dτ Q̃

T∫

0

eF̃t

x
τ dτ (4.14b)

Qc = TeF̃xT Q̃ eF̃t

x
T (4.14c)

Qd = T Q̃ (4.14d)

Qe = TFxQ̃Ft

x. (4.14e)

1Used with the approval from the author.
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All expressions are normalized with the sampling time T , so that one and the same
Q̃ can be used for all of the sampling intervals. These methods correspond to more
or less ad hoc assumptions on the process noise for modeling the underlying target
maneuvers.

a. w̃(t) is continuous white noise with variance Q̃.

b. w̃(t) = w(tk) is a stochastic variable which is constant in each sample interval

with variance Q̃/T . That is, each maneuver is distributed over the whole
sample interval.

c. w̃(t) is a sequence of delta-Dirac pulses, active immediately after a sample
is taken. We assume ẋ = f̃(x) +

∑
k w(tk)δtk

where w(tk) is discrete white

noise with variance T Q̃.

d. w̃(t) is white noise which total influence during one sample interval is T Q̃.

e. w̃(t) is a discrete white noise sequence with variance T Q̃. We assume that
all maneuvers occur immediately after a sample time, x(tk+1) = f

(
x(tk) +

w(tk)
)
.

Note that the first two approaches require a linear time invariant model for the
state noise propagation to be exact.

4.1.3 Interacting Multiple Models

To further improve filter performance a set of filters using different models can be
used. One way to do this is to use interacting multiple models (imm). The imm

approach uses a set of filters running in parallel. The results from the parallel
filters are combined, according to some scheme, to produce an estimate, hopefully,
better than those produced by the individual filters. The presentation of imm

in this section follows Blackman and Popoli’s found in [BP99, Sec. 4.5] in many
aspects, but at some points other sources, [BBS98, BSCB89], have been consulted
to further exemplify, explain and clarify the theory. This section, and the following
use some non-trivial statistics theory, and [Blo89] is recommended for a quick brush
up on the topic.

It is hard to construct one target model that will describe all possible target
maneuvers well, and the idea behind imm is therefore to combine many models
each representing a different movement. Simulations have shown that two or three
different filters are often enough to produce good results. In literature using one
constant velocity (cv) and one coordinated turn (ct) model seem to be a popular
choice, and in some cases a Singer model for sudden changes between the other two
models is included as a third model. The cv and ct models are described below
in Section 4.2.2, for a description of the Singer model see, e.g., [BP99, Sec. 4.2.1].
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Basic Assumptions

When using the imm approach, several models are used in parallel, and then com-
bined to achieve a model with better performance than achieved with conventional
filters on their own. How this is done is schematically illustrated in Figure 4.1.
The flowchart may, at first, seem a bit confusing to a reader unfamiliar to imm,
and the reader is therefore encouraged to have a look at the figure, read the next
couple of sections and then return to it again to fully appreciate it.

Predict: xi, Pi imm combine: xi, Pi

Update: xi, Pi, prob. Measure and gate: y

imm mix: x0

i , P0

i , prob.

Output

x̂i(tk+1|tk)
Pi(tk+1|tk)

x̂i(tk+1|tk+1)
Pi(tk+1|tk+1)

x̂0
i
(tk+1|tk+1)

P0
i
(tk+1|tk+1)

x̂i(tk+1|tk)
Pi(tk+1|tk)

x̂(tk+1|tk)
P(tk+1|tk)

x̂(tk+1|tk+1)
P(tk+1|tk+1)

y(tk+1)

prob.

prob.

Figure 4.1. Flowchart for a filter using imm. The boxes indicating predictions and
updates use Kalman filter operations on the separate models. An index denote that a
quantity is part of a model, and a superscript 0 that the quantity is a combination of all
models. Dashed lines represent information flows that are not mandatory.

The basis for imm is that the probability for the target to go from one model
to another, in the given set, follows a Markov process. The probabilities of model
transition are static and decided on in advance. With this assumption it is possible
to calculate probabilities for which model the target follows, and how probable a
change to another model is. To describe this mathematically some quantities must
first be defined and the sequel of this paragraph is dedicated to do that. First define
µi(tk) and Ci(tk) to represent the probability that the target is in model i after
processing the data acquired at time tk before and after the interaction between the
different models respectively. Add to this two measures of state change probability,
pj|i and µj|i(tk). The former of these is the predefined static Markov probabilities
of transition from state i to state j, and the latter the probability that the target
made the transition from state i to state j.
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Using standard Bayesian probability theory these quantities may be related to
each other as, recall that pj|i is known,

Cj(tk) =
∑

i

pj|iµi(tk) (4.15)

µj|i =
pj|iµi(tk)

Cj(tk)
. (4.16)

State Combination

The probabilities defined above can then be used to produce mixed states and
covariance matrices. To distinguish between the quantities belonging to the dif-
ferent models indices will be used, i.e., xi and Pi are state and state covariance of
model i. Furthermore, a superscript 0 indicate a state that is produced through
combination of all states available.

Blackman and Popoli present one state and state covariance blending method
based on model probabilities in [BP99, Sec. 4.5], described by (4.17). Other meth-
ods may under certain conditions outperform this one, but this probability based
algorithm should have the best average performance.

x̂0
j (tk |tk) =

∑

i

µj|ix̂i(tk |tk) (4.17a)

P0
j (tk |tk) =

∑

i

µj|i

(
Pi(tk |tk) + DPij(tk)

)
(4.17b)

Where DPij is a covariance correcting term defined by

DPij :=
(
x̂i(tk|tk)− x̂0

j (tk|tk)
)(

x̂i(tk |tk)− x̂0
j (tk|tk)

)
t

.

Combined these yield an estimated state and covariance matrix,

x̂(tk|tk) =
∑

j

Cj(tk)x̂0
j (tk|tk) (4.17c)

P(tk|tk) =
∑

j

Cj(tk)P0
j (tk|tk). (4.17d)

The predicted states and state covariances may also be weighted together to
form a single state and covariance used for prediction and gating purposes. (Gating
will be further discussed in Section 4.3.)

x̂(tk|tk−1) =
∑

j

Cj(tk−1)x̂j(tk|tk−1) (4.17e)

P(tk|tk−1) =
∑

j

Cj(tk−1)Pj(tk|tk−1) (4.17f)

It is once again worth noting that each model in the imm set should be predicted
and updated using regular Kalman filters or ekf depending on the characteristics
of the models in use.
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Probability Calculation

Before the imm theory is complete a method to decide how probable it is that the
target follows a certain model, i.e., to calculate µi(tk), must be constructed. To
evaluate how well the target follows a model white and Gaussian noise is assumed
for all models. Using the Gaussian property of the models a goodness, d2

i of model
i, can be defined as

d2
i (tk) = ỹi(tk)tSi(tk)−1ỹi(tk) (4.18)

ỹi(tk) := y(tk)− htk−1
x̂(tk|tk−1) (4.19)

Si(tk) = Hi,tk−1
Pi(tk|tk−1)H

t

i,tk−1
+ Ri,tk−1

. (4.20)

As it turns out d2
i ∈ χ2 and this is used e.g., in ellipsoidal gating. When used in

imm d2
i serves only as a notational help when writing down the multidimensional

Gaussian distribution describing ỹ. Using d2
i , the relative probability that a tar-

get follows a certain model can be expressed as (M being the dimension of the
measurement vector)

Λi(tk) =

√
e−d2

i
(tk)

(2π)M |Si(tk)| (4.21)

and hence

µi(tk) =
Λi(tk)Ci(tk−1)

C
(4.22)

with

C :=
∑

j

Λj(tk)Cj(tk−1).

This concludes the imm method. In most cases when imm is used in practise,
the states of the different filters will most likely not be the same, and some state
conversions must be made, viz. when a cv and a ct model are combined. Once
these two models have been described a method to convert between their state
representations will be explained, and then exemplified in Example 4.1.

4.1.4 Particle Filter

A class of methods which has been given much attention the last decade are the
sequential Monte Carlo methods, a.k.a. particle filters. This section first gives a
short background to the use of this kind of computing intense filters and then the
theoretical foundation for them. Using this theory, two of the most commonly used
particle filter algorithms, Sampling Importance Resampling (sir) and Sequential

Importance Sampling (sis), are provided. To get a deeper understanding of parti-
cle filters Bergman [Ber99, Sec 6.4] and Karlsson [Kar02, Sec. 3.3] are useful and
have provided the background for this presentation. In [Per02, Sec. 3.2] Pernest̊al
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chooses to use a slightly different approach which might be helpful to understand
the theory better. References [Blo89] and [HL99] give some basic understanding
about statistics and stochastic processes that could come handy while reading this
section.

Background

The idea of using Monte Carlo simulations for filtering is not new, it was discussed
already in the early 1970s, but it is first now when more powerful computers are
readily available it has become an interesting research field. Kalman filters are
optimal analytical filters with linear and Gaussian systems. If linearized, Kalman
filters work on many non-linear problems, given that the process and measurement
noises are Gaussian, or at least Gaussian-like. Particle filters on the other hand use
numerical methods to achieve the filtering and are not limited to Gaussian systems.
In practice measurement errors, especially from good sensors and process noise,
are seldom Gaussian. When Gaussian noise is assumed anyhow, in order to enable
the use of e.g., an ekf, filter performance could degrade significantly. In such
situations using particle filters could be an alternative, if the necessary computer
resources are at hand.

Another advantage with particle filters, as will become clear below, is that
there is no need to linearize the system to construct states and covariance matrix.
It is hence, in most cases, easier to test new models in a particle filter than in an
ekf.

Stochastic State Approach

Particle filters apply to a very general set of systems, and the subset described
here apply to systems that can be modelled in the form:

x(tk+1) = f
(
x(tk)

)
+ w(tk) (4.23a)

y(tk) = h
(
x(tk)

)
+ v(tk), (4.23b)

where both f and h may be highly non-linear. The model is defined in a way very
closely resembling that of an ekf. The difference is that here the only constraint
put on w and v is that they should be independent to earlier values. This demand
is not absolute, but simplifies the theory. The systems to which ekf applies are
even more restricted.

The new approach, compared to the other filters described so far, is that
throughout the particle filter all states are considered to be stochastic processes
represented by their probability density functions (p.d.f.). The quantities of inter-
est are hence the state prediction and the measurement p.d.f.,

p
(
x(tk+1)

∣∣Y(tk)
)

=

∫

Rn

p
(
x(tk+1)|x(tk)

)
p
(
x(tk)

∣∣Y(tk)
)
dx(tk) (4.24a)

p
(
x(tk)

∣∣Y(tk)
)

=
p
(
y(tk)

∣∣x(tk)
)
p
(
x(tk)

∣∣Y(tk−1)
)

p
(
y(tk)

∣∣Y(tk−1)
) , (4.24b)
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respectively. In these equations Y(tk) =
{
y(ti)

}k

i=1
is a collection of all mea-

surements made up until and including the time tk. The normalization factor
1/p
(
y(tk)

∣∣Y(tk−1)
)

is often unknown, but fortunately the filter can be imple-
mented without knowledge of its exact value.

Once properly initiated, the only unknown quantity (not counting the normal-
izing factor) in (4.24b) is the likelihood p

(
y(tk)|x(tk)

)
, and it can be calculated if

the p.d.f. for the measurement error pv(t) is known using

p
(
y(t)

∣∣x(t)
)

= pv(t)

(
y(t)− h(x(t))

)
. (4.25)

State Estimates

For the particle filter to be useful, e.g., when tracking, an estimate of the state
variables must be available since the usefulness of a state p.d.f. is limited. It
is possible to construct a number of different estimates, but the following mini-

mum mean square (mms) estimates are commonly used, and will be used in this
document,

x̂(tk|tk) =

∫

Rn

x(tk)p
(
x(tk)

∣∣Y(tk)
)
dx(tk) (4.26a)

P(tk |tk) =

∫

Rn

(
x(tk)− x̂(tk|tk)

)(
x(tk)− x̂(tk|tk)

)
t

p
(
x(tk)

∣∣Y(tk)
)
dx(tk). (4.26b)

Another possible method to find an estimate is to pick the most probable state.
The expressions for the prediction estimates, x̂(tk+1|tk) and P(tk+1|tk) are

found by exchanging x(tk) and x̂(tk |tk) for x(tk+1) and x̂(tk+1|tk), respectively,
to get the correct p.d.f. p

(
x(tk)

∣∣Y(tk)
)

for p
(
x(tk+1)

∣∣Y(tk)
)

to get the proper
p.d.f. in the integrals above.

This concludes the theory necessary to construct the particle filter. The next
few sections will describe how this theory is used to create a powerful filter. It is
however worth noting before continuing that in the special case of a linear model
with Gaussian noise (4.24) yields the Kalman filter.

Particles

The idea behind particle filters is to approximate the state p.d.f. using particles
with relative weights spread out in the state space. A region of state space with
many particles of high weight is probable, whereas a region with few and low
weight particles is less probable. To do this approximation, consider a set of N � 1
state realizations, {xi(tk)}Ni=1, called particles with relative weights {wi(tk−1)}Ni=1,
independently drawn from the state space according to the state p.d.f. Using these
particles the p.d.f. (4.24a) can be approximated with

p
(
x(tk)

∣∣Y(tk−1)
)
≈
∑

i

w̃i(tk−1)δxi(tk), (4.27)

where w̃i(t) = wi(t)/
∑

j wj(t), i.e., a normalized weight.



4.1 Estimation 33

Now use (4.27) in (4.24b) yielding

p
(
x(tk)

∣∣Y(tk)
)
≈
∑

i

w̃i(tk)δxi(tk) (4.28)

where wi(tk) = p
(
y(tk)

∣∣xi(tk)
)
wi(tk−1) is the measurement updated relative par-

ticle importance.
Using these approximations of the state p.d.f. it is possible to calculate the

state and covariance estimates, cf. (4.26), using Monte Carlo Integration. Monte
Carlo Integration yields

x̂(tk|tk) ≈
∑

i

wi(tk)xi(tk) (4.29a)

P(tk |tk) ≈
∑

i

wi(tk)
(
xi(tk)− x̂(tk |tk)

)(
xi(tk)− x̂(tk|tk)

)
t

. (4.29b)

If this is done before applying the measurement update,

x̂(tk+1|tk) ≈
∑

i

wi(tk)xi(tk+1) (4.29c)

P(tk+1|tk) ≈
∑

i

wi(tk)
(
xi(tk−1)− x̂(tk+1|tk)

)(
xi(tk+1)− x̂(tk+1|tk)

)
t

, (4.29d)

the estimates of the predicted quantities are generated instead.
To get from an estimate of p

(
x(tk)

∣∣Y(tk)
)

to one of p
(
x(tk+1)

∣∣Y(tk)
)

simply
apply (4.23a) on each particle in the set using different noise realizations of w(tk)
for each particle.

Resampling

The description above almost concludes the particle filter theory. It seems to be
possible to initiate a filter by randomly generating a set of particles to represent
the initial p.d.f., and then iterate through the indicated steps to get a filter. Un-
fortunately this will prove to be unsuccessful, with a diverging filter as the result.
The problem is that all particles will end up having weights approximately equal
to zero generating a very smeared out, flat, p.d.f. To solve this, the particles need
to be resampled.

Resampling is used to remove particles with little, or no weight, and instead
introduce new more probable particles to guarantee that the p.d.f. is not smeared
out. Resampling is conducted as follows, all time dependencies have been dropped
for clarity:

1. Denote the original set of particles P = {(xi, wi)}Ni=1.

2. Independently pick N numbers in the interval [0; N ] and put them in the
set I, doublets allowed. The probability to pick j should be Pr(j = i) = w̃i

each time.

3. The new set of particles, P ′, is now defined by P ′ = {(xi, 1)}i∈I . This set is
also allowed to contain doublets. N.B.: The weights have been modified so
that wi = 1 and w̃i = 1

N
, i.e., all the new particles are equally probable.
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After the resampling, the new set of particles will represent the p.d.f. better and
flattening is avoided, because particles with low weights are almost never picked,
and those with high weights are picked often. There are several ways to do this
in practice, one elegant implementation in Matlab

r© is presented by Bergman
in [Ber99, Alg. 6.7 p. 128].

Algorithms

Two commonly used particle filter algorithms, Bayesian bootstrap a.k.a. Sampling

Importance Resampling (sir) and Sequential Importance Sampling (sis) will now
be described. The algorithms are very similar, and out of five basic steps they
only differ in one, the step where resampling is conducted. The sir algorithm
conducts resampling before each prediction step, whereas sis only resamples when
some criterion is fulfilled. The five steps are:

1. Initiate the filter by generating N initial particles xi(t0) with normalized
weights w̃i(t−1) = 1

N
. These particles should be independently drawn sam-

ples from the state space.

2. Using the measurements, y(tk), compute new particle weights, wi(tk) =
w̃i(tk−1)p

(
y(tk)

∣∣xi(tk)
)

and normalize to get w̃i(tk).

3. This is the only step that differs between the sir and sis algorithm.

sir: Always resample the particles, and reset the weights.

sis: Resample the particles, and reset the weights, if the used resampling
criterion is met, otherwise neither change the particles nor their weights.

4. Predict (simulate) new particles using (4.23a) and different realizations of w
for each particle.

5. Increase k and start over with step 2 again.

It is possible to use many different criteria to decide when to resample when
using the sis algorithm. One commonly used criterion is the effective sample size.
The effective sample size, Neff , is a measure of how many of the particles that
actually contribute to the support of the p.d.f. Since it is impossible to calculate
Neff exact, an approximation,

N̂eff =
1∑

i w2
i (tk)

, (4.30)

is used in practise. Resampling should, using this criterion, be conducted when
N̂eff drops below some threshold, Nthres. Bergman [Ber99, pp. 150–151] suggests
using Nthres = 2

3N .
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4.2 Target Model

To enable for precise tracking, good models of target motion is utterly important.
If possible, a model should describe how the target maneuvers, and in situations
when a planned route is known in advance this can be done with high precision.
However, if the intended target maneuvers are not known in advance creating a
perfect model is impossible. In these cases general maneuver models with the
ability to adapt to target actions must be used. Two of these models, the constant

velocity (cv) and coordinated turn (ct) model, are described in this section.
Before doing this, a short survey of different coordinate systems that could be used
in these models is presented. Once the cv and the ct models have been described
a method to convert between different state representations will be presented in
order to allow for e.g., imm to use filters with different state representations at the
same time.

Models of target maneuvers are popular topics in literature, and the interested
reader is recommended to read more on the subject to get a better understanding.
Some sources that might be interesting are [Bla86, BP99, BS90, EA98, LBS96,
MKTK99, RM00, WC94].

4.2.1 Coordinate System

There are two natural ways to choose which coordinate system to use in a radar
application. The first is to use the spherical coordinate system, with range, az-
imuth and elevation, described in Section 2.1, and the other a slightly modified
Cartesian coordinate system, the north-east-down (ned) coordinate system, as
discussed below. Both approaches have their pros and cons, and which one of the
two to use is not obvious. What coordinate system to use is also a common subject
of discussion in the literature and contributions, to the discussion are found in,
e.g., [Bla86, Ch. 3], [BP99, Sec. 3.7] and [BWR91, COd91, GI96].

Spherical Coordinate System

The radar based spherical coordinate system has the tempting feature that mea-
surements returned from the radar are linear, avoiding to add non-linearities. On
the other hand, very few target motions are described with linear functions in such
a coordinate system, i.e., as long as the target is not using the radar as a pivot
point for its maneuvers. An object flying in a straight line or conducting a coor-
dinated turn will result in non-linear functions in a spherical coordinate system.
Not only this, since the system is not inertial, i.e., the base vectors do more than
just translate, the Coriolis effect is considerable, and must be taken into account.
This results in unnecessarily complicated expressions for relatively simple maneu-
vers. Cortina et al. [COd91] discuss how to use spherical coordinates for tracking,
among other things suggesting a method to compensate for the Coriolis effect.
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North-East-Down Coordinate System

�Missile

Towards center of earth

z

North
x

East

y

Figure 4.2. A ned coordinate system
has axes pointing north, east and down.

The alternative to the spherical coordinate
system is to use a Cartesian coordinate sys-
tem with its origin in the radar. This can
be done in several ways of which the north-

east-down (ned) coordinate system is one
that is commonly used. Ned coordinate
systems use axes pointing towards north,
east and down forming a right-handed co-
ordinate system. This is illustrated in Fig-
ure 4.2. Strictly speaking the ned coordi-
nate system is not inertial since the earth is
round, and thus rotates as the radar moves
across the surface. However, in this type of relatively stationary tracking applica-
tions this effect is negligible, and ned may be considered to be an inertial system
[Bla86, Sec. 3.3].

Using a ned coordinate system simplifies the descriptions of standard flight
patterns significantly, e.g., a linear path becomes a linear function. At the same
time the measured quantities cannot be expressed from the states with the same
ease and the measurement equation becomes highly non-linear.

Preferred Coordinate System

The coordinate system that will be used for positioning from here on is the ned

coordinate system. The non-linearities that appear in both the spherical and ned

coordinate system do not provide an easy answer to what coordinate system to use.
The deciding factor, in this case, turned out to be the easier motion description
in a ned coordinate system as well as the data-link. The data-link is supposed
to supply the missile with position information in a ned compatible format, and
using the same coordinates while tracking both using data-link and seeker seemed
to be a good idea, hence is the ned coordinate system used throughout this thesis.
To do some comparisons between the two choices of coordinate system would be
interesting but is left for others to do.

4.2.2 Constant Velocity Model

One model often used to model aircraft movement is the constant velocity (cv)
model. The main assumption in the cv model is that the target acceleration is
stochastic white noise. The best approximation of such a movement is to remove
the noise term resulting in the target moving at constant velocity. An example of
a two dimensional cv target motion is presented in Figure 4.3.

One appealing property cv models possess is that in Cartesian coordinate
systems, e.g., the ned coordinate system, each direction in space can be filtered
separately, independent of the other directions. This decreases the need for pro-
cessing capacity.
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�
(x, y)

(ẋ, ẏ)

Figure 4.3. A target following a cv

model without any noise. The dashed
line represents the target trajectory and
the arrow and the dot the state at one
instant. The state vector is in this case
x = (x y ẋ ẏ)t.

The description of a cv model as used
in a Kalman filter, as stated in [BP99,
Sec. 4.2], follows below. Since the repre-
sentation is separated it should be applied
in all directions. The state vector x con-
tains states for position and velocity along
one axis, x(t) =

(
x(t) ẋ(t)

)
t

,

x(t + T ) =

(
1 T
0 1

)
x(t). (4.31a)

Assuming the acceleration is white and
Gaussian noise with standard deviation σẍ

and a target maneuver time constant τ , the
matrix Qt should, still according to [BP99,
Sec. 4.2], be

Qt =

(
T 3

3
T 2

2
T 2

2 T

)
2σ2

ẍτ. (4.31b)

4.2.3 Coordinated Turn Model

The coordinated turn (ct) model assumes that the target is moving along a circular
path with constant speed and turning rate. Changes in speed and turning rate
are modelled as white noise. The circular path a ct model describes (in the form
presented here) is limited to the horizontal plane and altitude changes are modelled
using a cv model. The ct model used could easily be modified to describe a
coordinated turn in three dimensions, but this description tends to be harder to
get numerically stable, and three-dimensional coordinated turns are rare.

�
(x, y)

α

v

ω

Figure 4.4. A target following a ct

model without any noise. The dashed
arc represents the target trajectory and
the arrow and the dot the state at one
instant. The state vector is in this case
x = (x y v α ω)t.

According to [GI96] the best results
using ct models are achieved with polar
representation of the velocity in the state
vector. This polar system should be cen-
tered in the target and includes state for
speed, angular direction and turning rate.
Therefore, the state vector for th ct model
used (only the horizontal part) will be x =(
x y v α ω

)
t

. In this state vector x
and y represent the target position in a
Cartesian coordinate system, i.e., a ned co-
ordinate system in which x and y represent
the north and the east coordinates respec-
tively. Furthermore, v is the speed in the
plane, α the angular direction, and ω the
turning rate of this direction. The vertical
dimension should be modelled separately, e.g., using a cv model as described in
Section 4.2.2.
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The ct model is non-linear, and using the theory presented in Section 4.1.2
the discrete representation is calculated (as in [BP99, Sec. 4.3.3]) to be,

x(t + T ) = ft

(
x(t)

)
= x(t) +




SW vx − CW vy

CW vx + SW vy

0
ω
0




T. (4.32a)

To simplify the expressions some reappearing subexpressions have been given sym-
bols according to:

vx := v cos(α) SW :=
sin ωT

ωT

vy := v sin(α) CW :=
1− cosωT

ωT
.

To simplify the Jacobian of ft the derivatives of SW and CW are given symbols
too,

BW :=
∂CW

∂ω
=

1

ω

(
sin ωT − 1− cosωT

ωT

)

AW :=
∂SW

∂ω
=

1

ω

(
cosωT − sinωT

ωT

)
.

Using this notation the Jacobian is

Ft =




1 0 F 13
t F 14

t F 15
t

0 1 F 23
t F 24

t F 25
t

0 0 1 0 0
0 0 0 1 T
0 0 0 0 1




, (4.32b)

where the cells are

F 13
t := T

(
SW cosα− CW sin α

)
F 23

t := T
(
SW sinα + CW cosα

)

F 14
t := −T

(
SW vy + CW vx

)
F 24

t := T
(
SW vx − CW vy

)

F 15
t := T

(
AW vx − BW vy

)
F 25

t := T
(
AW vy + BW vx

)
,

and the for ekf accompanying Qt matrix

Qt =




0 0 0 0 0
0 0 0 0 0
0 0 Tσ2

Ṡ
0 0

0 0 0 T 3

3 σ2
ω̇

T 2

2 σ2
ω̇

0 0 0 T 2

2 σ2
ω̇ Tσ2

ω̇




. (4.32c)

Above σω̇ and σṠ represent the standard deviation of the turning rate and the
speed, respectively.
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4.2.4 State Conversion

As should be clear from the presentation in Section 4.1.3, the imm algorithm
expects the state representation to be the same in all models used, otherwise the
techniques cannot be applied. It would be preferable to be able to use models
with different state variables in the same imm, otherwise would it be impossible to
combine e.g., cv and ct models. The solution to this is to use state conversions
as described below [BP99, Sec. 4.5.4].

To use two methods with different states in the same imm a state representation
including all the information of both the models must be found. Assume first that
x is the states in one model, and x0 is the combined representation of the same
state. For this to work there must now exist a bijective function m (the time
dependency has been dropped for increased clarity),

x0 = m(x) (4.33a)

and since m is bijective follows

x = m−1(x0). (4.33b)

Converting the state covariance matrix is a little bit trickier, but introducing a
Taylor expansion in the definition of the covariance and dropping higher order
terms yields the Gauss approximation formula,

P0 = MPMt (4.33c)

P = M−1P0
(
M−1

)
t

, (4.33d)

where M and M0 are the following Jacobians

M :=
dm

dx

∣∣∣∣
x=x̂

and M−1 :=
dm−1

dx0

∣∣∣∣
x0=x̂0

.

Now different state representations can be used if (4.33) is applied before and after
the imm steps.

To exemplify this, let us convert the state variable and state covariance matrix
of a ct filter to a cv inspired representation.

Example 4.1: Conversion of a CT state representation

Assume that a ct filter, using the states above is to be used in an imm using the
following state representation x0 =

(
x y ẋ ẏ ω

)
t

. Let x and P be the rep-
resentation in the ct model and x0 and P0 the imm representation.

First find the functions m and m−1 that convert the state variables back and
forth. The definition of the states gives the following functions

x0 = m(x) =




x
y

v cosα
v sin α

ω




and x = m−1(x0) =




x
y√

ẋ2 + ẋ2

arctan ẏ
ẋ

ω




.
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N.B.: The observant, and mathematically inclined, reader might notice a
slight inconsistency with the theory here, the bijectivity is strictly speaking not
fulfilled. This is dealt with by carefully choosing branch for the arctan giving an
acceptable behavior in the intervals of interest.

When having taken care of this slight inconvenience, pursuing to convert also
the covariance matrices yields the following Jacobians

M =
dm

dx

∣∣∣∣
x=x̂

=




1 0 0 0 0
0 1 0 0 0
0 0 cosα −v sin α 0
0 0 sin α v cosα 0
0 0 0 0 1




and

M−1 =
dm−1

dx0

∣∣∣∣
x0=x̂0

=




1 0 0 0 0
0 1 0 0 0

0 0 ẋ√
ẋ2+ẏ2

ẏ√
ẋ2+ẏ2

0

0 0 −ẏ
ẋ2+ẏ2

ẋ
ẋ2+ẏ2 0

0 0 0 0 1




.

Now simply take this matrices and plug them into the formula given above. The
converted covariance matrices are thus

P0 = MPMt and P = M−1P0
(
M−1

)
t

,

which concludes the example.

4.3 Gating

Gating is a method used to limit the data needed to be processed, and to help
in the process of associating the right track to each target. The basic idea with
gating is to cut away uninteresting sensor responses and concentrate the available
resources. Gating could hence also be considered a primitive form of protection
against disturbance since only the expected signal pass the gate. Some efforts
must be put into deciding what parts of the sensor signal to be cut away, and
this section will describe one way to do this. The theory is derived from [Bla86,
Sec. 4.2].

Gating may be done in one of several ways of which two common approaches are
rectangular and ellipsoidal gating. Of these two approaches the former is easier to
perform, and can be applied at the sensor, whereas the latter removes more excess
data but at the same time is more demanding itself. Only the first method will be
described below. Often a ellipsoidal gate would be applied afterwards to further
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Table 4.1. Probabilities of a combined measurement passing the gate for different values
of KG,i.

Measured quantities
KG,i 1 4
2.0 97.72% 91.19%
2.5 99.38% 97.54%
3.0 99.87% 99.48%
3.5 99.98% 99.92%

limit measurements to process. When applying an ellipsoidal gate the χ2 property
of d2

i is used to discard improbable measurements. To find out more about this
technique consult e.g., [Bla86, Sec. 4.2] or [BP99, Sec. 6.3.2].

Due to the assumptions made so far, both the process and the measurement
noises are white and Gaussian. From this follows that the difference between the
actual and predicted measurement, ỹ (defined according to (4.19)), is white and
Gaussian too. Analysing the distribution further gives (time and model depen-
dencies have been dropped for the purpose of clarity)

ỹi ∈ N
(
0, σr,i

)
= N

(
0,
√

σ2
o,i + σ2

p,i

)
, (4.34)

where σo,i is the standard deviation of the measured quantity yi and σp,i the
uncertainty introduced to the quantity due to process noise. The former of these,
σ2

o,i, is found in the ith diagonal element of R and the latter is derived from P
resulting in the following expression, where σr,i is found in the main diagonal of
S, cf. (4.20),

S = Htk−1
P(tk |tk−1)H

t

tk−1
+ Rtk−1

. (4.35)

Some basic statistics and (4.35) then give enough information to decide how much
of the signal to dispose of without loosing any important information.

Since ỹi are considered to be white and Gaussian a symmetric interval around
the expected value should be kept when gating the signal. Expressed in math-
ematical terms |ỹi| ≤ KG,iσr,i for some appropriate value of KG,i. The larger
KG,i is, the more probable it is that a correct measurement will not be lost during
gating. When ỹi ∈ N (0, σr,i) tables are readily available to help choose KG,i, e.g.,
KG,i = 3.0 give a 99.73% probability of a single measurement being kept. If a
measurement consists of four measured quantities the probability that all of them
pass the gate, and thus the measurement pass the total gate, is close to 99%. Some
other values of KG,i and what probabilities they result in is presented in Table 4.1.

When these techniques are used on real systems all the assumptions made
about white and Gaussian processes are rarely completely true, and the probabili-
ties derived above and in Table 4.1 are hence overly optimistic. To compensate for
this, larger KG,i than theoretically derived should be used. Using a probability
of approximately 99% is common, and thus KG,i & 3.0 is appropriate. Refer-
ence [Bla86, Sec. 4.2] recommends using KG,i = 3.5 to keep a margin for system
anomalies.
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Part III

Results





Chapter 5

Implementation

This chapter describes the overall design as well as some interesting specifics of
the missile model code, as implemented in Matlab

r©. The overall design and the
main parts of the model; the environment, the radar, the tracker and the test bed
are all discussed in turns.

5.1 Overall Design

To give an idea of the overall design of the missile model, the choice of imple-
mentation technique, and implementation environment will be discussed. After
that, follows a short presentation of the whole system as a unit, as well as of the
individual parts.

The model is implemented using object oriented design and coding in
Matlab

r©. Matlab
r© provides means to, with relatively little programming, ar-

rive at a working model with powerful tools to visualize the result, and is therefore
used. Another advantage is that it is relatively easy to port Matlab

r© code to
C, helping to fulfill the portability demand. Matlab

r© is also used in much of
the teaching conducted at Linköpings Universitet, and is hence a familiar work
environment. Less attractive is of course that Matlab

r© is sometimes very slow,
especially when executing loops instead of matrix operations, and that the method
used to implement object orientation is comparably ineffective.

Once the work environment is set, the model is split into four relatively sepa-
rated but communicating parts:

• Environment

• Data generation

– Data-link

– Active radio frequency (rf) seeker

45
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• Tracker

– imm filter

– particle filter

• Test bed

The environment describes the modelled world. Objects are used to represent
the target, the radar carrier and any other objects that might appear in the sky.
It is this part of the model that keeps track of, and updates, the positions of these
objects as well as other useful information about the objects.

The data generation is the next important part. Both the data-link and the
more complex active rf seeker belong here. The purpose of the data-link and the
seeker is to provide sensor data about the environment to feed the tracker with.
Active rf seeker data is simulated with a radar model at rather low, pulse, level,
whereas the data-link is simulated at a higher level. The seeker part therefore
needs abstractions of rf pulses and combined signals.

Tracking is performed in the tracker. In order to do this the tracker implements
a number of extended Kalmanfilters (ekf), an interacting multiple models (imm)
filter and a particle filter using the techniques described in Chapter 4.

All simulations are conducted in a test bed. The design of the test bed is an
important factor when it comes to assessing the results received from simulations.
In this case, the test bed sets up the environment, as well as implements the
guidance law. If a more advanced guidance law had been used it had probably
been preferable to have it as a separate unit, but with this simple implementation
it is better to incorporate it in the test bed. The general design is illustrated in
the diagram found in Figure 5.1.

5.2 Environment

As stated above the environment part is used to keep track of all objects in the sim-
ulated environment. To do this three classes are used: CObj, CRadar and CObjList.
The class CObj and its child class CRadar represent these objects whereas CObjList
collects several objects, supplying a common interface for a number of object at
the same time.

Global variables affecting the whole model and the classes CObj and CObjList

will be briefly described below. More information about CRadar is found in Sec-
tion 5.3.

5.2.1 Global Information

Information about the environment which is important enough to be accessible
from all parts of the model is stored in global variables. The global structure gEnv
is used to store constants associated with the environment that should be the same
throughout the entire model. At the moment gEnv holds only the speed of light,
c := 3.0 · 108 m/s, but the structure could easily be expanded if necessary.
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Test Bed

CObjCObjList

Environment

CRadar
CSignal

CPulse

CDLink

Common 
interface

Data 
Generation

gEnv

gCRadarDist

gCObjDist

Global Space

CKFCV

CKFCT

CIMM

Common 
interface

Tracker

CPF

Figure 5.1. Class diagram of the modelled environment divided into functional units.
In this uml inspired notation shaded boxes indicate classes and free standing names
variables. The naming convention used is to prefix classes with C, and global variables
with g.

5.2.2 Objects

The class CObj is the most basic form of objects. A CObj object contains informa-
tion about the position, velocity, attitude (expressed in Euler angles, i.e., bearing,
pitch and roll) and rcs for the object at all times. These attributes may be ex-
pressed in numerous ways; as constants, functions of time, or lists to make the
model as general as possible. The class also holds a name and information about
how much the rcs of the object fluctuates. If not entered during the initialization,
a global standard distortion structure, gCObjDist, is used.

The container class CObjList is used to store many objects, and interface them
all at the same time. This is the sole purpose of the class, and no extra information
is stored in CObjList objects.

5.3 Data Generation

Two classes are used as sources of target data; classes CDLink and CRadar. These
two classes model the data-link and the active rf seeker, respectively. As described
below, the data-link is modelled at a high level, whereas the active rf seeker is
implemented at a lower level to deliver more realistic data.
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5.3.1 Data-Link

The data-link is modelled with the class CDLink. When queried a CDLink object
returns the position of the target relative to the missile. A real data-link would
probably return the position of the target relative to a stationary point where the
missile was fired from, but since the model considers the missile position as known
the translation of the coordinate system is done in the CDLink object.

The position information returned is not perfect. To simulate inaccuracies in
the measurements, white and Gaussian noise is added to all information. If not
supplied at construction, a global standard distortion structure, gCDLinkDist, is
used. Furthermore, some of the information sent over the data-link is lost. The
model assumes a fix probability that any transmission of information is dropped,
i.e., transmissions are lost according to a Poisson distribution. The probability
that a transmission gets through to the missile is either supplied at creation of a
CDLink object, or found in gCDLinkDist.

5.3.2 Active RF Seeker

Objects intended to deliver radar measurements, i.e., contain an active rf seeker,
should be of the class CRadar. CRadar is derived from the class CObj, and does
hence inherit all of its properties (see Section 5.2.2), viz. it is one of the objects
in the sky. The class also adds information about the seeker and new methods to
use on it.

In order to allow for future extension of the radar model to include different
kinds of jamming and disturbances etc., the seeker is modelled at pulse level. When
the seeker is modelled at pulse level it is possible to introduce e.g., jamming, clutter
and more objects in the sky in a realistic manner, by simply adding new pulses
to the system. It is also possible to modify the radar signal at pulse level, which
enables for various other effects on the rf signal to be added to the model. The
radar equipment is hence specified using frequency, lobe width, pulse length, pulse
effect, the gain in different directions and distortion. If no distortion information
is present the global structure gCRadarDist is used.

Signals

All rf signals in the model are constructed from one, or many rf pulses. These
pulses are modelled using the class CPulse. Each pulse has a power amplitude, a
frequency, a duration, a time and a phase, see Figure 5.2.

CSignal is a container class for CPulse objects. It is using CSignal objects
possible to manipulate several pulses at the same time, this way simulating the
behavior of more complex signals.

Probing the Sky

The function generating the signals used in the active rf seeker for measurements
is of vital importance. It makes up the core of the seeker simulation, and the
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(a) The pulse as it is represented in the spa-
tial domain, ∆t is the pulse duration and t

the time it is centered around.

Frequency

P
o
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e
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f

(b) The pulse as it is represented in the fre-
quency domain, f being the frequency of the
pulse. The phase, which would appear as a
rotation about the x-axis, is not visualized.

Figure 5.2. The representation of a pulse in CPulse.

decisions made in it affect the performance of the seeker in both the accuracy of
its measurements as well as how realistic the produced measurements are.

Once a request for a seeker measurement is received the following is done to
simulate the signals needed to produce measurements.

1. A rf signal is transmitted in the given search direction. Internally this is
done, for each object presently in the list of objects in the sky, by calculating
the antenna gain in the direction of the object, and then creating a CPulse

object with this gain. The direction to the object is calculated exactly and,
to simulate inaccuracies in the equipment, white and Gaussian noise is added
to both azimuth and elevation, N (0, ση) and N (0, σε), respectively. Both ση

and σε are model parameters.

2. The distances between the antenna and each of the objects are calculated.
The distance is then used to calculate how much the rf signal, sent towards
an object, will be delayed before it returns as well as how much energy
it will loose according to the radar equation (2.4). The delay is calculated
using (2.1) and applied to the pulse. To introduce errors in the measurement
of time some white and Gaussian noise, N (0, σR), is added to the measured
distance. The standard deviation, σR, is a parameter in the model.

N.B.: From a sensor point of view it would be more realistic to add the noise
to the delay, but since it is easier to relate to distances the error is added
to the range instead. This does not effect the realism of the measurements
obtained from the radar since the relationship is linear between range and
delay.

3. A Doppler shift is added to each pulse. The magnitude of the shift depends
on the calculated, and exact, relative radial speed, and a white and Gaussian
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noise, N (0, σṘ) (where σṘ is a model parameter), added to represent inac-
curacies in the measuring equipment. The Doppler shift is then calculated
using (2.2).

4. The rcs of the objects are taken into consideration. This is done by cal-
culating the direction from which the rf signal hits the object (azimuth
and elevation relative to the target) and using that to find the rcs. For
more realism, the exact value is multiplied with a Gaussian noise factor,
N (1, σRCS), to simulate fluctuations in the rcs. Since the rcs cannot be
negative, negative rcs values are singled out and set to zero in which case
the echo cannot be detected. The rcs is then used to calculate how much
of the signal energy, that reaches the object, is reflected back towards the
antenna. The rcs and the standard deviation σRCS are object parameters.

5. The azimuth and elevation are used again to find the antenna gain for the
returning pulses. During the receive phase the antenna is divided into four
main lobes to enable for mono-pulse lobing.

6. Finally all the pulses are gathered into three signals. One signal summing
up all responses, Σ, and two that represent the differences needed for the
lobing, ∆η and ∆ε, see Sections 2.1.3 and 5.3.2.

The signals, which at this point represent the energies received at the antenna,
are then passed on to the algorithms for calculation of range, Doppler, i.e., to
determine radial speed, and angle measurements.

Measuring Range

The range measurement is implemented in accordance with the split-gate range
tracking algorithm described in Section 2.1.1. The representation used for signals
introduces no difficulties in Matlab

r©.

Measuring Radial Speed

As mentioned in Section 2.1.2 it is possible to get an estimate of the rf, and hence
the radial speed of an reflecting object using a split-gate method in the frequency
domain. All rf signals limited in time get a frequency spread in the frequency
domain, and this can be used the same way as the spread of the pulse in time.

The class CPulse only holds information about the ideal rf of the signal and
lacks information about the frequency spread. One way to deal with this would
be to only consider the ideal frequency and introduce a noise, e.g., white and
Gaussian, as is often done. Using this as a measure works well in filters designed
for that kind of noise, but some aspects of the error are lost. Using the split-gate
technique simulates the errors better, e.g., it is possible to saturate the algorithm
so that it does not return an as correct value as it otherwise would. To achieve
this, a rectangular frequency spread is imposed on the signal before measuring its
frequency using a split-gate technique.
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Measuring Angles

Measurements of azimuth and elevation are obtained using mono-pulse lobing,
i.e., the main lobe is split into several smaller main lobes to achieve the effect
described in Section 2.1.3. The radar model uses one main lobe to transmit the
rf signal straight at the target, and four main lobes when receiving the signal.
These four parts of the antenna have their focuses slightly offset, giving four dif-
ferent responses; up-left, up-right, down-left and down-right. By summing up all
of these responses to one signal, Σ, range and Doppler measurements can be ac-
quired using the methods described above. Combining the up-left and down-left,
and subtracting the up-right and down-right responses provides the difference ∆η

needed to measure azimuth. If instead up-left and up-right are combined, and
then the down-left and down-right responses are subtracted, the difference ∆ε is
formed, elevation can be determined.

The differences described above is close to linear in the error around the mid-
angle according to Section 2.1.3, and this can be used to adjust for slight mis-
alignments, i.e., use the angle error to expand the difference signal in a first degree
Taylor expansion. This is exactly what is done in CRadar.

5.4 Tracking

To conduct tracking the models described in Section 4.2 are used in combination
with the filtering techniques described in Section 4.1. Two different tracking meth-
ods are implemented: one imm based on a constant velocity (cv) and a coordinated
turn (ct) ekf, and one particle filter using the same models.

5.4.1 CV and CT EKF filters

The ekf used to implement the cv and ct models are found in the classes CKFCV
and CKFCT, respectively. A few notes must be made about the implementation of
these two classes.

First of all, those state representations recommended in Section 4.2 are used,
i.e., x =

(
x y z ẋ ẏ ż

)
t

and x =
(
x y z v α ż ω

)
t

for the cv and
ct model, respectively. The use of these states introduces non-linear measurement
functions that must be handled somehow, and Section 4.1.2 describes how. The
actual linearization is conducted in Appendix B.

Secondly, one part of the implementation of the filters does not completely
follow the theory presented in Section 4.1.2. The ekf state update step, defined
by (4.13c) and (4.13d), is implemented incrementally updating one measured quan-
tity at the time. The method, used in [Nor96, Sec. 2.1], decreases the computa-
tional burden, and does somewhat improve the numerical properties of the ekf.
The improvements follow from the fact that updated states are used immediately
when calculated. The method demands that Rt is diagonal, i.e., the measurement
errors must be independent. When developing the filters, Rt was assumed to be di-
agonal since no better models of the measurements were at hand. This assumption
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will be investigated further on. The algorithm follows below. Time dependencies
are left out when not absolutely necessary since the notation is messy enough as
it is anyhow.

1: x̂(0) ← x̂(tk+1|tk)
2: P(0) ← P(tk+1|tk)
3: for all i ∈ {measured quantities} do

4: K(i) ← P(i−1)
(
H(i−1)t

)·i((
H(i−1)

)i·
P(i−1)

(
H(i−1)t

)·i
+
(
R
)ii)−1

5: x̂(i) ← x̂(i−1) + K(i)
(
y − h

(
x(i−1)

))i

6: P(i) ←
(
I−K(i)

(
H(i)

)i·)
P(i−1)

7: end for
8: x(tk+1|tk+1)← x(i)

9: P(tk+1|tk + 1)← P(i)

In the algorithm above the notation
(
X
)ij

is used to denote the element in row i
and column j of the matrix X. When i or j is a dot (·) the whole row or column
should be extracted.

Finally, both CKFCV and CKFCT objects are supplied with initial state and state
covariance, x0 and P0, at initialization and their behavior is governed by the
parameters Qt and Rt.

5.4.2 IMM Filter

The imm filter is implemented in the class CIMM. All information needed for the
imm functionality is kept within the objects of the class. The parameters used
when creating a CIMM object are the state transitions pj|i and the initial model
probabilities Ci.

Since the two models which are combined using imm, the cv and ct models,
do not share a common set of states, a set of states must be agreed on for the imm.
The implementation uses Cartesian position and velocity states, and a state for
turn rate, i.e., the same states as used in the cv model with ω added to support
the ct model. The state representation is thus x =

(
x y z ẋ ẏ ż ω

)
t

.
Early experiments indicated that this representation provided the best numerical
properties, and it is hence used. More extensive testing would however be needed
to actually confirm that this state representation actually is the best alternative.

Appendix C derive the state conversions needed to use a cv and a ct model
in the same imm filter, when using the state representations described above. The
state conversion theory used in the appendix is found in Section 4.2.4.
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5.4.3 Particle Filter

The particle filter is based on an instructional particle filter implementation sup-
plied by Rickard Karlsson1 using the sampling importance resampling (sir) al-
gorithm. The supplied code served as a valuable source of inspiration when the
class CPF was implemented. The implementation follows the theory presented for
the sir algorithm in Section 4.1.4.

The CPF implementation combines one cv and one ct model in a way similar
to how imm work. To be able to do this the particle filter had to be adapted
to handle different types of particles in parallel. There are at least two ways to
do this: have the particles change types before the prediction phase, or predict
each particle according to each model used, and let the new particles share the
probability of the original particle.

Only slight modifications to the sir algorithm are needed to use the first ap-
proach. All particles must be tagged so that it is possible to determine what model
a particle follows, and before the prediction step they are allowed to change types,
e.g., according to some Markov process as in the imm case. Resampling should
then be conducted on the set of all particles, without consideration to which model
they follow, i.e., the probability to pick a particle does not depend on which model
it belongs to. A risk with this implementation is that after the resampling step all
particles are of one kind, effectively suppressing the other models.

The other method requires more modifications to the standard algorithm, at
least if sir is used. The particles need a tag to identify which model they follow.
When predicting, each particle gives rise to one particle following each model.
These particles share the weight of the original particle according to the probability
that the particle will change model. In order not to have the number of particles
increasing exponentially the number of particles are reduced during resampling,
i.e., only the original number of particles are picked to the new set. Using this
method the risk of suppressing models is avoided, but the price paid in increased
computational load could prove to be high, unless the number of particles cannot
be efficiently decimated.

The implementation of the particle filter in CPF uses the first approach, partly
because it is somewhat easier to implement when sir is used, partly because it
uses less computations.

All information necessary to use the particle filter is stored internally in a
CPF object. This include the measurement covariance Rt (since this implemen-
tation assume that the measurement noise p.d.f., pv, is Gaussian), process noise
covariance, Q, and the probabilities to change between models, pj|i. The filter is
initiated using these quantities, an initial state estimate, x0, and state covariance
matrix, P0, to create the initial particle cloud. For simplicity a cell-wise square
root of Qt is used to create noise realizations in the code, i.e., x = x + sqrt(Q)*w

in Matlab
r©, where w is Gaussian noise.

1The author is grateful towards isy (especially Rickard) for providing this code to speed up
the development of the particle filter.
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5.5 Test Bed

A test bed for the simulations has also been designed. This piece of code puts
together the simulated environment with the data generation and the tracker, and
this combined mechanism is then used to put the missile on an intercepting course
with the target. The guidance law used to do this is a slight variation of standard
pursuit guidance (described in Section 3.3). How is described below.

First a short description of the modifications made to the pursuit guidance.
As it turned out during the initial test phase, the input to the guidance law was
flickery. This unsteadiness of the missile would, especially when taking the missile
energy depot into account, prove to be a significant drawback. With this nervous
behavior the missile travels longer before impact occurs, in turn introducing a
higher risk of losing track of the target. A simple low pass filter is thus applied
to the guidance algorithm, i.e., the new attack direction is combined with the
previous to smooth the navigation.

Now, return to how the test bed is constructed. After the initiation of the
model parameters the following steps are conducted repeatedly.

1. Check to see if the target (according to the estimates) is close enough to
the target to switch from the data-link to the active rf seeker as source of
target data. The dividing distance is set to be 10 km. Once this distance is
reached the seeker is activated, and changes necessary to use the seeker is
applied before continuing.

Once the missile (according to the estimates) gets within 500 m of the target,
the tracking in range and Doppler is dropped. This to make sure the missile
is put on a course through the target. If range and Doppler tracking were
continued it would be fairly probable that the missile would indicate hit
with the estimated target position before actually reaching it, causing the
missile to completely loose track of the target. Removing range and Doppler
measurements, and thus just indicating the direction towards the target,
ensures that this is very unlikely to happen. Figure 5.3 illustrate how the
missile uses different sources of data during its approach of the target.

2. Set the missile velocity for the next time quantum. This is done according
to the guidance law described above.

3. Using the new missile velocity, predict the next target position. From this
prediction derive an estimate of the predicted target position and state co-
variance. The method used to do this depends on which filter is used by the
tracker.

4. Update the environment one time quantum, i.e., move the objects one step.

5. Query the data source for target measurements, y(tk+1), supplying the pre-
dicted target position as a initial search direction, and gate the signal using
the predicted state covariance.

6. Use y(tk+1) to update the filters used by the tracker.
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Figure 5.3. Illustration of how the missile uses different sources of data depending on
the estimated range to the target.

7. Check if the missile has hit the target. If it has, quit the loop otherwise
restart the loop at step 1. If the missile comes within 25 m off the target
a hit is registered. To let everything within 25m be an impact is common
practise in this type of simulations.

N.B.: When conducting the simulations for this thesis the loop was not
ended when an impact was registered, because it was of interest to see how
close to the target it was possible to get the missile.
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Chapter 6

Simulations

This chapter describes the simulations conducted as well as presents the acquired
results. The first section of the chapter will hence explain and exemplify the tested
scenarios. After that, the simulation parameters, and the results of the simulations
are presented.

6.1 Scenarios

In order to evaluate the seeker and the missile model two target scenarios were
developed. The purpose of these are to describe target maneuvers suitable for
testing the performance of the modelled missile. Since authentic evasive maneuvers
are, by obvious reasons, classified information the two scenarios are fictive, but
fairly realistic.

6.1.1 Scenario I: Mutual Engagement

The first scenario is supposed to illustrate a situation when two aircraft each fires
a missile towards the other, and then try to escape. The scenario starts with
the aircraft traveling head on, supposedly launching their missiles. After a while
the target makes a turn, trying to get away from the approaching missile. The
target turns as much as it can without losing contact with its own missile. Once
the missile launched by the target does not need target data over the data-link
anymore the target makes a hard turn, and starts going back the way it came.
During the whole course of action the target keeps the speed at 300m/s, and the
missile at 600m/s. The exact flight path is presented in Table 6.1, and illustrated,
using the simulation tool constructed in Matlab

r©, in Figure 6.1.
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Table 6.1. Exact flight path for the target in Scenario I: Mutual Engagement. The
missile travels at 600 m/s according to the guidance law.

Time [s] Action Description

0 – 3 300 m/s, S Travels due south.
3 – 9 300 m/s, ω = −0.15 rad

10 m/s, down
Makes a 4 g turn due east while in slow
decent.

9 – 30 300 m/s, ∼SE
30 m/s, down

Keeps the new course due south-east,
slightly increased descend. (Sends data
to missile over a data-link.)

30 – 40 300 m/s, ω = −0.25 Makes a 9 g turn away from the other
aircraft and levels out.

40 – 300 m/s, ∼N Keeps the course away from the ap-
proaching missile
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Figure 6.1. Plot of simulated target trajectory in Scenario I. The target first engages,
makes a 4 g turn, follows the new direction for a while and finally makes a 9 g turn, and
tries to escape. A plausible missile trajectory is plotted, too. The x’s are separated by
1 s in time. N.B.: The scales are not the same on the axis.

6.1.2 Scenario II: Immediate Escape

Scenario II is constructed to mimic what happens when a missile lock-on and
launch is detected, and the target decides to just try to escape. In the scenario
the target almost immediately goes into a 9 g turn while losing some altitude. The
target does not break out of the turn until it is going in approximately the opposite
direction that it initially had. During the whole course of events the target keeps
a speed of 300m/s and the missile 600m/s. Table 6.2 specifies this behavior in
detail and Figure 6.2 illustrates it.
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Table 6.2. Exact description of flight path in Scenario II: Immediate Escape. The
missile travels at 600 m/s according to the guidance law.

Time [s] Action Description

0 – 3 300 m/s, S Travels due south.
3 – 15 300 m/s, ω = −0.15 rad

20 m/s, down
Makes a 9 g turn due west while de-
scending.

15 – 300 m/s, ∼N
40 m/s, down

Keeps a descending course away from
the approaching missile
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Figure 6.2. Plot of simulated target trajectory in Scenario II. The target first engages.
Almost immediately it makes a 9 g turn, and heads in the opposite direction. The x’s are
separated by 1 s in time. N.B.: The scales are not the same on the axis.

6.2 Parameters

The parameter values used for the data-link, the active radio frequency (rf) seeker
and the objects in the model during the simulations are found in Appendix D.1.
It must be pointed out that the parameters used to model the data-link, active rf

seeker etc. are not values that apply to any specific equipment, but are estimates
of the general performance that could be expected from information delivered via
data-link, and from an active rf seeker. These estimates should present a fair
picture of the effectiveness of the models and filters used.

The filter parameters have been decided using both knowledge of the present
noise and other factors in the environment, but foremost through experimenta-
tion. The filters have been tuned to perform well in the scenarios described in
Section 6.1. If the model where to be used in other scenarios the filters would
probably need to be re-tuned to achieve optimal performance. The parameter
values are listed in Appendix D.2.
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6.3 Results

Several Monte Carlo simulations have been conducted for both Scenario I and II
using the implemented interacting multiple models (imm) filter and the particle
filters. The simulations are used to evaluate three different aspects of the model;
missile performance (i.e., how good it is at hitting the target), the need for reliable
data-link transfers and finally the active rf seeker measurements.

6.3.1 Missile Performance

The missile performance is evaluated looking at: hit rate, minimal distance be-
tween the target and the missile achieved, and state root-mean-square-error (rmse).
A short survey is also conducted to determine how many particles that should be
used in the particle filter. The simulations in this section were not ended once the
missile entered within 25m of the target, which is criterion for hit, as indicated in
Section 5.5, they were instead allowed to continue to see how close to the target
the missile would get.

Hit Rate

The sole purpose of a missile is to destroy its target, and it is hence very inter-
esting to know how often the missile model hits its target, and the hit rate is
therefore used to decide missile performance. The hit rate is also interesting when
developing and evaluating e.g., countermeasures. If the hit rate drops in presence
of countermeasures compared to the same situation without countermeasures this
indicates that the countermeasure works.

To find out how well the missile model works, under the given conditions,
one thousand Monte Carlo simulations were conducted with each scenario, and an
imm filter as well as particle filters, with varying numbers of particles, were used.
The imm filter used in the simulations, is the one described in Section 5.4.2, uses
one constant velocity (cv) and one coordinated turn (ct) model. The particle
filter uses white and Gaussian measurement noise, and the sampling importance
resampling (sir) algorithm slightly modified to handle a mixture of cv and ct

particles, as described in Section 5.4.3. The parameters used are found in Ap-
pendix D, and results from the simulations are presented in Table 6.3.

Table 6.3 shows that the chance of impact with the target is about 99% inde-
pendently of the scenario and filter used, excluding the particle filter with only one
hundred particles. This must be considered an acceptable outcome. The particle
filter does, when used with more than three hundred particles, indeed perform
better than the imm filter. However, the improvement is not significant enough to
motivate the use of a particle filter, under the given conditions, since the particle
filter is slower than the imm filter. It must at this point be pointed out, in favor
of the particle filter, that more time and efforts were spent developing and tuning
the imm filter, and that if more time had been available to work with the particle
filter it might have been possible to improve its performance, and speed it up. It
will also be shown further on that the particle filter is less sensitive to unreliable
data-link transmissions.
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Table 6.3. Hit ratio for different scenario and filter combinations. The number in
parenthesis after the particle filter indicates how many particles the filter uses.

Scenario Filter Total Hits Diverges Hit Rate

Scenario I imm 1000 995 5 99.5%
particle (1000) 1000 1000 0 100.0%
particle (700) 1000 999 1 99.9%
particle (500) 1000 999 1 99.9%
particle (300) 1000 989 11 98.9%
particle (100) 1000 809 191 80.9%

Scenario II imm 1000 995 5 99.5%
particle (1000) 1000 999 1 99.9%
particle (700) 1000 998 2 99.8%
particle (500) 1000 997 3 99.7%
particle (300) 1000 994 6 99.4%
particle (100) 1000 789 211 78.9%

Minimal Distance

It is also interesting to know how close the missile manages get to the target since
the missile has better impact the closer to the target it gets. Figure 6.3 presents
histograms of the minimal distance between target and missile for the simulations
used above.
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Figure 6.3. Histogram of the minimal distance between missile and target for different
filters and scenarios. N.B.: The last bin include all minimal distances greater than 45 m.

Observe in Figure 6.3 that, even though it is enough to get within 25m of the
target to score a hit, most of the times the missile gets closer than 15m, which
must be considered good behavior. The ideal situation would be if all simulations
ended up in the first bin, i.e., within 0–5m of the target, but due to the time
quantization this is very unlikely. Why will be explained below.
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In the phase of the simulation when the missile is close to the target it uses the
active rf seeker to gather information. The seeker samples information at 10Hz
and the time quantum is therefore 0.1 s. In that time, the missile moves 60m, and
the target 30m. It is also valid to assume, at least in these scenarios, that right
before impact the missile is approaching the target from behind, approximately
traveling in the same direction as the target. Under these circumstances, the
missile will gain approximately 30m on the target every time quantum. Given the
guidance law used, once within 15m of the target, the missile travels 30m relative
to the target, through a point close to the target, and ends up more than 15m
ahead of the target. (Figure 6.4 illustrates this.) The minimal distance between
the target and the missile will therefore be the distance between the objects at the
end of the first time quantum when the objects are less than 15m apart, and the
minimal distance does hence depend less on the quality of the tracking algorithm,
and more on how well the entrance within 15m of the target is synchronized with
the time discretization.

�

t

Target �

t + 0.1 s

Missile

Figure 6.4. The minimal distance depends
on the time when the missile first enters
within 15 m of the target.

The time quantization could also,
in some extreme situations when the
missile just passes through the outer
parts of the impact zone in the middle
of a time quantum, miss to register an
impact. This effect has been neglected
throughout the simulations because it
is assumed to happen only on very rare
occasions, and a correction is expen-
sive.

The histograms reveal another
trend, the minimal distances for Sce-
nario II (Figure 6.3(b)) is much more
concentrated than those for Scenario I
(Figure 6.3(a)). This is probably a re-

sult of having a longer period of stable trajectory in the later stages of Scenario II.
This stability allows for transients to die out, the filtered states to become more
precise, and the missile approach becomes more predictable, i.e., the missile enters
the 15m zone with the same timing compared to the time quantization each time.

Residue Studies

To better evaluate the filters used, viz. the pure filter performance, the estimated
state will be compared with the true state. To do this the state root-mean-square-

error (rmse) will be studied. Figure 6.5 shows the rmse for the simulations used
earlier in this section. In the rmse calculations all simulations not resulting in
impact is left out because diverging simulations could completely dominate the
results.

The Graphs. The graphs in Figure 6.5 need a short explanation since they are
not completely standardized. The first detail that needs to be clarified is how the
region where the missile switches between the data-link and the seeker is handled.
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Figure 6.5. Comparative study of rmse for the imm filter and the particle filter, for
different numbers of particles, using the two scenarios.

The switch is initiated by properties in the estimated state, and will hence not
occur at the same time in all simulations. Instead there exists a time-span, approx-
imately 44–50 s and 78–86 s into the simulations of Scenario I and II, respectively,
where both the data-link and the seeker is used. The seeker data is sampled at a
much higher rate than the data-link and when an rmse value is needed between
the data-link samples the last available data-link state is used. Other alternatives
were considered, e.g., using only the seeker data or, interpolating the data-link
errors between data-link updates, but the used alternative seemed to make most
sense.

Since the missile tends to diverge after impact, simulations are removed from
further rmse calculations once a hit is registered. If not, simulations that have
already made contact with the target would have too large impact on the rmse.
It should however be kept in mind that the rmse due to this is taken over fewer
simulations towards the end.

Observations. One thing to notice in Figure 6.5 is that the rmse plots seem to
be divided into three distinct phases that appear in both Scenario I and II.

The first phase is relatively smooth. After a short initial phase, where the
rmse increases, the rmse levels out. There are however a slight rmse increase in
Scenario I as the target makes its second turn (30–40 s into the scenario). This
increase is due to the inertia in the filter, i.e., its unwillingness to change. It is also
noticeable that the rmse starts out very low, an effect of the exact initiation of the
filters, and increases during the first turn. The imm filter appear to make better
use of the perfect initiation than the particle filters do. On reason for this may be
that the first imm prediction will be very close to perfect, whereas artificial noise
added to the particles at initiation and before predictions as well as the somewhat
higher importance of the ct model in the particle filter immediately introduce
some errors. However, after this initial phase all the particle filters, but the one
only using one hundred particles, have lower rmse than the imm filter.
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The second phase starts when the active rf seeker is activated, and continues
until range and Doppler measurements are dropped during the final approach of
the target. In both Scenario I and II does the change of data sources coincides
with some peaks in the rmse. These peaks indicate that the filters need some time
to adapt to the change of measurement errors and update frequency. The peaks
are fast transient events, and there are more than one because each simulation
changes its data sources independently. The magnitude of a peak hence gives an
indication of how many simulations that change data sources at that time. Except
for this disturbance the rmse is smooth and slowly decreasing. The rmse for the
imm filter decreases slightly faster than that of the particle filters, but all particle
filters with five hundred or more particles perform better than the imm filter.

Not much is to be told about the final phase, the last seconds of the simulations.
The phase starts when the range and the Doppler measurements are dropped, and
this results in a rapidly increasing rmse due to how this is implemented.

A conclusion that can be drawn from these observations is that the particle
filer seems to perform better than the imm filter, if enough particles are used. It is
however important to remember that the particle filter is more computer intense
(see Table 6.7 and the discussion below), and whether this extra computer power
is available or not is an important factor when deciding if an imm or a particle
filter should be used.

Number of Particles

The number of particles used play an important rôle for the performance of a
particle filter, and the topic does therefore deserve some attention. The hit rates
presented in Figure 6.6, compiled from Table 6.3, and the rmse graphs in Fig-
ure 6.5 as well as some discussion about computational complexity will be used to
motivate the recommendation to use of five hundred particles in the particle filter.
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Figure 6.6. Hit rate as a function of the
number of particles used in the particle filter.
N.B.: The y-axis starts at 70%, not 0%.

It is hard, if not impossible, to
give an absolute answer to how many
particles that are needed under the
given circumstances. More than
three hundred particles should obvi-
ously be used, this is indicated both
by the hit rates presented in Fig-
ure 6.6, and the rmse in Figure 6.5.
The break point when it comes to the
hit rate seems to be close to three
hundred particles, whereas the rmse

indicate that probably more parti-
cles, e.g., five hundred, are needed in
order for the particle filter to outper-
form the imm filter.
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Figure 6.7. Average execution times of one
iteration on Scenario I on an amd Athlon xp

1900+ with 256 mb ddr ram using different
filters.

It is hard to estimate the com-
putational complexity of the filters,
many factors come into play which
are hard to overview, e.g., paral-
lelization effects as well as cache and
memory considerations cannot be ne-
glected. To get some idea about
the complexities involved simulations
were conducted and the simulation
times recorded. The results are dis-
played in Figure 6.7, and the ex-
act data used to generate the plot is
found in Table E.2 in Appendix E. It
is important to remember that more
than just filtering contribute to these
execution times, e.g., some statistics
are constantly collected. Theoretically the computational complexity of the imm

filter is O (M), where M is the number of models, whereas the particle filter has
the complexity O (N), with N the number of particles. Since the only imm fil-
ter available uses two models it has been impossible to verify the imm analysis
using simulations, but the plot reinforces the analysis of the particle filter. On
the specific computer, an amd Athlon xp 1900+ with 256mb ddr ram, the price
of using the particle filter is low, and using five hundred particles seems manage-
able considering the better rmse obtained. However when the author tested the
simulations on computers with less memory and less evolved floating-point units
the particle filter appeared to be more expensive compared to the imm filter than
indicated in Figure 6.7. It is therefore advisable to test the filters on the target
platform before deciding what type of filter to use.

This information suggests that five hundred particles should be used. The
choice is also supported by the analysis of the seeker stability when data-link
information is lost, see Figure 6.8. Using more particles would give even better re-
sults, but when weighing in computing complexity the use of five hundred particles
seem to be close to optimal.

6.3.2 Data-Link Availability

The data-link is used during the early phase of the missile approach, and if this
phase does not work well, e.g., because the target uses countermeasures, this
could severely affect the missile performance. It is therefore important to know
how, and how much the performance is affected by data-link anomalies, both when
developing tracking algorithms, and when designing countermeasures.

The data-link may be disturbed using three main approaches:

• Blocking of data-link transmissions.

• Introducing increased inaccuracies in the data-link information.

• Sending false information to the missile.
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The first of these approaches is simulated in order to evaluate how important the
data-link is for tracking performance. If the missile receives inaccurate and/or
false information over the data-link it may always reject the data, if the situa-
tion is recognized. To the seeker it is no difference between blocked and rejected
transmissions, and the following analysis does hence apply to rejected data as well.
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Figure 6.8. Graph showing how lost data-link transmissions affect the hit rate.

The effect of lost transmissions was modelled by changing the availability pa-
rameter in the data-link model, and then conduct Monte Carlo simulations using
one thousand runs for all filters and scenarios. The results are shown in Figure 6.8,
and the exact statistics are listed in Appendix E.

The plots in Figure 6.8 indicate that the missile is not very sensitive to lost
data-link information, especially when using a particle filter based tracker (not
counting the particle filter using one hundred particles). The imm filter manages
to keep the hit rate above 85% even though half of the data-link information is
lost, and the recommended particle filter with five hundred particles has a hit rate
of more than 90% when 70% of the data is lost. This shows that the particle filter,
when using sufficiently many particles, recovers better when data is received again.

The missile model seems, as indicated above, to be relatively unaffected if
some, but not all, data over the data-link is lost with these two scenarios and the
simplifications used. However, more testing is advisable to verify this behavior
before relying too much on the results. There are especially two aspects that need
further investigation:

• When data-link transmissions are lost the state covariance increases, since
no measurement updates can be conducted. With high state covariance the
gate becomes coarse. How does this larger gate affect the filter performance
with more objects than the target in the sky? It is an apparent risk that the
seeker confuses the target with other objects.

• Both Scenario I and II return the target to a position close to the extension
of the line-of-sight of a target that has not made any maneuvers. Does
this improve filter performance as data-link information is lost? It would
therefore be advisable to run simulations with more objects in the sky, and
targets running in other directions than back where they came from.
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6.3.3 Radar Measurements

When studying tracking algorithms it is common practise to add white and Gaus-
sian noise to true values to get measurements, when actual measurements are not
readily available. The approach used in this thesis has been to simulate active
rf seeker data at a rather low level to get as realistic measurements as possible.
However, for the construction of the filters the measurement errors (from here on
only referred to as errors) were assumed independent, white and Gaussian, since
no better assumptions were at hand at that time. Using these assumptions rather
good results were achieved, as discussed above. Nonetheless it is interesting to see
how valid these assumptions actually are since their use is so wide spread, and the
optimality of the Kalman filter depends on the white and Gaussian properties.

In order to study the errors, 31 321 errors (measured value minus true value)
were recorded while running simulations on a mix of Scenario I and II using the
imm filter and the particle filter using five hundred particles. To avoid that the
final phase, without range and Doppler measurements, affected the collected data,
no errors were recorded as the missile came close to the target. Analysis, using the
collected data, of Gaussian and covariance properties of the errors are presented
below. The analysis is accompanied by a short discussion about possible reasons
for the observed behavior, and the section ends with a short discussion about
potential implications this might have.

Gaussian Noise

When viewing the distributions of the errors in Figure 6.9 the radial speed errors
(Figure 6.9(b)) stand out as more Gaussian than the others. The errors in range,
azimuth and elevation (Figures 6.9(a), 6.9(c) and 6.9(d), respectively) all seem
to have too many of the samples in their tails, i.e., far from the center, to be
Gaussian. Furthermore, the range distribution does not look as symmetric as
would be expected from a Gaussian distributions.

To show that the errors in range, azimuth and elevation are not Gaussian the
Kolgmorov-Smirnov (ks) test was applied [Knu98, pp. 48–60]. The ks test is a
test to determine if a set of samples belong to a certain continuous probability
density function (p.d.f.) or not, and is closely related to the χ2-test for discrete
p.d.f. Applied to the range, azimuth and elevation errors the ks test shows that
these measurements are not Gaussian with a certainty of � 99%, whereas the
radial speed errors are likely to be Gaussian. However, the ks test neither says
anything about why a p.d.f. is not Gaussian nor if it is almost Gaussian.

Table 6.4. Kurtosis values, K, for the mea-
surement errors.

Quantity K
Range 15.3
Radial speed 2.96
Azimuth 43.6
Elevation 36.8

Looking at the kurtosis, K, the
fourth order cumulant gives the same
result. The kurtosis is a measure of
how flat a p.d.f. is. Using the defini-
tion

K =
Ev4

(
Ev2

)2 (6.1)

for the kurtosis, of the stochastic error
v, K = 3 indicates a Gaussian distri-
bution, and larger values tell that too
much probability weight is located in
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the tails of the distribution [GLM01, Sec. 3.C.2]. The values of K for the collected
measurement errors are found in Table 6.4. The values indicate that the radial
speed is Gaussian, and confirm that there are too many large errors for the other
measurements to be Gaussian. This could be an effect of saturated measurement
algorithms, as described below.
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and standard deviation 59.6 m/s.

−0.04 −0.03 −0.02 −0.01 0 0.01 0.02 0.03 0.04
0

100

200

300

400

500

600

Error [rad]

F
re

qu
en

cy

 Azimuth Error Distribution

(c) Azimuth, η, with mean −512 µrad and
standard deviation 15.8 mrad.

−0.04 −0.03 −0.02 −0.01 0 0.01 0.02 0.03 0.04
0

100

200

300

400

500

600

Error [rad]

F
re

qu
en

cy

 Elevation Error Distribution

(d) Elevation, ε, with mean −66.4 µrad and
standard deviation 14.7 mrad.

Figure 6.9. Error probability density function for the quantities measured by the active
rf seeker. Some of the histograms (azimuth and elevation) have been narrowed to better
show the main part of the distributions. Doing this has made the outer bins include all
samples outside the region. The outliers are evenly spread outside the viewed regions.

The split-gate range tracker uses the energy of the received rf signal to compen-
sate for differences between the actual and the expected range. The transmitted
rf signal always contains a limited amount of signal energy, and when this energy
is not large enough to compensate for bad measurement initiations the split-gate
range tracker becomes saturated. Bad search directives, e.g., as a result of in-
accurate predictions in the tracker, could hence make it impossible for the range
tracker to fully compensate for range errors, and this in turn result in too many
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large errors. Increasing the sampling rate and rely more on earlier measurements
could somewhat compensate for this.

The angular measurements do also suffer when the search directive is not cor-
rect. The Taylor expansion used when determining azimuth and elevation is only
an approximation, and when initiated with a less accurate angle the method tends
to over compensate. This over compensation is one probable reason that too much
probability is located in the tail of the azimuth and elevation p.d.f.

It can, based on the ks test and the kurtosis calculations, be concluded that
only the radial speed measurements are Gaussian, and that the range, azimuth
and elevation measurements are not. Visual inspection of the distributions and the
kurtosis further indicate that large errors are too common, and visual inspection
also suggests that especially the range errors are asymmetric.

It is also worth noting that the errors all have means close to zero, if compared
to their standard deviation, and that the standard deviation of the range, elevation
and azimuth errors are approximately 1.5 times larger than those errors fed to the
radar model and half the values used in Rt.

Covariance Functions

By analyzing the auto covariance function (a.c.f.) and the cross covariance func-

tions (c.c.f.) it is possible to determine if a set of stochastic processes are white
and/or independent. A white process has an auto covariance function consisting
only of a delta-Dirac impulse at delay zero, and the cross covariance function of
two independent processes are zero all over. These two features of the errors will
hence be investigated below.

Auto Covariance Function. Auto correlation functions, i.e., normalized a.c.f.,
for all the measurement errors are found in Figure 6.10. Visually inspecting the
graph, it is only the radial speed errors that seem truly white, whereas all the
other errors are correlated to errors close in time. The range measurements are,
according to the plot, the least white error, and the azimuth and elevation errors
seem somewhat auto correlated. With this as background it is hard to consider
the measurements white.

In a real radar many of the processes producing uncertainties in the signal mea-
surements are continuous and do not change instantly. When high sampling fre-
quencies are used this introduces dependencies between errors. Reference [GW91]
supports the idea that radar measurements sampled with high frequency are time
dependent, and suggests methods to compensate for this using decorrelating filters.
However, this is not part of the radar model used, and some other explanation are
needed to explain why the simulated errors are not white. The same behavior
could be experienced, with the used implementation of the radar model, if the
predictions have offsets of the same type over time, e.g., the prediction is ahead of
the target for a couple of iterations, and that seems to be the case here. If other
methods were used to determine the search direction it would probably be possible
to minimize the auto covariance. Whether or not to do this depends on how the
equipment being modelled is constructed.
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Figure 6.10. Auto correlation function of the errors, i.e., normalized a.c.f. , illustrated.

Cross Covariance Function. The dependency situation between the measured
quantities is somewhat better, as illustrated in the cross correlation functions, i.e.,
normalized c.c.f., plotted in Figures 6.11(a) and 6.11(b). Even though there seems
to exist some correlations between range on the one hand, and azimuth and eleva-
tion on the other (see Figure 6.11(a)) these are not stronger than could probably
be neglected. Range and radial speed show no tendency at all of being related, nor
does radial speed and azimuth or elevation (see Figure 6.11(b)). It does, however,
seem to exist some correlation between azimuth and elevation errors.
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(a) Cross correlation functions with the
range error as one component.
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(b) Cross correlation functions without
range error as one component.

Figure 6.11. Cross correlation function, i.e., normalized c.c.f. , illustrated. Since the
two possible ways of combining two errors result in mirrored graphs only one of these are
presented.

Some correlation between the measured quantities is expected since the same
rf signals is used to derive all measurements. This applies especially to the an-
gle measurements since if the Taylor expansion, used to determine azimuth and
elevation, is expanded to include third degree terms both angles are to be included.
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Implications

The analysis above suggests that the assumptions made about the measurements
as being white, Gaussian and independent are invalid. At the same time the
simulations have shown that the missile performs well, and the implications of the
miss-assumptions are therefore hard to observe. This suggest that the assumptions
of independent, white and Gaussian noise is an acceptable approximation of the
reality considering all other simplifications made. However, this thesis can neither
confirm nor reject this statement, and considering that radar measurements are
often assumed to be white and Gaussian this should be investigated further.
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Chapter 7

Conclusions & Further Work

This thesis is now concluded with a short summary of the results obtained, and the
observations made so far. This chapter also includes a section where the author
shares his ideas about possible ways to continue the work presented, and some
possible ways to do it.

7.1 Conclusions

In this thesis an active radio frequency (rf) seeker model with data-link capability
has been designed and evaluated. Special interest has been paid to evaluate; the
missile performance (hit rate), the importance of a reliable data-link and the radar
model. The work is summarized below.

The missile model was developed, together with a simple test environment,
in Matlab

r© using object orientation. A simple guidance law was used and the
attention was focused on the radar model, used to simulate the active rf seeker
and the tracking mechanism. The active rf seeker was simulated at pulse level,
and both an interacting multiple models (imm) filter and a particle filter were used
when tracking. The results obtained, using these setups, are summarized below.

The developed model proved to have a good hit rate, more than 99%, when
used in Monte Carlo simulations of two flight scenarios with both filters. From
this the conclusion was drawn that it is not worthwhile to use the more computer
intense particle filter, if only the hit rate is of interest, under the given conditions,
and with the computer power currently available. However, if these conditions
change the particle filter might be a better alternative than the imm filter.

The evaluation of the data-link showed that the missile model is relatively
insensitive to lost data-link transmissions. In this case the particle filter performed
better than the imm filter. The particle filter implementation kept an acceptable
hit rate as long as 30% of the data-link transfers got through to the missile whereas
the imm implementation needs at least 50% of the information.
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Finally, the radar model, used in the seeker, was tested to see if the assump-
tions on it, made during the design phase of the filters, were valid. The analysis
indicates that the measurement errors are not as white, Gaussian nor independent
as assumed during the filter design phase, however this seems to have only minor
impact on the seeker. Since independence between measured quantities, and espe-
cially white and Gaussian distributions are often assumed in radar applications,
e.g., in order to justify the use of Kalman filters, this is an area that should be
further investigated. Another reason to further investigate the error distributions
is that once known the distributions can be plugged into particle filters to improve
their performance.

7.2 Further Work

During the work with this thesis several issues that would be interesting to in-
vestigate further have surfaced. Some suggestions of further work based on these
experiences will hence be presented and motivated below.

Implement a non-ideal missile model. The missile modelled in this thesis is
not realistic since it has no inertia and is able to turn infinitely fast. When
evaluating the seeker this is perfect since limitations to the physical missile
does not affect the results. However, when evaluating e.g., countermeasures,
the missile cannot be ideal since part of the strategies used are to exhaust
the energy reserves of missile or force it to turn faster than it is able to.

Test the effects of jamming, and develop counter-countermeasures. To
implement jamming, and then try to find ways to avoid it would give im-
portant information about both how to develop countermeasures, and, if
needed, how to avoid them.

Improve the radar model. Even though the radar model is more detailed and
realistic than radar models often used are would it be interesting to improve
the model even more. Suggested improvements are:

• Adding background noise and clutter.

• Changing the way received pulses are measured to better represent ac-
tual sensor characteristics.

• Using more realistic parameters and antenna gain function, e.g., actual
values from existing radar equipment.

Implement other guidance laws. Implement more advanced guidance laws,
and investigate how that affect the missile. Considering the obtained re-
sults this is only interesting once a more advanced missile model has been
implemented, see the discussion above. This could also include changing
guidance principle and filters for tracking in the final phase, when close to
the target, instead of just dropping range and Doppler measurements, as
done in this report.
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Further investigate the findings about the radar noise. The behavior of
radar measurements is an important issue since radar measurements are
often considered white and Gaussian, and the simulations presented in this
thesis indicate that this might not be the case.

Test the missile model with several potential targets. Introducing several
potential targets into the picture would be more challenging for the seeker.
At the same time this would demand that search strategies and algorithms
ate developed and implemented to make sure the missile finds and locks on
to the correct target, and does not change targets before impact.

Optimize the implementation. If the implementation is optimized, i.e., im-
plemented in a more effective way, it becomes more useful. At the same
time the model could be converted to C. This process include issues of e.g.,
what simplifications to the model may be done without seriously affecting
its performance. It would be especially interesting to see what can be done
to speed up the used filters.
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Appendix A

Notation

This document uses a wide variety of acronyms and notations, and to simplify for
the reader have the most frequently used acronyms and notations been gathered
in this appendix.

A.1 Acronyms

The following acronyms are used more or less frequently throughout the document.

Acronym Written out
a.c.f. Auto Covariance Function
c.c.f. Cross Covariance Function
cfar Constant False Alarm Rate
cv Constant Velocity
ct Coordinated Turn
ekf Extended Kalman Filter
imm Interacting Multiple Models
los Line-of-Sight
mms Minimum Mean Square
ned North-East-Down
p.d.f. probability density function
pn Proportional Navigation
rcs Radar Cross Section
rf Radio Frequency
rmse Root-Mean-Square-Error
si unit Any unit of Système International d’Unités

sir Sampling Importance Resampling
sis Sequential Importance Sampling
uml Unified Modelling Language
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A.2 Notation

The following mathematical notation is used throughout the document unless oth-
erwise stated: non-bold letters (both UPPER and lower case) represent either
scalar variables, constants or functions, bold lower case letters are vectors, bold
UPPER case letters are matrices. Any deviation from these rules will be clearly
pointed out if and when they occur.

Notation Description

At Linear state transition matrix at time t.
Cov[v(t), w(t+τ )] Covariance operator,

Cov[v(t), w(t + τ )] := E v(t)w(t + τ ).
Ct Linear measurement-state relation matrix at time t.
c Speed of light, ∼ 3.0 · 108 m/s.

∂f

∂x
Multidimensional derivative




∂f1

∂x1
...

∂f1

∂xn

...
. . .

...
∂fm

∂x1
...

∂fm

∂xn


.

diag(x1, . . . , xn) Diagonal and square matrix:

(
x1 0

. . .
0 xn

)
.

E Expectancy operator (linear).
f(x) State transition function.
f Radio frequency.
fd Doppler shift.
Ft Jacobian of state transition function at time t.
Gt Antenna gain function.
g(u) Function describing the effect of deterministic input u.
h(x) Measurement function.
Ht Jacobian of measurement function at time t.
x̂ Estimate of x.
I Identity matrix.
K(t) Kalman gain matrix at time t.
KG Gating constant.
N (µ, σ) Gaussian distribution with mean µ and standard deviation σ.
N Number of particles.

O (·) Big-O notation: f(x) = O
(
f
′(x)

)
⇐⇒ lim

x→∞

f(x)

f ′(x)
< ∞.

P(t) State covariance at time t.
Pr(A) Probability of event A.
Ps Received signal effect.
Pt Transmitted signal effect.
Qt Process noise at time t.
R Range.

Ṙ Radial speed.
Rt Covariance of measurement noise at time t.

sinc(x) Defined as a limit, sinc(x) := lim
ξ→x

sin(πξ)

πξ
.
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Notation Description

sinc(x, y) Two-dimensional sinc, sinc(x, y) = sinc(
√

x2 + y2).
t Time.
At A transposed.
u(t) Deterministic input at time t.
v(t) Stochastic measurement noise.
v Speed in the horizontal plane.
w(t) Stochastic process noise.
wi Relative weight of particle i.
x(t) State at time t.
x, y, z Cartesian coordinates.
ẋ, ẏ, ż Cartesian velocities.

Y(tk) Collection of measurements, Y(tk) = {y(ti)}
k
1 .

y(t) Measurement at time t.
α Heading angle.
δt Dirac distribution centered around t.
ε, η Azimuth, elevation.
λ Radio wave length.
Σ, ∆R, ∆ε, ∆η Signal energies.
σ Standard deviation, or rcs depending on the context.
ω Turning rate.
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Appendix B

Linearization of

Measurement Functions

To conduct filtering with cv and ct models in a ned coordinate system something
must be done to handle the non-linearities in the measurements, see Section 4.1.2.
(The ct model also has a non-linear state transition function, but it has already
been linearized in Section 4.2.3.) Two measurement functions are used with each
filter, one for data-link data and one for active rf seeker data. The data-link
versions of the measurement functions are linear, and easy to derive and they are
therefore not derived here.

The measurement functions for the active rf seeker on the other hand is highly
non-linear. The method chosen to handle this is to linearize the measurement
functions rather than to convert the measurements before applying the filters. To
do this, the measurement function h and its Jacobian, H, must be calculated. The
necessary calculations are conducted in this appendix. Throughout this appendix
all time dependencies have been dropped for clarity.

B.1 CV filter

The cv filter will be handled first since it is less involved than the ct filter. The
cv model uses the following states x =

(
x y z ẋ ẏ ż

)
t

and to avoid getting
too messy expressions the following shorthands are defined:

vx := ẋ− ẋown (B.1a)

vy := ẏ − ẏown (B.1b)

vz := ż − żown. (B.1c)

The speed of the missile, considered to be a deterministic term, is denoted ẋown,
ẏown and żown.
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Those definitions yield the following measurement function;

y =




R

Ṙ
ε
η


 = h(x) =




√
x2 + y2 + z2

xvx+yvy+zvz

R

arcsin z
R

arctan y
x


 . (B.2)

Using (B.2), and the notation v :=
√

x2 + y2, the sought after Jacobian be-
comes

H =
dh

dx

∣∣∣∣
x=x̂

=




x
R

y
R

z
R

0 0 0
vxR−Ṙx

R2

vyR−Ṙy

R2

vzR−Ṙz
R2

x
R

y
R

z
R

−xz
2R2Rxy

−yz
2R2Rxy

−z2

R2Rxy
0 0 0

−y
R2

xy

x
R2

xy
0 0 0 0


 , (B.3)

providing all information necessary to apply an ekf to a cv model.

B.2 CT filter

Now to the more involved ct filter which uses the state representation x =(
x y z v α ż ω

)
t

. Once again extend the notation some with

vx := cos η v − ẋown (B.4a)

vy := sin η v − ẏown (B.4b)

vz := ż − żown. (B.4c)

Where the speed of the missile, considered a deterministic term, is denoted ẋown,
ẏown and żown. Using (B.4) the measurement function is

y =




R

Ṙ
ε
η


 = h(x) =




√
x2 + y2 + z2

xvx+yvy+zvz

R

arcsin z
R

arctan y
x


 , (B.5)

yielding the following measurement Jacobian, with ẋ := v cos η and ẏ := v sin η to
simplify the notation,

H =
dh

dx

∣∣∣∣
x=x̂

=




x
R

y

R
z
R

0 0 0 0
vxR−Ṙx

R2

vyR−Ṙy

R2

vzR−Ṙz

R2

ẋx+ẏy

Rv

−ẏx+ẋy

R
z
R

0
−xz

2R2v

−yz

2R2v

−z2

R2v
0 0 0 0

−y

v2

x

v2 0 0 0 0 0


 . (B.6)

Equation (B.6) concludes the linearization needed to implement a ct model in an
ekf.



Appendix C

State conversions

Using an imm filter with a cv and a ct model, with the states described in Sec-
tion 5.4, results in states having to be converted back and forth between different
representations. This appendix will derive and present those linearizations needed
to perform these conversions. The appropriate theory to do this is to be found in
Section 4.2.4.

Converting between the imm and cv states is a very straight forward operation,
and is hence not described here. On the other hand, converting between the ct

and imm states is trickier and is therefore derived below.

In this appendix, x0 and P0 are the combined imm variables, whereas the ct

states are x and P. All time dependencies have been dropped in favor of notational
clarity. In accordance with Section 5.4 the state representations to be used are
x0 =

(
x y z ẋ ẏ ż ω

)
t

and x =
(
x y z v α ż ω

)
t

.

First find the functions converting between the different state representations;

x0 = m(x) =




x
y
z

v cosα
v sin α

ż
ω




and x = m−1(x0) =




x
y
z√

ẋ2 + ẏ2

arctan ẏ
ẋ

ż
ω




. (C.1)
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Equations (C.1) yield the following Jacobians needed to convert between the
different sets of covariances,

M =
dm

dx

∣∣∣∣∣
x=x̂

=




1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 cosα −v sin α 0 0
0 0 0 sin α v cosα 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1




(C.2a)

and

M−1 =
dm−1

dx0

∣∣∣∣∣
x0=x̂0

=




1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 ẋ√

ẋ2+ẏ2

ẋ√
ẋ2+ẏ2

0 0

0 0 0 −ẏ
ẋ2+ẏ2

ẋ
ẋ2+ẏ2 0 0

0 0 0 0 0 1 0
0 0 0 0 0 0 1




. (C.2b)

Once these Jacobians are known the following relationships conclude the nec-
essary state conversions:

P0 = MPMt and P = M−1P0
(
M−1

)
t

. (C.3)



Appendix D

Parameter Values Used

During Simulations

A number of parameters are used in the model during simulations, and this ap-
pendix list these parameters.

All filters are initiated with a correct initial state

x0 =
(
x y z ẋ ẏ ż ω

)
t

=

=
(
4 · 105 m 0 m 0 m −300 m/s 0 m/s 0 m/s 0 rad/s

)
t

,

expressed in si base-units. When needed, i.e., for the ct filter, this initial state
is converted to the appropriate state representation. The perfect initiation is
motivated by the fact that the aircraft launching the missile has observed the
target for a while, and its position should be known with high accuracy.

Furthermore, the gating constant used is KG = 35. The value is ten times
higher than recommended in Section 4.3, but especially the imm filter seemed to
need it in order not to loose too much information due to gating.

D.1 Parameter For Data Generation

The parameters used for the objects, the data-link and the radar are listed below
in Tables D.1, D.2 and D.3, respectively.

Table D.1. Parameters used for the objects, which are considered to be spherically
symmectric thus having the same rcs from all directions.

Object Parameter Value

Missile rcs 0.1 m2

σRCS 0.5

Target rcs 10 m2

σRCS 0.5
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94 Parameter Values Used During Simulations

Table D.2. Parameters used for the data-
link. In the standard setup the data-link is
available 90% of the time, but other values
are used to test the effects of lost data-link
transmissions.

Parameter Value

σx 100 m
σy 100 m
σz 100 m
avaliability 10%, 30%, 50%, 70%, 90%

Table D.3. Active rf seeker parameters.

Parameter Value

lobe width 10◦ ≈ 175 mrad
f 10 GHz
t 1 µs
Pt 10 kW
Gt 2d sinc2(ε, η)
σR 100 m
σṘ 50 m
σε 10 mrad ≈ 5.7◦

ση 10 mrad ≈ 5.7◦

D.2 Filter Parameters

The following parameters were fed to the filters. Some of the parameters are
expressed in terms of other paramters, and when neccessary Section 4.2 should be
consulted. The parameters are presented in Tables D.4–D.7 in the following order;
cv based ekf, ct based ekf, imm filter and particle filter.

Table D.4. Parameters used for the cv based ekf. The Q matrix is defined as in (4.31b).

Phase Parameter Value

Init P0 10 · I6
Data-link Q τ = 5, σẍ = 8, T = 2

R 1002 · I3
Active rf seeker Q τ = 500, σẍ = 800, T = 0.1

R diag(105, 2.5 · 103, 0.001, 0.001)

Table D.5. Parameters used for the ct based ekf. The definition of Q follows
from (4.31b) and (4.32c).

Phase Parameter Value

Init P0 diag(10, 10, 10, 10, 0.001, 10, 0.001)

Data-link Q τ = 5, σẍ = 8, σv = 5, σω = 1, T = 2
R 100 · I3

Active rf seeker Q τ = 500, σẍ = 800, σv = 50, σω = 0.5, T = 0.1
R diag(105, 2.5 · 103, 0.001, 0.001)
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Table D.6. Parameters used with the imm filter. In this table, the cv and ct models
are denoted 1 and 2 respectively.

Phase Parameter Value

init C1, C2 0.5, 0.5

Data-link
( p1|1 p1|2

p2|1 p2|2

) (
0.85 0.05
0.15 0.95

)

Active rf seeker
( p1|1 p1|2

p2|1 p2|2

) (
0.95 0.15
0.05 0.85

)

Table D.7. Parameters used in combination with the particle filter. The indices 1 and 2
represent the cv and the ct model, respectively. The probabilities C1 and C2 were used
at initiation to determine how probable the different models should be. The number of
particles were varied during the simulations, but using five hundred is recommended for
optimal performance. The diffrent kinds of particles use different Q, i.e., Q1 and Q2

for particles following the cv and ct model, respecively. These are defined by the listed
parameters according to (4.31b) in the case of Q1 and by (4.31b) and (4.32c) for Q2.
How Q is used is explained in Section 5.4.3.

Phase Parameter Value

Init C1, C2 0.5, 0.5
N 100, 300, 500, 700, 1000
P0 diag(10, 10, 10, 10, 10, 10, 0.001)

Data-link
( p1|1 p1|2

p2|1 p2|2

) (
0.85 0.05
0.15 0.95

)

Q τ = 5, σẍ = 8, σv = 5, σω = 1, T = 2
R 100I3

Active rf seeker
( p1|1 p1|2

p2|1 p2|2

) (
0.95 0.15
0.05 0.85

)

Q τ = 500, σẍ = 800, σv = 50, σω = 0.5, T = 0.1
R diag(105, 2.5 · 104, 0.001, 0.001)
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Appendix E

Simulation Results

In the main text simulation data is presented in a way to enhance certain features
discussed in the text. In order for the thesis to be conclusive the complete test
results are presented below.

E.1 Effects of Losing Data-Link Information

Below, in Table E.1, is the effect of changing the availability of the data-link
measurements presented.

Table E.1. Hit rate as the availability of data-link information varies.

Scenario Data-Link Hit Rate, Hit Rate, Particle Filter [%]
Availability IMM [%] 1000 700 500 300 100

Scenario I 90% 99.5 100.0 99.9 99.9 98.9 80.9
70% 95.0 99.9 99.6 99.1 99.0 80.3
50% 85.3 97.9 98.2 97.3 96.2 73.0
30% 75.3 94.3 93.9 93.6 90.9 63.4
10% 43.8 66.0 65.0 63.8 56.8 37.5

Scenario II 90% 99.5 99.9 99.8 99.7 99.4 78.9
70% 96.8 99.9 99.9 99.7 98.0 79.4
50% 90.4 99.9 99.4 99.3 97.7 70.7
30% 71.0 96.1 95.5 93.4 87.0 50.2
10% 15.7 46.0 42.7 38.3 33.1 10.5
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98 Simulation Results

E.2 Execution Times Using Different Filters

To test the computaional complexity of the created filters ten simulations using
550 iterations in Scenario I was timed using all the filters. The simulations were
conducted on an amd Athlon xp 1900+ with 256mb ddr ram and the results are
presented in Table E.2. No changes were made to the simulations to conduct this
test so some overhead for bookkeeping exists, and might not be totaly fair to the
imm filter since more statistics were recorded for that filter.

Table E.2. Execution times running Scenario I.

Filter Total time [s] Time/iteration [ms]
imm 82.970 15.086
Particle filter 1000 209.315 38.057

700 140.218 25.494
500 114.407 20.801
300 90.516 16.457
100 69.111 12.566
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