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Abstract

Recent algorithms for video coding achieve a high-quality transmission at moderate bit rates. On the other hand, those coders are very sensitive to transmission errors. Many research projects focus on methods to conceal such errors in the decoded video sequence.

Motion compensated prediction is commonly used in video coding to achieve a high compression ratio. This thesis proposes an algorithm which uses the motion compensated prediction of a given video coder to predict a sequence of several complete frames, based on the last correctly decoded images, during a transmission interruption. The proposed algorithm is evaluated on a video coder which uses a dense motion field for motion compensation.

A drawback of predicting lost fields is the perceived discontinuity when the decoder switches back from the prediction to a normal mode of operation. Various approaches to reduce this discontinuity are investigated.
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Chapter 1

Introduction

1.1 Motivation

Recently digital video transmission has become more and more important. It is used in a very wide range of applications. Digital video is about to replace analogue standards for example at TV broadcast, home video or video conferencing. Digital video also opens up new fields of application such as multimedia communications or telecollaboration.

There are two reasons for the success of digital video. On the one hand the available computing power of recent processors increases rapidly. On the other hand new sophisticated coding algorithms have been developed which use this computation power to achieve a high-quality transmission.

The main goal during the development of today’s most commonly used video coders has been a high compression ratio. Recent coders offer high perceived quality at low bit rates by removing redundant information from the video sequence. Information which can be reconstructed at the receiver is omitted, only the remaining part needs to be transmitted.

The drawback of this procedure is that the coded video will be very sensitive to transmission errors. Even very short transmission errors are likely to propagate spatially and temporally, a single error will affect a large area within the picture for many frames. Unfortunately, in today’s packet switched networks, transmission errors such as lost or delayed packets occur quite often. In this case the perceived quality is seriously decreased.

Many research projects focus on the development of error resilient coding algorithms or methods to conceal errors in the decoded video sequence.

1.2 Research Context

There is a lot of active research on error concealment for digital video. Wang and Zhu provide an extensive review of techniques in [WZ98]. A newer review of Wah et al. [WSL00] focusses on error concealment methods for real-time transmission over the
internet.

Wang and Zhu [WZ98] classify common error concealment techniques into three categories. The first category is called forward error concealment and refers to methods which modify the source coding or transport coding at the coder in order to reduce the impact of transmission errors. The second category achieves error concealment by post-processing, i.e. the decoder fulfills the task of error concealment without using additional information from the coder. The approach which is investigated within the scope of this thesis belongs to this category. Finally, there are interactive techniques, i.e. methods where information is exchanged between the decoder and the coder to conceal errors.

All algorithms of the category “error concealment by post-processing” use remaining redundancy in the coded video sequence to reconstruct lost information. Typically, continuity is assumed in the spatial, temporal or frequency domain. Neighbouring data in the chosen domain is then used for the reconstruction. A typical approach would be to replace the missing information with information that is extracted from surrounding picture areas or the previous or next frame.

Most post-processing approaches are extensions to standard coders. Those coders use block-based motion compensated prediction. Both the block motion and the prediction error for each block is transmitted. There are different reconstruction algorithms depending on which information is affected by a transmission error. Usually, those algorithms require that only a part of the image is lost (in case of spatial interpolation) or that only one field is affected (in case of temporal interpolation).

This thesis investigates a different approach to error concealment. The motion compensated prediction which is part of a given video coder is used to predict a sequence of several complete frames, based on the last two correctly decoded images, during a transmission interruption.

1.3 Objectives and Approach

The objectives of this thesis are as follows:

- Show that the motion estimation of a given video coder can be used to replace several consecutive fields of a video sequence. This coder uses a backward prediction scheme.\(^1\) In other applications, only the next field is predicted. The prediction is likely to degrade rapidly if more fields are predicted without additional information from the coder. Therefore it should be a success if between three and five fields can be predicted with tolerable error.

- The prediction differs from the corresponding correct fields. This difference causes a visible discontinuity in the resulting sequence. An algorithm which reduces this discontinuity is investigated.

\(^1\)The concept of forward prediction and backward prediction is described in section 2.2.
discontinuity is to be developed and investigated in experiments. This algorithm should work with a large number of input sequences.

The thesis is based on a video coder that contains a sophisticated motion prediction. This coder has been developed during a PhD thesis [And03]. The MATLAB program code of the coder was available.

A first task within the scope of this thesis was to build a test environment that consists of the coder, a decoder and a means to interrupt the transmitted data at a given point of time. This test environment was used to evaluate the suggested error concealment algorithms. MATLAB has been used for the implementation of the test environment, additional C routines were available from [And03] for some time-critical tasks. The calculations were far away from real-time on a common 1 GHz PC, therefore the generated video sequences were stored on disk for later evaluation.

This diploma thesis has been carried out at the Image Coding Group within the Department of Electrical Engineering of Linköpings University, under the supervision of Peter Johansson and Prof. Robert Forchheimer. It has been published and supervised by Maximilian Gauger and Prof. Dr.-Ing. Hänsler at the Signal Processing Group within the Institute for Communication Technology at Darmstadt Technical University.

1.4 Outline of the thesis

Chapter 2 gives an overview of the video coder that has been used. This coder contains a new form of motion estimation which is based on a dense motion field. This dense motion field is used in a backward coding scheme.

Chapter 3 illustrates how the motion compensated prediction can be used to predict lost fields. The peak signal-to-noise ratio and the visual impression of some example sequences are considered.

A drawback of using the prediction to replace lost fields is the perceived discontinuity when the decoder switches back from the prediction to a normal mode of operation. An algorithm to reduce this temporal discontinuity based on cross-fading over several fields is discussed in chapter 4.

A more sophisticated approach which uses block matching to reduce the perceived discontinuity is suggested in chapter 5. As the discontinuity is caused mainly by displacements between the predicted image and the correct image, the proposed algorithm tries to establish a smooth transition by shifting parts of the image appropriately.

Chapter 6 presents an approach which is different to the preceding chapters. Now the coder is modified in a way that includes additional energy in the residual image that is transmitted. This causes the decoder to recover from transmission errors within several fields. No dedicated error concealment mechanism is needed in this case.
The thesis concludes with a summary of the main thoughts in chapter 7 and suggestions for further research in chapter 8.
Chapter 2

Background

This chapter gives background information on a number of concepts that are used in the thesis. It also introduces the video coder on which the thesis work is based.

2.1 Interlaced Video

Most common video applications use interlaced sampling. Figure 2.1 illustrates the concept of interlaced video. Each frame of a video sequence is split into two field images. All odd numbered rows are allocated to the so-called top field, while all even numbered rows form the bottom field. The odd and the even field of each frame are transmitted consecutively. The sampling rate (in images per second) of the resulting image sequence is doubled, but the vertical resolution of a single field image is reduced.

Interlaced video had been introduced with analogue television. A refresh rate of 50 Hz is necessary to avoid flicker at usual CRT displays. By interlaced sampling, this refresh rate could be achieved while meeting the analogue bandwidth limits, too. Today, interlaced video is still the standard for most video systems.

The opposite of interlaced sampling is commonly called progressive sampling.
2.2 Forward vs. Backward Prediction

The concept of motion compensated prediction is widely used in video coding. It is based on the fact that the change in motion between adjacent frames of a video sequence is usually very small. Therefore, the motion of recently decoded frames can be used to predict the next frame. The remaining prediction error will be small, i.e. little information needs to be transmitted. Thus high compression ratios can be achieved.

We distinguish two types of motion estimation, which are called forward prediction and backward prediction. In the following chapters of this thesis, we will often refer to those two concepts. The following examples consider a progressive coder to be more clear.

A forward prediction coder estimates the motion between the current reference frame $I(n)$ and the previously decoded frame $I_{\text{dec}}(n-1)$. The resulting motion field is used to generate the motion compensated prediction $\hat{I}(n)$ for the current frame. The remaining error is coded and transmitted over the channel. The estimated motion is transmitted, too.

The decoder recalculates the motion compensated prediction $\hat{I}(n)$, which in combination with the decoded prediction error results in the decoded frame. The approach to transmit both prediction information and the coded prediction error is commonly called hybrid coding.

In backward prediction, the motion estimation is based on (at least) two previously decoded frames $I_{\text{dec}}(n-1)$ and $I_{\text{dec}}(n-2)$. The motion field is not transmitted to the receiver in this case. Therefore the decoder needs its own motion estimation block.

An important aspect of the two types of motion estimation is the temporal allocation of the motion estimates. In forward prediction, the motion between the current and the previous frame is used to predict the current frame. In contrast, backward prediction...
estimates the motion between the previous field and the field before. Therefore a backward coder actually needs to temporally predict the motion of the current frame from the motion estimate which refers to the previous frame.

Most video coding standards, such as MPEG-2 and MPEG-4, use forward prediction. The advantage is the simplicity of the decoder, which does not need to perform motion estimation. Thus the computation power which is required for decoding is by far lower than for coding. On the other hand, this approach only makes sense if the motion information can be transmitted with reasonable bandwidth.

The video coder that is discussed below is based on backward prediction. It therefore does not need to transmit the motion field which would need a lot of bandwidth in this special case. The drawback is that the decoder needs its own motion estimation and thus is almost as slow as the coder.

### 2.3 Peak signal-to-noise ratio

A common quality measure for image coding algorithms is the *peak signal-to-noise ratio*. The PSNR of two images $I(x)$ and $\hat{I}(x)$ is defined as

$$PSNR = 20 \log \left( \frac{b}{|I(x) - \hat{I}(x)|} \right),$$  

where $b$ is the largest possible pixel value, $x = (x, y)^T$ are the spatial coordinates, and $|I(x) - \hat{I}(x)|$ is the root mean square difference of the two images. Typically, $\hat{I}(x)$ would be an image which has been processed by an image compression algorithm, and $I(x)$ would be the original image.
The PSNR is given in decibel units (dB). High values indicate a low difference between the images, i.e. low error due to compression. Typical values are in the range from 20 dB to 40 dB for compressed images and video sequences.

### 2.4 A Novel Video Coder

The following section gives an overview of a video coder which contains new approaches to motion compensation. Those approaches have been presented in a dissertation [And03] and in [AAJ+03]. The resulting video coder has been the basis for the experiments within this thesis.

Almost all video coding standards, such as MPEG-1, MPEG-2, MPEG-4, H.261 and H.263 use block based motion compensation. The frame that is to be predicted is divided into blocks of typically $8 \times 8$ or $16 \times 16$ pixels. For each block, a corresponding block within a given search region of the previous frame is selected, so that the RMS error is minimised. The selected blocks form the motion compensated prediction. The transmitted prediction data describes rather block displacements than real motion.

Block based motion compensation is used in standard coders because it combines simplicity and good performance. The drawback of block based algorithms is that block artifacts are likely to appear in the decoded sequence.

The coder that is described in the following uses a dense motion field for motion compensated prediction, i.e. the velocity is estimated in each pixel to overcome the problem of block artifacts. The central part of the coder is the estimation of this dense motion field. The overhead required to transmit this motion field would be very high, therefore a backward prediction scheme as described in section 2.2 is chosen.

![Figure 2.4: Outline of the motion estimation and motion compensated prediction of the discussed video coder](image-url)
A SPIHT coder is used to compress the residual image before transmission. SPIHT (set partitioning in hierarchical trees) is a wavelet-based image compression algorithm which achieves very high compression ratios. The bit rate can be precisely controlled, which is helpful if a constant bit rate video stream has to be generated. Further information on the algorithm is available from [SP96].

The coder has been designed for interlaced video, as described in section 2.1. The coding procedure is carried out for each field. This means that the decoder has to be aware of the displacement between odd and even fields (as shown in figure 2.1) whenever previous field images are referenced.

Figure 2.4 outlines the steps that are performed by the decoder to calculate the motion compensated prediction. The motion estimation takes place in the Fourier domain, therefore a filter bank is used to calculate a quadrature channels representation of each field image. The estimation of the dense motion field is based on phase differences. An explanation of these steps follows below.

### 2.4.1 Quadrature Filter Bank Representation

The first step of the motion estimation process is to calculate an image representation from a set of quadrature filters in different orientations and scales covering the Fourier domain. Quadrature filters are chosen because the magnitude of the output is invariant to the phase of the input signal. Additionally, a number of physiological experiments indicate that the human visual system has similar characteristics.

A set of nine quadrature filters is used. A filter net, i.e. a combination of simple one dimensional filters with 5-7 real valued coefficients each, calculates the filter responses. This filter implementation requires only 141 real-valued multiplications per pixel, while nine conventionally designed filters with similar performance would need a total of about 3000 filter coefficients. A Fast Fourier Transform approach would be still about ten times slower than the filter net.

Figure 2.5 outlines the structure of the filter net. Each circle represents a simple one dimensional filter. The dots within each circle denote both the number of non-zero coefficients and the spatial position of those coefficients.

The magnitude of the resulting quadrature filters is shown in figure 2.6. The image representation cover four directions of filtering in five different scales.

In order to achieve support for interlaced video, the filter net has been designed using a restricted Fourier domain in the vertical direction, and allowing filter coefficients in appropriate spatial positions only. The resulting filter net handles interlaced images without preprocessing.
In the following the quadrature filter kernels are denoted as \( \tilde{f}_k \), \( k = 1 \ldots 9 \). The complex-valued filter response to a given real-valued image \( I(x) \) is denoted as \( q_k(x) \),

\[
q_k(x) = \tilde{f}_k * I(x) = m_k(x)e^{i\phi_k(x)},
\]

(2.2)

where \( x = (x, y)^T \) are the spatial coordinates, \( * \) is the convolution operator, \( m_k(x) \) denotes the magnitude and \( \phi_k(x) \) the phase of \( q_k(x) \).

**2.4.2 Calculation of Phase Differences**

The relation between the velocity \( \mathbf{v} \) and phase is described by the optical flow constraint equation,

\[
\phi_x v_x + \phi_y v_y + \phi_t = 0,
\]

(2.3)
Figure 2.6: Magnitude of the quadrature filters $\tilde{f}_1$ to $\tilde{f}_9$
where \( v_x \) and \( v_y \) are the velocity components in the spatial directions \( x \) resp. \( y \), \( \phi_x \) and \( \phi_y \) denote the partial derivatives of \( \phi \) in the spatial directions, and \( \phi_t \) is the temporal derivative. It is assumed that the phase is linear within the filter’s operating range.

The velocity field \( \mathbf{v} \) can be determined by solving equation (2.3) if the phase derivatives are known. It is possible to use the phase differences between neighbouring pixels in the temporal or spatial direction as an approximation of the phase derivatives. The phase differences are computed by a conjugate complex multiplication,

\[
qq_{kx}(x) = q_k(x - \left(\begin{array}{c} 1 \\ 0 \end{array}\right), t) \cdot q_k(x, t)^* + q_k(x, t) \cdot q_k(x + \left(\begin{array}{c} 1 \\ 0 \end{array}\right), t)^* \tag{2.4}
\]

\[
qq_{ky}(x) = q_k(x - \left(\begin{array}{c} 0 \\ 1 \end{array}\right), t) \cdot q_k(x, t)^* + q_k(x, t) \cdot q_k(x + \left(\begin{array}{c} 0 \\ 1 \end{array}\right), t)^* \tag{2.5}
\]

\[
qq_{kt}(x) = q_k(x, t - 1) \cdot q_k(x, t)^* + q_k(x, t) \cdot q_k(x, t + 1)^*. \tag{2.6}
\]

The phase differences are given by the argument of those functions.

\[
\phi_{kx}(x) = \arg(qq_{kx}(x)) \tag{2.7}
\]

\[
\phi_{ky}(x) = \arg(qq_{ky}(x)) \tag{2.8}
\]

\[
\phi_{kt}(x) = \arg(qq_{kt}(x)) \tag{2.9}
\]

2.4.3 Calculation of Motion Estimates

The phase differences are weighted in order to avoid points where the phase differences are unreliable,

\[
c_k(x) = c_k \left(\begin{array}{c} \phi_{kx} \\ \phi_{ky} \\ \phi_{kt} \end{array}\right), \tag{2.10}
\]

where the weighting factor \( c_k \) is a combination of several functions which describe the reliability of the phase estimates at a given point. For instance, points with high phase differences or high velocity are avoided. The spatial coordinates \( x \) have been omitted for the sake of readability.

The phase constraint equation is solved by minimising

\[
E_v = \sum_k \sum_x W(x)(c_k^T(x) \bar{\mathbf{v}}(x))^2, \tag{2.11}
\]
where \( k = 1 \ldots 9 \) refers to the quadrature filter channels, \( W(x) \) is a windowing function, and \( \hat{v}(x) = (v_x, v_y, 1)^T \). The velocity \( v(x) \) that minimises equation (2.11) can be calculated as

\[
v(x) = -\left( \frac{\sum_{k,x} W(x) c_k \phi_{kx} \phi_{kx} + \sum_{k,x} W(x) c_k \phi_{ky} \phi_{ky}}{\sum_{k,x} \sum_{k,x} W(x) c_k \phi_{kx} \phi_{ky}} \right)^{-1} \left( \sum_{k,x} W(x) c_k \phi_{kx} \phi_{kx} \phi_{xt} \sum_{k,x} W(x) c_k \phi_{ky} \phi_{ky} \phi_{yt} \right).
\] (2.12)

The resulting velocity \( v(x) \) is post-filtered to further reduce spatial inconsistencies. This post-processing uses the local covariance to measure spatial consistency. See [And03] for further details.

### 2.4.4 Motion compensated prediction

The coder uses previously decoded field images to estimate the motion field \( v'_{t-\Delta t} \), but the current motion \( v'_t \) is needed to generate the motion compensated prediction \( \hat{I}_t \) of the current field image. Thus a temporal prediction of the motion field has to take place (cf. section 2.2 on backward coding).

There are two ways to carry out the temporal prediction of the motion field and the following motion compensated prediction. The first alternative is a prediction in one step from the previously decoded field image \( \hat{I}_{t-\Delta t} \).

\[
\hat{I}_t(x + \Delta t \cdot v'_{t-\Delta t}(x)) = \hat{I}_{t-\Delta t}(x). \tag{2.13}
\]

The second alternative is a prediction in two steps, first predict \( \hat{v}_t \) from \( v'_{t-\Delta t} \), then predict \( \hat{I}_t \) using the predicted motion.

\[
\hat{v}_t(x + \Delta t \cdot v'_{t-\Delta t}(x)) = v'_{t-\Delta t}(x). \tag{2.14}
\]

\[
\hat{I}_t(x) = \hat{I}_{t-\Delta t}(x - \Delta t \cdot \hat{v}_t(x)). \tag{2.15}
\]

The result of equations (2.13) to (2.15) will be irregularly sampled, i.e. the position of the predicted points will not be aligned with the desired regular output sample pattern. Problems will arise where several motion estimates end up in the same point or where no motion estimates end at all. The dissertation [And03] introduces a method to recalculate a regularly sampled image from the irregularly sampled prediction. This concept is called Continuous Normalised Convolution.
2.4.5 Multiple Hierarchical Motion Estimation

A common problem of phase-based motion estimation is to achieve both a wide range of velocities that can be handled and a good spatial resolution. Filters based on a low spatial frequency are able to handle large velocities, but the spatial resolution is bad. This typically causes problem around edges of moving objects. On the other hand, filters using higher spatial frequencies enable a better localisation of object motion, but fail at high velocities.

A common approach to overcome the described problems is hierarchical motion estimation. It starts with motion estimation based on low spatial frequencies to calculate a coarse motion estimate. This coarse motion is then used to pre-compensate another motion estimation unit which is based on higher spatial frequencies. This means that the second motion estimator analyses the motion that remains after the first coarse estimation, so that the motion field can be further refined.

The given coder extends this idea by using several hierarchical motion estimators in parallel. This so-called multiple hierarchical motion estimation (MHME) starts with a motion estimator which compensates global motion, i.e. a global shift of the image caused by camera panning. The remaining motion is analysed by three different hierarchical motion estimators starting at different estimation levels.

Figure 2.7 illustrates the MHME as described above. MC refers to a motion compensated motion estimation unit, while the size of the according symbol indicates the scale of the filters which are used. The top half of figure 2.7 shows the global motion estimation. The lower half contains three hierarchical motion estimators. The estimation of \( \hat{v}_1 \) uses all scales, while \( \hat{v}_3 \) is based on the smallest scale (high spatial frequency) only. \( \hat{v}_4 \) is equal to the global estimate.

The multiple hierarchical motion estimation results in a total of four motion fields that can be used for motion compensation prediction. To combine the four motion fields, a decision is made between the four estimates on a per-pixel level. For each pixel, the motion estimate is selected that gives the least local motion compensated prediction error between previously decoded field images.
Figure 2.7: Multiple hierarchical motion estimation (MHME)
Chapter 3
Motion Compensated Prediction for Error Concealment

This chapter shows how the motion compensated prediction of a given video coder can be used to replace field images that are lost due to transmission errors. The described method is tested with a number of video sequences. The results are evaluated in terms of the peak signal-to-noise ratio and overall visual impression.

3.1 Motivation

The video coder that is used throughout this thesis uses motion compensated prediction to achieve a high coding performance. The coder (resp. decoder) estimates a motion field based on the last two or three received field images. This motion information is used to predict the next field. Only the residual, i.e. the difference between the predicted and the reference field image, is transmitted from the coder to the decoder. Simplified block diagrams of the coder and the decoder are presented in figure 3.1 and figure 3.2.

Figure 3.1: Block diagram of the backward video coder
When the residual information of a field is lost because of transmission errors, it is not possible to calculate the correct field image. In this case, a possible approach is to just use the predicted image, i.e. we assume that the residual for this field is equal to zero. By doing so, we get an incorrectly decoded image that replaces the field image whose information is lost.

This procedure may also be repeated for several field images. In this case the motion estimation within the decoder will be based on incorrectly decoded images, causing the decoder output to diverge more and more from the reference sequence (cf. figure 3.3). Of course it is impossible to reconstruct any information that is lost during transmission. The prediction is based on the motion of the last correctly decoded fields. Any later changes to the motion will not appear in the predicted sequence. In the worst case, a scene change takes place while the transmission is interrupted. The decoder continues the prediction based on the old scene if this happens.

Today’s most commonly used video coders use forward coding, i.e. not only the residual but also motion information is transmitted to the decoder. The discussed procedure for error concealment could be used at such forward coders too, if the residual information of a field is lost. But a forward decoder will need the motion information to accomplish the motion compensated prediction. There are other algorithms for error concealment if motion information is affected by transmission errors. However, error concealment at forward coding is not within the scope of this thesis.

Figure 3.2: Block diagram of the backward video decoder
3.2 Assumptions and Objectives

We assume that the residual information is lost for one complete field or for several complete fields. That means that any error during transmission renders the residual of the corresponding field useless. A reason for this might be an advanced coding of the residual that is disturbed even by one erroneous byte. In our case this assumption is made for the sake of simplicity. For transmission interruptions that last over a couple of fields, at least the residual information of intermediate fields will be completely lost. Short transmission errors are likely to affect only a certain region of the decoded field, yet the local behaviour within those disturbed regions should be comparable to the case that the residual is lost for the complete field image.

We further assume that an error-free state of the decoder is regained after a number of fields, i.e. after a given number of fields the decoder continues as if no error had occurred. A well-known mechanism for this is the transmission of intra-coded images every n-th frame. However the time to the next intra-coded frame will typically be several seconds. This is too long in our case. A more likely scenario is real-time video transmission over a packet-switched network, where the packets must not exceed a certain delay. If the network is heavily loaded it may happen that packets do not arrive in time to be decoded, but those packets often arrive later or can be re-requested by an ARQ scheme. The decoder is able to reconstruct the regularly decoded sequence as soon as the missing information is received.

It should be pointed out that the algorithms which are proposed within this thesis are
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intended to fill several frames between a transmission error due to delayed or lost packets and the point of time when the lost information is restored. This applies only to real-time applications that allow only a very limited transmission delay, such as video phones. Typical broadcasting systems will allow enough delay so that there will be no need to skip frames in the situations that are considered here.

The objective of this chapter is to show that the motion compensated prediction of a backward coder can be used for error concealment in the suggested cases. We will also try to determine how many fields can be predicted with bearable error.

3.3 Implementation Issues

Most of the experiments within the scope of this thesis are based on the existing video coder [And03]. A description of the main features of this coder can be found in chapter 2. The coder is implemented in MATLAB, for some time-critical routines C is used.

One important task of the thesis work was to build a test environment that consists of a video coder and a decoder and that can be used to investigate the effects of transmission errors as described above. The source code that was taken from [And03] consisted only of routines for video coding, no decoder had been implemented because all necessary measures could be derived within the coder. Therefore the implementation of a decoder was a part of the thesis work.

From the block diagram of the decoder in figure 3.2 it was obvious to reuse most of the coder routines. The most important difference of the coder and the decoder is the handling of the residual image. The coder calculates the residual by subtracting the reference image from the current motion compensated prediction. The decoder has no access to the reference image, instead the residual is transmitted from the coder and then used to calculate the received image.

The coding of intra frames is not shown in the block diagrams. The first two frames of a test sequence are intra-coded. The coder uses wavelet compression for the very first field and a combination of block matching prediction and wavelet coding for the following fields. For the sake of simplicity the decoder of the test environment simply loads the reconstruction of the intra-coded fields from the coder, i.e. the intra fields are transmitted uncoded but including adequate coding distortion.

The coder [And03] originally performs an additional refinement of the backward coded images using a forward prediction to increase coding performance. This so called “backward-forward motion compensation” scheme is not used throughout this thesis.

A mechanism to drop the residual information for one or more selected fields has been included in the decoder in order to simulate transmission errors. The residual image
of the selected fields is set to zero instead of loading the reconstructed residual (cf. section 3.2).

### 3.4 PSNR Performance

The ability of the motion compensated prediction to replace lost frames was tested on a number of video sequences. Figure 3.4 shows a typical example. Most examples presented here will use the “rugby sequence”. This excerpt from a rugby match provides both changes in global motion (camera pan) and rapidly changing local motion. Therefore it is a challenge to any motion estimation algorithm and well suited to demonstrate most effects that will be discussed.

Figure 3.5 presents the difference between the predicted sequence (without residual information) and the regularly decoded sequence in terms of the peak signal-to-noise ratio. The PSNR is defined as

$$\text{PSNR} = 20 \log \left( \frac{b}{\sqrt{\sum (\hat{I} - \tilde{I}_{\text{correct}})^2}} \right),$$

where $b$ is the largest possible pixel value, $\hat{I}$ is the predicted image, $\tilde{I}_{\text{correct}}$ is the correctly decoded image (including residual information for all fields) and $\sqrt{\sum (\hat{I} - \tilde{I}_{\text{correct}})^2}$ is the root mean square difference of those two images.$^1$

Field 1 of figure 3.5 refers to the first field that is predicted without residual information. Any preceding field is correctly decoded, i.e. the difference is zero. Two interlaced fields make up one frame. As we can see, the PSNR decreases quickly. This means that the predicted sequence can be used to replace the correctly decoded sequence for a small number of fields only, otherwise the error will probably not be tolerable.

Figure 3.5 also demonstrates that it depends on the sequence how fast the prediction error increases. The ability of the discussed algorithm to bridge a certain number of lost fields heavily depends on the given video sequence. Chapter 4 will address this problem in more detail.

The rapid decrease in PSNR during the first predicted fields is supposed to have various reasons:

- Changes in global motion (camera panning) that cannot be foreseen. The prediction continues the global motion of the last field before the residual information is lost. If the global velocity changes after that, the prediction will be displaced with regard to the correctly decoded field. A global displacement is likely to cause a steep increase in PSNR.

---

$^1$cf. the definition of the PSNR in section 2.3
Figure 3.4: Example sequence that has been predicted without residual information (left side) and the associated correctly decoded fields (right side). Prediction for 1 field (top), 3 fields, 5 fields and 10 fields (bottom) after residual information is lost.
Figure 3.5: Difference between the predicted fields and the regularly decoded fields of two example sequences
• Changes in local motion (moving objects) that cannot be foreseen. Without residual information the decoder assumes a uniform motion of any local object based on the local velocity of the last known-good field.

• Distortion caused by inaccuracies of the motion estimation. The predicted sequence will look very blurry after several fields because the estimated motion field is lowpass filtered by the decoder. Other problems are incorrect detection of object edges or the handling of covered or uncovered background.

The problem of changing (global or local) motion cannot be solved, because the information that would describe those changes is lost together with the residual. A slight improvement might be achieved if advanced models are used in the motion estimation, such as accelerated motion or a physical modeling. However, this would be a very complex approach.

Changing motion which is not predicted correctly does not have much impact on the visual impression of the first few predicted fields, in spite of the decreased PSNR. After a certain number of fields, the prediction gets more and more deformed, as shown in the lower part of figure 3.4.

The inaccuracy of the estimated motion field heavily depends on the used algorithms. It is likely to cause serious errors, e.g. artifacts at object edges.

### 3.5 Visual Impression

A number of test sequences was generated in order to investigate the ability of the discussed algorithm to conceal field losses. After a presumed transmission error, a certain number of fields was predicted without residual information. After that the decoder output was switched back to the correctly decoded sequence (including residual information for all preceding fields). The result was then judged whether there is noticeable error.

It turns out that the loss of one field can be concealed without noticeable error. The difference between the first predicted field and the corresponding correct image is quite small, figure 3.5 indicates a PSNR of typically more than 24 dB for the first predicted field. Additionally, one erroneous field is probably too short to be recognised unless there is a extremely large difference to the temporally adjacent fields.

In the range from two to five lost fields the proposed algorithm is able to replace the loss with fair visible error. The error increases with increasing number of fields that need to be predicted. Of course the visual impression depends on the source sequence that is used. Generally the algorithm is working quite well in the mentioned range.

A problem that arises is the (global or local) displacement of the predicted sequence with regard to the correctly decoded sequence. When the decoder switches back to
the correctly decoded sequence, there will be a discontinuity, giving the impression of a “jump” or a “flash” at the respective field. Chapters 4 and 5 will discuss methods to attenuate those undesirable effects.

Predicting seven or more fields is only possible with serious error. The predicted fields will get seriously deformed in this case.

3.6 Summary

This chapter introduces a procedure to conceal lost fields of a backward coded video sequence. When the residual information for one or more fields gets lost due to transmission errors, the decoder assumes the residual to be zero. This causes the decoding process to be continued based on the last correctly decoded field.

Throughout this thesis we assume that the residual information of complete fields is lost, i.e. not only a part of a field image. We further assume that the decoder is reset to the error-free state after a certain number of fields, e.g. by decoding information that arrives late over the network.

The performance of the proposed algorithm is evaluated in terms of prediction error and visual impression. The prediction error increases rapidly during the first few fields. This increase is mainly caused by changes to global or local motion in the original sequence that cannot be foreseen. However, the visual quality is very good if only one field is lost and still tolerable for about five to seven dropped fields. The overall impression is decreased by noticeable discontinuity when the decoder switches from the predicted fields back to the error-free state.
Chapter 4

Cross-Fading to Remove Temporal Discontinuity

This chapter investigates how cross-fading can be used to conceal the temporal discontinuity that arises after transmission errors when the decoded sequence switches back from purely predicted fields to the error-free state. The results of cross-fading of several example sequences are presented and analysed. Additionally, an algorithm is proposed which aborts the cross-fading when not appropriate.

4.1 Motivation

In chapter 3 it was concluded that prediction without residual information can be used at the decoder to conceal transmission losses for a certain number of fields. A drawback of this approach is the temporal discontinuity that occurs when the decoder switches back to the correctly decoded stream as soon as the lost information has been recovered (see section 3.2 on how this should happen). Incorrectly predicted motion leads to a displacement of certain areas or the whole predicted field compared to the correctly decoded field. This displacement causes a jolty or flashing impression in the sequence.

An approach to suppress the discontinuity is to cross-fade from the predicted sequence to the error-free sequence over some fields. The cross-fade increases the number of fields that are affected by a transmission error, but hopefully the overall impression of the decoded sequence can be improved because the flashing effect is concealed.

4.2 Experimental Results

Experiments were carried out on a number of test sequences in order to check whether the temporal discontinuity can be reduced by cross-fading. After a presumed transmission error a number $k$ of fields was predicted without residual information. Thereafter the prediction was continued for another $l$ fields while a linear cross-fade to the correctly decoded sequence was performed according to (4.1),

$$I_{out}(n) = \left(1 - \frac{n-n_0+1}{l+1}\right) \hat{I}(n) + \frac{n-n_0+1}{l+1} \hat{I}_{correct}(n), \quad n_0 \leq n < n_0 + l \quad (4.1)$$
where \( \hat{I}(n) \) is the predicted field image, \( \hat{I}_{\text{correct}}(n) \) is the correctly decoded field image, and \( n_0 \) means the number of the first cross-faded field.

\( l = 0 \) means no cross-fading, i.e. the decoder switches immediately to the error-free state as discussed in the previous chapter.

Figure 4.1 gives an example for cross-fading. Three consecutive fields are shown. After an assumed transmission error \( k = 3 \) fields are predicted without residual information. The top part of figure 4.1 shows the third predicted field. Now a cross-fade is performed during \( l = 1 \) field (middle). At the bottom image the next decoded field can be seen.

A problem when evaluating the experiments was that a quality measure that would describe the effect of short errors within a video sequence was not on hand. Therefore the subjective impression of different test sequences was judged. Table 4.1 summarises the results for various combinations of \( k \) and \( l \) in a typical experiment. Grades in the range from 1 to 5 were assigned to the overall impression of each generated sequence, where 1 means no noticeable error, 3 means tolerable error and 5 stands for a very disturbed sequence. Additionally, the observed discontinuity is indicated by the symbols +, o or -, where + means that there is no noticeable discontinuity, o is assigned if there is some discontinuity and - means that there is a serious “flashing” effect.

<table>
<thead>
<tr>
<th>cross-fade duration ( l )</th>
<th>predicted frames ( k ) before cross-fade</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (none)</td>
<td>1/+ 2/o 3/o 4/- 4/- 5/-</td>
</tr>
<tr>
<td>1</td>
<td>2/+ 2/+ 3/o 4/o 4/-</td>
</tr>
<tr>
<td>3</td>
<td>2/+ 3/+ 3/+ 4/+ 4/o</td>
</tr>
<tr>
<td>5</td>
<td>3/+ 3/+ 4/+ 4/+ 4/o</td>
</tr>
</tbody>
</table>

**Table 4.1:** Evaluation of the perceived quality of a test sequence depending on the number of predicted fields and the cross-fade duration

Of course it is very difficult to state an absolute error for the given test sequences. The results that are presented in table 4.1 and later in this chapter should rather be seen as a relative evaluation to describe the impact of field losses and the proposed cross-fading on a certain test sequence.

We conclude from table 4.1 that the prediction is very good if only one field is lost. This is consistent with the results of chapter 3. No blending is required in this case.

After 2 to 5 predicted fields cross-fading is well suited to reduce the temporal discontinuity without affecting the overall quality too much. In most of the test sequences a + could be reached by applying the tested cross-fading algorithm.

At 7 or more predicted fields the overall quality decreases quickly. Cross-fading is less effective in this case as the difference between the prediction and the error-free state...
Figure 4.1: Example for cross-fading from the predicted sequence to the correctly reconstructed sequence
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gets very large.

An important question is how the cross-fade duration \( l \) should be chosen. If the decoder cross-fades too quickly, the discontinuity will not be suppressed well. If the cross-fading is expanded over too many fields the overall impression will be deteriorated. A probable blending scheme would be to perform no cross-fading when only one field is lost, to cross-fade over \( l = 1 \) field after two lost fields, and to use \( l = 3 \) fields cross-fading for losses of three or more fields. This blending has been tested in a number of experiments and is proposed as a default that should work with many sequences.

Unfortunately there are also situations when cross-fading should not be used. Figure 4.2 gives an example where the overall error will be seriously increased when the predicted and the error-free sequence are cross-faded. Again, three consecutive fields of the decoder output are shown. The first field is a prediction after three fields loss of residual. In the second field the decoder cross-fades back to the error-free state with \( l = 1 \).

The problem that arises in the presented example is a change in global motion that takes place after the transmission is interrupted and therefore cannot be predicted. This will result in a global displacement of the predicted sequence compared to the original sequence. The overall quality will be impaired when both sequences are cross-faded. It is likely that a ghost will be visible, as seen in figure 4.2.

Section 4.4 will present an algorithm which tries to detect whether the decoder should perform cross-fading on a given sequence.

4.3 Using Wrong Residual Information for Prediction

In the preceding sections we always assumed that no residual information is available between a transmission error and the point of time when the decoder is able to switch back to an error-free state. Actually it could also happen that the residual of one field is lost, e.g. due to the loss of one packet on the network, but succeeding fields arrive regularly. We assume that the lost packet can be reconstructed a certain number of fields later, e.g. by retransmission, and then the decoder will be able to switch to the error-free state. The question is whether the residual information that arrives after a field loss can be used in the prediction of the succeeding fields.

The decoder will not be in the same state as the coder after predicting a field without residual information. The residual information that arrives for the succeeding fields will be incorrect for the decoder, because it refers to the state of the coder. But as the prediction error is quite low, it should be possible to use the “wrong” residual information nevertheless.

Figure 4.3 presents an example of a correctly decoded sequence (right) and its prediction if the residual information of the first field is dropped. The prediction of the first two
Figure 4.2: Example for a situation where cross-fading does not work
Figure 4.3: Example sequence that has been predicted with residual information dropped for one field (left side) and the associated correctly decoded fields (right side). Prediction for 1 field (top), 3 fields, 5 fields and 10 fields (bottom) after residual information is dropped.
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fields is very good in this case. The quality of the third and the fifth predicted field is increased compared to the experiments that did not use residual information after the transmission error (figure 3.4). The prediction without residual information in figure 3.4 looks very blurred after several fields. The use of residual information in figure 4.3 obviously adds new detail to the sequence. New edges appear within the predicted images.

It is even possible to predict ten or more fields when “wrong” residual information is used. The quality of such a long prediction will be strongly increased compared to the case where no residual information is used, but there still will be notable error and the difference to the correct sequence will still increase over time.

In the following experiment one field of a test sequence was predicted without residual. The succeeding \( k - 1 \) fields were predicted by using “wrong” residual information. After that cross-fading to the error-free sequence was performed. Table 4.2 summarises the results. The evaluation was done as in section 4.2.

<table>
<thead>
<tr>
<th>cross-fade duration ( l )</th>
<th>predicted frames ( k ) before cross-fade</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (none)</td>
<td>(1/+(^1) 2/+ 2/(\circ) 3/(\circ) 4/(\circ) 4/(\circ))</td>
</tr>
<tr>
<td></td>
<td>1/+ 2/+ 2/+ 3/+ 4/+</td>
</tr>
<tr>
<td>1</td>
<td>1/+ 2/+ 2/+ 3/+ 4/+</td>
</tr>
<tr>
<td>3</td>
<td>2/+ 2/+ 3/+ 4/+ 4/+</td>
</tr>
<tr>
<td>5</td>
<td>2/+ 2/+ 3/+ 4/+ 4/+</td>
</tr>
</tbody>
</table>

\(^1\) same as section 4.2

Table 4.2: Perceived quality of a test sequence depending on the number of predicted fields \( k \) and the cross-fade duration \( l \) where residual information is dropped only for the first predicted field

The results are generally better than those in section 4.2 where no residual information was used, especially for \( k = 3 \) and \( k = 5 \) predicted fields. The “flashing” effect caused by the temporal discontinuity is not a problem in this experiment. It turns out that the residual information adds edges at correct positions to the predicted image, although the prediction is based on incorrectly decoded fields.

The proposed blending scheme (cross-fade three fields if more than two fields needed to be predicted) works fine in this experiment. The cross-fading algorithm is able to conceal the temporal discontinuity even after ten predicted fields.

Other experiments were performed to see if wrong residual information is still helpful after three or five purely predicted fields, i.e. longer transmission interruptions. It turned out that in this case the overall quality could not be improved except for very long predictions (more than ten fields). If the wrong residual information is included...
after several purely predicted fields, suddenly new edges are added to the sequence at unexpected positions. This deteriorates the predicted sequence more than being helpful and increases the “flashing” impression because of new temporal discontinuity.

There might be problems if wrong residual information is used immediately after a scene change. In this case, the state of the decoder could be considerably different from the coder. It has not been investigated whether it is helpful to use residual information in this case.

### 4.4 Automatic Abort of Cross-Fading

In section 4.2 it turned out that the proposed cross-fading algorithm should not be used in certain situations. Problems occurred especially when there was a global or local displacement of the predicted sequence to the error-free sequence. In those cases cross-fading is not able to reduce the discontinuity, but distinctly decreases the perceived quality. Therefore an algorithm that detects whether the decoder should cross-fade a certain sequence would be helpful.

A displacement of the predicted sequence is likely to cause a high per-pixel difference to the correctly decoded sequences. Therefore it should be possible to use the RMS difference between those two sequences as a measure to decide whether to cross-fade.

Figure 4.4 shows the RMS difference of the predicted fields to the correctly decoded sequence in some experiments. In addition to the RMS difference, the mean absolute difference as seen in figure 4.5 is also investigated. Sequence A refers to a typical example where the proposed cross-fading algorithm produces good results, as described in section 4.2. Sequence B means the sequence of figure 4.2 where cross-fading deteriorated the overall quality. The third graph results from an experiment where wrong residual information was used after one purely predicted field according to section 4.3. Field 1 refers to the first predicted field after residual information is lost.

It is obvious that the difference increases very steeply at sequence B which performed bad with cross-fading. On the other hand, the sequence which uses wrong residual information rises slowly compared to the other examples. There was almost no temporal discontinuity in this case. This verifies the assumption that the presented difference measures can be used to select cross-fading depending on the sequence.

It is interesting to see that the RMS difference and mean absolute difference are very similar in shape. Both could be used within an algorithm. An advantage of the mean absolute difference is that it needs much less computational effort.

A proposed algorithm would be as follows: After a transmission error the decoder predicts several fields without residual information. As soon as the error-free state can be reconstructed, the decoder calculates the difference between the currently predicted
Figure 4.4: Root mean square difference of the predicted field images after a transmission error to the correctly decoded fields of some example sequences.
Figure 4.5: Mean absolute difference of the predicted field images after a transmission error to the correctly decoded fields of some example sequences.
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Field and the corresponding correctly decoded field. If this difference exceeds a given threshold, the decoder switches immediately to the correctly decoded stream. Otherwise, the current field is cross-faded according to (4.1). This procedure is repeated for each field until the cross-fade is complete or the threshold is exceeded. In other words: the decoder aborts the cross-fading immediately as soon as the (RMS or mean average) difference of the predicted and the original sequence gets too large.

This algorithm was tested on various example sequences. Empirical threshold values were 0.15 in case of the RMS difference and 0.1 in case of the mean absolute difference. These values refer to pixel values in the range from 0 to 1. A RMS difference of 0.15 corresponds to a PSNR of 16.5 dB (see section 2.3 for a definition of the PSNR).

Let us have a look at how the algorithm operates at the examples of figure 4.4 and 4.5. Sequence B reaches the threshold of 0.15 resp. 0.1 after three predicted fields. That means that no cross-fading will take place after three or more predicted fields. This is exactly what we intended for sequence B, where cross-fading does not work. According to the scheme that was proposed earlier in this chapter, we will cross-fade over one field after two predicted fields. Actually this is the sole combination where the decoder will cross-fade this sequence.

In case of sequence A, the decoder stops to cross-fade after seven predicted fields (resp. six predicted fields if using mean average difference). Sequence A represents a typical example where cross-fading should be used to reduce “flashing” effect. The proposed algorithm will allow cross-fading over three fields after at most four predicted fields. After seven or more predicted fields, no cross-fading will be performed at all. However the overall perceived quality decreases quickly after more than five predicted fields, as seen in table 4.1. The more important range up to five predicted fields is handled well by the proposed algorithm.

Temporal discontinuity turned out not to be a problem if residual information is dropped for only one field and continued for the remaining fields of the prediction, as described in section 4.3. In this case considerably more than ten fields can be predicted until the threshold is reached. The proposed algorithm allows blending in all useful cases.

The presented algorithm was tested with several other test sequences too, with reasonable results. It can be concluded that the algorithm is a useful extension to the proposed blending scheme of section 4.2. It will prevent cross-fading when not appropriate in many cases.

The presented algorithm also handles the problem of scene detection. If the scene of the original sequence changes while the transmission is interrupted, the decoder will keep on predicting based on the last received frames, i.e. on the old scene. The decoder switches to the new scene when it reconstructs the error-free state. Cross-fading to conceal discontinuity is not needed in this scenario, it would instead lead to an unwanted cross-
fade between the scenes, adding additional error to the new scene. But as the RMS
difference (resp. mean average difference) between fields of two different scenes is very
large, the cross-fade will be suppressed if the decoder uses the detection mechanism that
is proposed in this section.

4.5 Summary

To overcome the problem of the temporal discontinuity that occurs after a transmission
error when the decoder switches from the predicted stream to the reconstructed error-
free stream, cross-fading can be used. A cross-fade algorithm is discussed. Experiments
show that the proposed algorithm is able to reduce the “flashing” or jolty impression
caused by the temporal discontinuity in many situations.

A blending scheme is suggested that uses no cross-fading if there has been one field
predicted, performs a cross-fade over one field if two fields have been predicted, and uses
a cross-fade over three fields after three or more predicted fields.

Some experiments using “wrong” residual information are discussed, i.e. residual infor-
mation is only dropped for one field. Succeeding fields use residual information from the
coder, even though this residual information is based on the state of the coder, not on
the erroneous state of the decoder.

There are also situations when cross-fading should not be used. If the local or global
displacement caused by the prediction during the lost field gets too large, a cross-fade
is likely to deteriorate the perceived quality. Therefore an algorithm is proposed which
immediately aborts the cross-fade if the difference of the predicted fields to the error-
free state exceeds a given threshold. This algorithm also prevents a cross-fade when the
scene changes while the transmission is interrupted.
Chapter 5
Block Matching Prediction to Remove Temporal Discontinuity

This chapter discusses a different approach to remove the temporal discontinuity which occurs when the decoder switches back to the error-free sequence. This method is based on block matching.

5.1 Idea

We still assume that several fields are lost due to transmission problems and that the decoder replaces those fields by their motion compensated prediction. After a given number of fields, the decoder is able to reconstruct the error-free state, e.g. by evaluating packets that arrive late, and switches back to the correctly decoded sequence.

Chapter 3 concluded that the perceived quality of the decoded sequence suffers from a discontinuity when the decoder switches back. This temporal discontinuity causes a “flashing” or jolty impression. In chapter 4, cross-fading was used to conceal those effects.

In those chapters it turned out that displacements within the predicted field image compared to the error-free image are the main reason for the temporal discontinuity. These may be local displacements if object motion is incorrectly predicted, or a global displacement of the whole image. The displacement is obvious in figure 4.2.

In order to reduce the discontinuity, an algorithm could try to identify the displacement of the predicted image as soon as the correctly decoded image is reconstructed at the decoder. For the next few fields the decoder could shift parts of the image towards the right position, so that a smooth transition is achieved.

Figure 5.1 illustrates this approach. We consider a sequence that contains only one very simple object. Position A is the object position after some predicted fields. B would be the correct position, i.e. where the object should be when the decoder switches to the error-free state.

The suggested algorithm consists of two steps. At first, a displacement vector \( d = (\Delta x, \Delta y) \) is estimated which describes the object motion between the images A and B.
In the second step, the displacement \( d \) is multiplied by a scalar \( \alpha \), where \( 0 < \alpha < 1 \), and used to generate an image where the object has been shifted partially from A towards B. The resulting position in our example would be P1.

The two steps of the algorithm are repeated for a given number of fields. The factor \( \alpha \) is increased at each iteration. The object position at the next field of our example sequence would be P2 if we assume that the predicted image A and the correct image B are unchanged. The object moves towards its correct position, and the discontinuity is suppressed.

Figure 5.2 gives an overview of the processes within the decoder after a transmission error. It shows the field images of an example sequence in chronological order. The images which are output by the decoder are marked with a thick border. The field images on the left side are regularly decoded.

In this example, the two field images B4 and B5 are lost due to a transmission error. The decoder replaces the lost fields by a prediction A4 and A5 without residual information, as described in the previous chapters of this thesis. The correctly decoded fields B4 and B5 are reconstructed as soon as the missing information arrives. Immediately switching back to B6 would cause a discontinuity at the output sequence. Therefore, two fields P6 and P7 are generated to smooth the transition, using the algorithm which is discussed in this chapter. In chapter 4, this smoothing was achieved by cross-fading.
Figure 5.2: Procedure at a transmission error
5.2 Identifying Object Displacements by Block Matching

The description of the algorithm leaves open how the decoder should determine the local displacement between two images A and B. This thesis suggests a method which is based on block matching. The main reason to choose block matching has been the ease of implementation with the given test environment, which already contained some block matching routines.

A typical block matching algorithm selects blocks of a given image as an approximation of the blocks of a reference image, so that the RMS error is minimised. This means that there are two possible approaches in our case. One could select blocks of image B that fit image A, or vice versa. A more detailed discussion of those two approaches follows below.

5.2.1 Forward Estimation

At first we consider the approach in figure 5.3, which will be called “forward estimation” in the following. Image B is divided into blocks of equal size, where a typical block size would be 8 or 16 pixels. For each block of B, a block of image A is chosen that minimises the RMS error to the block of B. The location of the selected block is expressed in terms of the block displacement $d_i$, where $i$ refers to the block number. The selected block of image A is then used to predict image B. Figure 5.3 illustrates the procedure for one block of image B.

![Figure 5.3: Forward estimation: Use blocks of A to predict image B](image)

The block search is limited to a certain search region, which is usually defined as a maximum displacement. There are also block matching algorithms that use interpolation to determine block displacements with sub-pixel accuracy.

Forward estimation uses blocks of image A to generate a prediction of image B. In case of the algorithm in section 5.1, which increases the block displacements from zero to the
estimated value, this means that the sequence starts with image A, but image B is never reached, only its prediction.

The top row of figure 5.5 shows two example images A and B of a test sequence after a transmission interruption for a few fields. Image A has been predicted without residual information. Image B is the image that has been reconstructed. The prediction of B using blocks of A, i.e. the forward estimation approach, is shown on the right side of the bottom row. The reverse estimation, which is described below, is presented, too.

### 5.2.2 Reverse Estimation

The reverse estimation approach just exchanges the images A and B. Now image A is divided into blocks. For each block of A, a block of image B with a displacement $d_i$ is chosen which minimises the RMS error, as depicted in figure 5.4. The selected blocks of B are used to predict image A.

![Figure 5.4: Reverse estimation: Use blocks of B to predict image A](image)

Image A is never reached in case of reverse estimation, only its prediction. The algorithm in section 5.1 now starts at the estimated displacement, i.e. at the prediction of image A. The displacements are decreased over several fields. The sequence ends with image B when a displacement of zero is reached.

The bottom left image of figure 5.5 shows the reverse estimation of A using blocks from image B.

### 5.2.3 Combining Forward and Reverse Approach

We have seen that block matching uses only one of the two images as source for gray values, and therefore the other image cannot be reached. In case of the algorithm of section 5.1, it would be better if the generated sequence started with image A and
Figure 5.5: Two example images and their block matching estimations. Top left: Image A. Top right: Image B. Bottom left: Estimation of image A using blocks from B (reverse estimation). Bottom right: Estimation of image B using blocks from A (forward estimation).
ended exactly in image B. This can be achieved by combining the forward and the reverse estimation approach.

A possible solution would be to start with forward estimation and switch to reverse estimation after a few fields. This would however introduce new discontinuity to the sequence.

In the following we will use a combination of forward and reverse estimation and cross-fading. According to the beginning of this chapter, a scaling factor $\alpha$ is used to scale the block displacements. This $\alpha$ is increased from 0 to 1 over a given number of fields to smooth the transition between the sequences A and B. For each field both a forward and a reverse estimation is generated. A cross-fade similar to the previous chapters is carried out between the two estimations.

$$I_{\text{out}}(n) = (1 - \alpha) \hat{I}_{\text{fwd}}^{(\alpha)}(n) + \alpha \hat{I}_{\text{rev}}^{(1-\alpha)}(n),$$  \hspace{1cm} (5.1)

where $n$ is the field number, $\hat{I}_{\text{fwd}}^{(\alpha)}(n)$ is the forward estimation between the predicted and the correct field image, which is generated with block displacements multiplied by $\alpha$. $\hat{I}_{\text{rev}}^{(1-\alpha)}(n)$ means the reverse estimation, which is generated with block displacements multiplied by $(1 - \alpha)$.

The cross-fading process starts at $\alpha = 0$, which means the field image of sequence A without displaced blocks, and end at $\alpha = 1$, which refers to the unchanged field image of sequence B. Intermediate fields are blended between the two types of estimation.

A drawback of the supposed cross-fading is that two block matching procedure have to be performed for each field during the cross-fade, i.e. the computational effort is doubled. As we will see, computation time is critical with the proposed algorithm.

### 5.2.4 Selection of Block Size and Search Region

Both the block size and the search region need to be selected with the block matching approach (see section 5.2.1).

The search region, i.e. the area of the image which is searched for a given block, should be large in order to identify even large object displacements. If several fields of a sequence have been predicted without residual information, the displacement of fast objects is likely to reach a value of a few tens of pixels. Those objects will only be identified if the search region is large enough.

On the other hand a large search region increases the possibility that “wrong” blocks are selected. This means that the algorithm finds blocks within the search region that minimise the RMS error, but do not belong to the object that we are looking for. In this case the identified block displacement does not describe object motion and therefore cannot be used by the suggested smoothing algorithm.
The maximum search region is limited by the available processing power, too. The computational effort of the block search increases quadratically with the maximum block displacement, if an exhaustive search is used. There are advanced search methods that are much faster [Lun01], but such methods were not tested within this thesis.

Most problems with block matching algorithms are caused by block artifacts. In order to reduce block artifacts, the block size should be kept small. But in our case, a small blocks size will again cause more “wrong” block selections. The extreme example would be a block size of only one pixel, where the algorithm would pick any other pixel within the search region that has a matching gray value. The resulting block displacement will not be related to object motion at all.

Within the following experiments, a block size of 16 by 16 pixels was chosen, with a search region of 16 pixels (maximum block displacement in each direction). With these values, the computation time of a block search for one field image was about half the time that was necessary to decode the image, i.e. the algorithm which is suggested in section 5.2.3 used about the same computational effort as the complete video decoder.

5.3 Experimental results

The block based algorithm has been tested with several video sequences. The assumptions are the same as in the previous chapters. The residual information is dropped for a given number $k$ of fields; those fields are predicted by the decoder using motion compensated prediction. Thereafter the decoder applies the block based algorithm which has been discussed in sections 5.1 and 5.2.3 for a number $l$ of fields, in order to switch back to the error-free sequence.

A typical test sequence is presented in figure 5.6. Four consecutive field images are shown. In this example, $k = 3$ fields have been predicted without residual information. We consider the part of the sequence where the block-based algorithm changes back to the error-free state over $l = 3$ fields.

The top left image of figure 5.6 refers to the first image that is generated based on block matching. An $\alpha$ of 0.25 is used here, i.e. the blocks are only little displaced from their position in the erroneous sequence (cf. equation (5.1)). The resulting image still looks very similar to the erroneous image.

The succeeding field (top right) is halfway to the error-free image, it is generated with $\alpha = 0.5$. Now it is obvious that the image is composed of blocks. The blocks are visible especially in the middle of the image, where most of the local motion is located.

The third generated field uses an $\alpha$ of 0.75 and is already quite close to the corresponding error-free image. There are still visible block artifacts, e.g. in the centre of the image or around the legs of the man who is running in the front. At the bottom right of figure 5.6,
Figure 5.6: Example sequence: changing back from the erroneous to the error-
free sequence using the suggested block matching approach. Top left: First
field that is generated by the algorithm ($\alpha = 0.25$). Top right: Second field
($\alpha = 0.5$). Bottom left: Third field ($\alpha = 0.75$). Bottom right: Error-free
sequence is reached.
the transition to the error-free sequence is complete. The decoder continues with regular decoded field images.

Although the still images may look quite promising, the impression is quite different if the discussed example sequence is played at correct frame rate. The perceived quality is seriously decreased compared to the cross-fade algorithm of chapter 4. The problems are caused by block artifacts which are very obvious in the context of an image sequence. The block edges are literally flashing up.

The annoying block edges can be reduced by a suitable post-processing of the generated image. A number of experiments has been carried out with a simple unidirectional Gaussian lowpass filter. The filtering is applied to complete fields as long as the block-based algorithm is active. No filtering is done in the error-free state. It turned out that a standard deviation of 0.7 pixel is sufficient to conceal visible block edges. Most experiments use a standard deviation of 1 pixel, which further reduces the perceived error caused by block artifacts. The filtered images are noticeably blurred in this case, but this does not affect the overall impression very much.

More sophisticated approaches to conceal block edges are available, too. An example would be filtering which is aware of the local orientation of block edges. However, none of those advanced algorithms have been investigated in this thesis.

The block based approach, which is discussed in this chapter, remains inferior to a simple cross-fade as described in chapter 4 even if the block edges are suppressed. The overall quality is affected by incorrect blocks, i.e. block displacements which do not reflect object motion as described in section 4.1. If the difference between the two images that should be matched is too large, it is likely that no appropriate block is available within the search region. On the one hand the search region could be too small to cover fast motion. On the other hand the changes within a block could be so serious that this block is not recognised at the reference image.

In both cases, a block displacement within the given search region is chosen which minimises the RMS error to the reference image, but does not describe any object motion. Multiplying the displacement by a scaling factor $\alpha$ does not make sense here and will generate blocks that are moving in a completely wrong direction. Such an erroneous block can be seen at the top right image of figure 5.6 at the left should of the person in the foreground. This block causes a very obvious error.

Another important disadvantage of the investigated algorithm is the large computational effort which already has been mentioned in section 5.2.4. The cross-fade algorithm of chapter 4 needs much less computation power.

The question remains whether the idea to reduce temporal discontinuity by identifying and shifting objects, which has been outlined in section 5.1, would perform better if it was not based on block matching but on another algorithm. The block matching approach
fails because the difference between the predicted and the error-free sequence is too large after several fields have been predicted without residual information. The predicted sequence is likely to get distorted after such a long prediction, and the local displacement may reach 50 or more pixels. It is doubtful whether an alternative algorithm will be able to identify object displacements under these circumstances.

5.4 Summary

This chapter presents an alternative algorithm to conceal the temporal discontinuity that is perceived when the decoder switches back to the error-free state after several purely predicted frames. The algorithm is based on the fact that this discontinuity is caused mainly by a displacement of regions of the predicted sequence compared to the error-free sequence. The idea is to determine the displacement and shift the identified regions towards their correct position over a few fields. This should smooth the transition.

A block matching approach is used to identify displaced regions between two images (namely the predicted and the correct image of the current field). This information is used to generate an intermediate image. Common block matching algorithms use only pixel values of one image to generate their output, therefore a method is suggested which combines two block matching procedures in order to include gray values of both reference images into the generated image.

The impact of block size and search region on the proposed algorithm is discussed. A relatively large search region has to be chosen, but this considerably slows down the algorithm.

The suggested algorithm is investigated in experiments with a number of test sequences. It turns out that it basically works, but the perceived quality is seriously decreased by block edges which appear in the generated sequence. Lowpass filtering is used to reduce those block artifacts.

The block based algorithm remains inferior to the cross-fade algorithm of chapter 4 in terms of perceived quality and computational effort, even if block edges are suppressed. This is due to object motion which is not identified correctly at certain blocks. These blocks introduce serious error to the generated sequence.
Chapter 6
Increased Stability Coding

In this chapter, the given video coder is modified so that additional energy of the reference image is included in the residual. This will limit the effects of field losses to the decoder to several fields. This approach is different to other mechanisms described in this thesis. It is meant as a reference to evaluate the performance of those mechanisms.

6.1 Idea

All experiments throughout this thesis are based on the backward video coder which is described in chapter 2. The sole information that the coder transmits is the residual image, which is calculated by subtracting the reference image of each field from its motion compensated prediction. We now modify this coder so that the predicted image is multiplied by a constant $0 < \gamma \leq 1$ before calculating the residual. This multiplication is done, too, when the reconstructed image is calculated from the reconstructed residual and the predicted image. Figure 6.1 exhibits the modified coder. The decoder is changed in the same way.

A factor $\gamma = 1$ would describe the normal mode of operation of the coder, as it is used in the other chapters of this thesis. A multiplication by $\gamma < 1$ artificially increases the prediction error. In this case, the residual image contains additional information of the reference image. A $\gamma = 0$ would mean to transmit the reference image only without any motion compensated prediction.

After transmission errors, a $\gamma < 1$ should cause the decoder to converge towards the error-free state, i.e. the error should decrease over a certain number of fields instead of propagating forever. On the other hand, the quantisation error will be increased because energy is added to the residual image. A $\gamma < 1$ will decrease the PSNR\(^1\) even when the transmission is undisturbed.

As opposed to other algorithms that are discussed within this thesis, the modified decoder will not need to reconstruct information that has been lost in a transmission error. In other chapters we assume that the decoder recalculates the error-free state by using

\(^1\) see section 2.3
packets that arrive late or are retransmitted. No such mechanism is needed here. Actually, there is no need for any dedicated error concealment mechanism in this case. The decoder should start to regain an undisturbed state as soon as residual information is received again.

6.2 Experiments

A number of test sequences has been generated by using the modified coder and decoder as described in section 6.1. It is assumed that a given number $k$ of fields were lost during transmission. The residual images of those fields are set to zero at the decoder. The decoded sequence is evaluated for different combinations of the number of dropped fields $k$ and values of $\gamma$.

Figure 6.2 presents some decoded fields of a typical test sequence. In this case, $k = 7$ fields have been predicted without residual information during a transmission interruption. The upper left of figure 6.2 shows the seventh predicted field. Now the residual information is switched on again. We see how the decoder changes back to the error-free state over several fields. The visible error fades away. After about seven fields (not shown here), there is almost no visible difference to the sequence that would have been decoded in case of no transmission interruption. $\gamma = 0.7$ has been used in this example.

The motion compensated prediction is a highly nonlinear algorithm. It was difficult to anticipate what value would be sufficient for convergence of the decoder. A low $\gamma$ should cause a quick error recovery. On the other hand a low $\gamma$ impairs the coding performance. Therefore the investigation focussed on the question how $\gamma$ should be chosen.
Figure 6.2: Example sequence which shows how the decoder recovers from a transmission interruption. Top left: Last field that has been predicted without residual information. Top right: First field after residual is continued. Top left: Third field. Bottom right: Fifth field.
Within all experiments, $\gamma = 0.7$ provided enough stability to recover from field losses quickly. The results were compared to the experiments in section 4.2, which perform cross-fading after a transmission error. The overall perceived quality is found to be similar to the case where three field cross-fading is used.

There are some noticeable differences to the cross-faded sequences. The decoder with $\gamma = 0.7$ adds new detail to the sequence very soon after the residual information is continued. Figure 6.2 demonstrates that there is a distinct change in the very first field which includes new residual information. It is likely that this sudden change is perceived as a discontinuity, although it takes several more fields until the error has faded away.

Other experiments have been carried out in order to evaluate whether higher values of $\gamma$ can be used. It turned out that $\gamma$ should not be chosen greater than 0.7 to guarantee that the error does not propagate for more than a few fields. A value of $\gamma = 0.85$ was critical with many test sequences. In this case the error was likely to propagate over many fields, the test sequences showed noticeable errors even more than 40 fields after the transmission interruption. Problems showed up especially around the edges of moving objects. Typically, flattering or wavy distortion appeared within the sequence.

### 6.3 Summary

This chapter investigates a modification of the given video coder. The motion compensated prediction is multiplied by a constant $0 < \gamma \leq 1$ before calculating the residual. Under certain conditions this will cause the decoder to converge to the error-free state after transmission errors.

The selection of $\gamma$ is crucial for the ability to recover from errors. The impact of $\gamma$ is investigated on various test sequences. It is concluded that $\gamma \leq 0.7$ should be chosen. In this case, the ability to conceal transmission errors is comparable to the cross-fading algorithm that is discussed in chapter 4. Higher values of $\gamma$ cause an error propagation over many fields.

The suggested modification is a very simple means to add error resilience to the given video coder. No dedicated algorithm to for error concealment is needed, the decoder starts to recover as soon as residual information is received again.

The main drawback of the modified coding is the increased quantisation error, especially if $\gamma$ is chosen considerably smaller than one. The PSNR is increased even when there are no transmission errors. It is also not yet clear whether $\gamma = 0.7$ is sufficient in any situation or even lower values should be necessary.

The discussed approach seems not to be well suited for error concealment with the given coder due to its disadvantages. The algorithm which is discussed in chapter 4 will perform similar without the described problems.
Chapter 7

Summary

This thesis investigates a procedure to conceal lost fields of a coded video sequence. The considered coder uses backward motion compensated prediction, i.e. the prediction is based on previously decoded images. When the residual information of one or more (interlaced) fields is not available due to transmission errors, the decoder assumes the residual to be zero. By doing so, the motion compensated prediction of the decoder replaces the fields which cannot be correctly decoded.

The scenario of the experiments within the scope of this thesis is as follows: The residual information of a certain number of fields gets lost during transmission. Those fields are replaced by their motion compensated prediction at the decoder. After that, the decoder is reset to the error-free state, i.e. as if all previous fields had been correctly decoded. A possible way to achieve this would be to decode information that arrives late or is retransmitted. A typical application would be real-time video transmission over a packet-switched network, where the packets must not exceed a given delay in order to be regularly decoded.

The suggested algorithm is able to replace one lost field without noticeable error, and gives results with tolerable error up to seven dropped fields, depending on the video sequence. The perceived error rapidly increases if more fields need to be predicted. The overall impression of the resulting sequences is decreased by noticeable discontinuity when the decoder switches back from the prediction to the error-free state.

An algorithm is presented which uses cross-fading to reduce the temporal discontinuity. The procedure is the same as above, but now the decoder does not switch immediately from the prediction to the error-free sequence. A cross-fade between the two sequences is performed instead. The duration of the cross-fade is chosen depending on how many fields have been predicted. No cross-fading is used if only one field is lost. A cross-fade over one field is performed after two predicted fields. Cross-fading over three fields is selected after three or more predicted fields. Experiments show that this procedure reduces the “flashing” effects, which are caused by the temporal discontinuity, in many test sequences.

The proposed cross-fade algorithm should not be used in situations where the global
or local displacement of the prediction to the error-free field gets too large. In this case cross-fading deteriorates the perceived quality. Thus an extension to the algorithm is suggested which immediately aborts the cross-fade if the difference of the predicted image to the error-free field exceeds a given threshold.

An alternative approach to conceal the temporal discontinuity is based on block matching. The idea is to determine the displacement of objects in the predicted image to their position in the error-free image. This displacement is used to generate intermediate images in which the objects are shifted towards their correct position. Thus the transition should be smoothed.

It turns out that test sequences which are generated by the block based algorithm suffer from block artifacts. Those artifacts are obvious in the context of an image sequence. A simple lowpass filtering is used to remove block edges, but certain blocks still introduce very obvious error to the generated sequence. These errors occur if the estimated block displacement does not correspond to object motion. Another disadvantage of the block based approach is the high computational effort which is needed for the block search.

Finally, a modification to the coding algorithm is discussed that causes the decoder to converge towards the error-free state after a transmission error. This is achieved by multiplying the motion compensated prediction by a constant lower than 1 before the residual image is calculated. No dedicated error concealment algorithm is needed in this case. This approach is investigated for reference purposes, but it is not recommended for regular coding, as the coding error is increased even if the transmission is undisturbed.

It can be concluded that the motion compensated prediction of a backward video decoder can be used to conceal transmission interruptions. The ability to predict up to seven fields without information from the coder is more than was expected. Two approaches to reducing the discontinuity in the resulting sequences are presented. The first approach, which uses cross-fading, is very simple and gives good results. The second, block-based approach is much more complex, but the results are not satisfying yet. On the other hand, the block-based algorithm may be improved in many ways. Some ideas are outlined in the following chapter.
Chapter 8
Suggestions for Further Research

The results of the block-based algorithm of chapter 5 are not satisfying yet, but there should be a number of approaches to improve the algorithm:

- The block matching could be improved in several ways. The experiments use a very simple post-processing to remove visible block edges. A more sophisticated post-processing should be able to further reduce block artifacts.
  
  The generated test sequences are disturbed by blocks which are moving in “wrong” directions. It should be possible to detect such blocks by analysing the spatial consistency of the block displacements. Block displacements that differ very much from neighbouring blocks could be treated as unreliable and replaced.
  
  The computation time of the block search can be decreased if alternative search algorithms are used, such as a hierarchical search or reduced search strategies [Lun01].

- An optical flow algorithm could be used to estimate the displacement between the sequences. An optical flow algorithm would avoid the problems with artifacts and inherently provide spatial consistency. [BFBB94] reviews various optical flow techniques.

- An alternative approach would be to track displacements between consecutive fields, starting at the last correctly decoded field. The idea is to accumulate the displacements for each field of the purely predicted sequence. The same is done for the reconstructed sequence. The difference of those accumulated displacements should give the displacement between the predicted and the error-free image. The required information is taken from the motion estimation of the decoder.
  
  Unfortunately, there are a number of pitfalls in this approach. The resulting displacement will be irregularly sampled. Displacement vectors may point to the same point, while other regions are not covered by the resulting displacement (similar to the problem of covered background). It will also happen that the displacement exceeds the image boundaries.
  
  When the decoder begins to shift objects towards their correct position, new “incorrect” motion will be introduced to the output sequence. This artificial motion is likely to cause noticeable errors, no matter how good the displacements are es-
estimated. It might also be that objects cross each other while they are shifted to their correct position.

- Maybe the algorithm will give better results if the estimated displacements are considerably smoothed in order to ensure spatial consistency. This would limit the idea of shifting image regions to a coarse level. The algorithm could be even reduced to estimate the global displacement and shift the predicted image globally for a few fields.
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