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Chapter 1

Introduction

The history of cryptography has been an arms race between code makers and code breakers. Today the code makers are far ahead of the code breakers. Anyone with a computer and some knowledge can send and receive encrypted and signed messages, and nobody can decrypt them or produce false signatures within a reasonable time frame. At least not someone limited to using the computers and the publicly known algorithms of today, and limited to attacking the messages themselves rather than exploiting human errors and software bugs, compromising physical security or something similar.

We trust cryptography so much that it now is hard to imagine what a modern society without working cryptography would look like. Code breakers getting ahead in the race tomorrow would not mean the end of civilization, but we would have to rethink much of what we have come to depend on and there would be a lot of changes around us. Not entirely different from the computer problems that were feared to appear on the arrival of the new millennium, but this time making some small bug fixes in old computer code would not be enough, many systems would need to be redesigned completely, and some would simply not be possible anymore.

Nobody knows if the code breakers will be better than the code makers ever again, but some fear that it might happen within years or at least within decades. One threat is the advancement of quantum computers. A quantum computer can solve certain types of problems much faster than a conventional computer. Breaking cryptography is one of those problems, but making more secure codes is not. Quantum computers have been built, but fortunately for the code makers no quantum computer nearly large enough to be usable is expected to be possible to build in the immediate future. The fear that they will exist in the near future is however, even though it may not be well-founded, real. As is the fear that new mathematical tools will make code breaking much easier.

The primary cryptography tools used today are symmetrical encryption, symmetrical authentication, asymmetrical encryption, and digital signatures. In the first two, both the sender and the receiver have a copy of the same secret key. The other two are similar but the sender and the receiver have different related keys, of which only one
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needs to be secret. The difference between encryption and digital signatures/authentication is explained in Chapter 5. Methods of using one secret and one public key was a major breakthrough of cryptography, but all those risk being insecure if the code breakers gain enough computational or algorithmic power. Even worse, the future code breakers would also be able to decrypt old stored encrypted messages. Luckily, the first two cryptography tools have been mathematically proven to be unbreakable if they are done right, so no matter what breakthroughs the future brings us they will still be available. Unfortunately, to do them right requires the secret key to be very large and to be discarded after use. This is quite impractical and seldom done today, and it will be even harder if asymmetrical cryptography is no longer available.

Handling those large keys, especially without asymmetrical cryptography, is today considered too impractical for most people to even consider doing it. This is not very strange considering we have much simpler tools to accomplish the same thing. If those tools disappeared handling those large keys might still be more practical than living without cryptography. All that is needed is a good and fast random number generator, good storage media and trusted couriers. Since the keys are discarded after use, the couriers will need to bring new keys each time nothing is left of the old ones.

Quantum Key Growing is both a fascinating application of quantum mechanics and another way to solve the key distribution problem. By using some quantum mechanical properties of single photons two persons in two different places sharing a small secret key can make that key grow to a larger key, and anyone trying to intercept the key will be detected. Unlike most classical cryptography, QKG makes no assumptions about the computational capacity of the enemy. Instead, the security is based on the enemy being limited by the laws of quantum mechanics.

QKG is also often called Quantum Cryptography or Quantum Key Distribution. These expressions have given rise to the idea that the message to be encrypted or a chosen secret key is sent as quantum information, when in fact the secret key generated is pretty random. The expression Quantum Key Growing is less frequently used but also emphasizes that an initial shared secret key is needed for the process to work, something which is often forgotten in popular scientific explanations of QKG.

The typical key generation rate of QKG systems available today is, according to [1], very low, 1000 bits/s at best and often much lower. This bit rate is far too low to be usable in an unbreakable one-time pad system for most applications. Instead, QKG is often promoted as a way of enhancing the security of classical cryptography like AES through constantly replacing the encryption key with fresh ones from the QKG system. This will of course invalidate any claims of unconditional security, since the encryption will be breakable to an eavesdropper with large enough computing power or good enough algorithms, but it is often argued that this is good enough security.

However, providing good enough security is necessary but not sufficient. It must also be as cheap and good as other ways to achieve the same or better level of security. Chapter 2 compares QKG with the less interesting but old and well-tried method of simply sending the key with a courier.

There are many different ways to implement a QKG system. See [2] for a very good review. This chapter will give a brief description of the basics. A good and detailed de-
1.1. Setup

Whenever cryptography is involved, it is common practice to refer to the sender, receiver and eavesdropper as Alice, Bob and Eve, respectively. If the eavesdropper is allowed to modify messages as well she is sometimes called Mallory, but most of the time, and here, she will be called Eve.

To set up a QKG system Alice and Bob need one quantum channel between them where they can send and receive quantum bits, qubits, from Alice to Bob. The channel is typically an optical fibre carrying single photons with the qubit coded in the photon’s polarization, but many other possibilities exist. In a perfect channel every qubit sent by Alice is received and correctly measured by Bob, to the extent permitted by quantum mechanics, and Bob receives no qubits which Alice has not sent. In practice, such channels don’t exist, and they are not needed. The actual channel used can lose almost all qubits in transit, make Bob think he received qubits never sent by Alice and modify some of the qubits that do go from Alice to Bob. As long as the errors are within some limits QKG will still produce a key that is both shared and secret.

They will also need one classical information channel. The alternatives include but are not limited to the Internet, the same optical fibre used above, and a network cable parallel to the optical fibre. Note that many descriptions describe a system where messages on the classical channel can be eavesdropped but can never be modified by Eve. Such a system merely turns a quantum channel and an unmodifiable channel into a channel safe from eavesdropping. Such unmodifiable channels don’t exist in the real world, and they are not needed. In reality, Eve must be assumed to have complete control over the classical channel as well as the quantum channel. Using message authentication Alice and Bob can detect Eve’s modification attempts with a high probability. Message authentication is the topic of this thesis.

Alice and Bob will also need a shared secret key to begin with. It does not need to be very large at first, the sole purpose of the QKG system is to make this shared key grow by using and discarding small parts of it to produce larger keys. The initial key only needs to be large enough to enable the message authentication needed to create a larger key, which typically would mean being able to authenticate two messages, one from Alice to Bob and one in the other direction. Alice and Bob will also need random number generators, and of course computers.
1.2 Running the system

QKG was first proposed by Charles H. Bennett and Gilles Brassard in the paper [4] in 1984. The protocol they described is now known as BB84. They assumed that the quantum channel was perfect but they did describe how to do message authentication to prevent Eve from modifying messages on the classical channel.

Figure 1.1 is a schematic view of a QKG system using a modern version of the BB84 protocol, including the error correction and privacy amplification that makes it work over imperfect quantum channels. Many other protocols are possible where the quantum channel is used in different ways, which also affects how the sifting is done, but that doesn’t affect the rest of the system. One notable alternative is the Ekert or Einstein-Podolsky-Rosen protocol where Eve has full control over the photon transmitter and Alice and Bob has one photon receiver each. It allows key growing as long as the photon transmitter sends photons from entangled pairs to Alice and Bob. Whenever Eve tries to cheat by e.g. sending non-entangled photons, she is detected and the generated key is discarded.

The QKG process is assumed to work in rounds, where each round consists of first using the quantum channel to transmit some photons and then using the classical channel to perform sifting, error correction, privacy amplification and authentication. During the authentication a piece of the shared key is used and destroyed, but if everything succeeds a larger piece can be added to the shared key.

In the BB84 protocol, the quantum transmission consists of Alice trying to send lots of photons to Bob, where each photon is transmitted in one of two bases, selected by the arrow that goes into the top of the photon transmitter box in figure 1.1. The photon also has one of two values, selected by the arrow that enters the box from the left, giving a total of four possible photon states. For example, the two values in the first base can be represented by horizontal and vertical polarization, while the two values in the second base are represented by +45° and -45° polarization. She stores the values of all photons sent in this round in 1A and remembers the bases until the sifting step.

Bob measures each received photon in a base randomly chosen from the same two bases, selected by the arrow at the top of the photon receiver box in the figure. If he used the same base as Alice and there were no transmission errors, the same value Alice used will come out on the right side of the box in the figure and be a part of 1B. It is important that those random choices are unpredictable. Quantum mechanics says that if Eve doesn’t know the base of the photon she cannot copy a photon and resend it undisturbed. She can try to guess the base, but she has only a 50% chance to be correct, and if she is wrong she will only receive a random value and cannot retransmit the photon to Bob undisturbed. If she introduces enough errors Alice and Bob will get suspicious, but there are always some errors on the channel anyway, so if Eve only makes some measurements the errors she introduces won’t be seen behind the normal noise of the quantum channel. At least in theory she might even replace the optical fibre with a perfect photon channel, which gives her the possibility to introduce as many errors through measurements as the old fibre did by just being imperfect. Exactly what measurements she can make is the subject of much research, but for the
Figure 1.1: BB84 with error correction and privacy amplification
current purposes it is sufficient to know that some information must be assumed to have leaked to her.

After the quantum transmission Alice and Bob will discuss over the classical channel what photons were received by Bob and which bases they both used. The values in $1A$ that Bob never received are discarded, as are the values in both $1A$ and $1B$ where Alice and Bob used different bases. This process is called sifting. When the sifting is done Alice and Bob will have the bit strings $2A$ and $2B$, on average half the size of $1B$ and much smaller than $1A$. Encrypting the sifting messages of one round would need much a much larger key than can be generated in one round, so they must be unencrypted and Eve will learn what bases Alice and Bob used. She will use that information to make better sense of whatever measurements she made on the quantum channel, but it is too late for her to base her measurements on that information. It is therefore important that Alice and Bob makes sure that the sifting is started after the quantum transmission is finished, e.g. by using synchronized clocks or by sending one random message from Alice to Bob, sending another from Bob to Alice and finally a third from Alice to Bob before starting the sifting, and authenticating those messages with the rest of the messages in the end of the round.

If the quantum channel was perfect and Eve didn’t do anything the bit strings $2A$ and $2B$ would be identical. In practice the channel isn’t perfect so the strings are not identical, but they are similar. By using the classical channel they can perform error correction and produce the shorter strings $3A$ and $3B$ which with very high probability are identical. If Eve has measured too much they will with very high probability notice that there are too many errors and abort.

Even though the errors were not alarmingly frequent Eve must be assumed to have made some measurements and will therefore know things about $3A$ and $3B$. Alice and Bob therefore use the classical channel to perform privacy amplification. The result is the even shorter bit strings $4A$ and $4B$ which Eve with very high probability knows very little about. Unfortunately they can not remove her knowledge completely, but it can shrink quite fast for each bit they shorten their shared string with. As long as $4A$ and $4B$ are longer than the authentication keys needed the system will still create keys, but in a slower rate if the created strings are smaller.

After error correction and privacy amplification Alice and Bob have the bit strings $4A$ and $4B$, and with very high probability those strings are both identical and unknown to Eve. At least if Eve has not interfered with their discussions over the classical channel. As an extreme example, Eve might have cut both cables and plugged in her own QKG system on the loose ends, playing the part of Bob when talking to Alice and the part of Alice when talking to Bob. This attack is generally known as a man-in-the-middle attack. But since Eve does not know the key generated previously or, if this is the first round, the key installed with the system, Alice and Bob can perform authentication of vital parts of their previous discussion using their shared key. If the authentication goes well, the generated key is considered secret and is added to the key storages $5A$ and $5B$, ready to be used as authentication key later. The key streams $6A$ and $6B$ can be taken from $5A$ and $5B$ as long as there always is enough left to authenticate the next round. Those key streams are the whole point of the system.
If the authentication fails Eve is assumed to be trying to interfere and the process should be aborted. A complication is the fact that the error correction is not perfect. An error can, with a small probability, sneak through. If that error is in the key used for authentication in a later round, the authentication will fail even without an Eve being present.

If Eve somehow manages to break the security of one round she will know the authentication key for the next round and can break that too. No matter when she starts eavesdropping, if she breaks any round she therefore also breaks all future rounds. This problem might be partly possible to remedy, e.g. by making sure to always mix keys from several previous rounds to produce an authorization key, but research in that field is scarce.
Chapter 2

QKG versus courier

A QKG system produces two identical secret key streams in two different places. A very old and reliable method to do the same thing is to simply have Alice generate a random secret in two copies and let a courier transfer one of them to Bob. Alice and Bob can then continuously read a secret key stream from their two copies while erasing whatever they read from their copies to minimize the risk of someone extracting their key streams later.

A QKG system can theoretically create key streams forever, but the whole courier carried secret will eventually be used and erased. If a never-ending key stream is required, a new courier will need to be sent whenever the last parts of the last secret is about to be used. How often that needs to be done depends on the required bit rate and how much each courier can carry. A famous quote from [5] goes Never underestimate the bandwidth of a station wagon full of tapes hurtling down the highway, often updated to more modern conditions as Never underestimate the bandwidth of a 747 filled with DVDs. However, with the limited range and bit rate of QKG systems, a courier carrying a hard disk by foot is enough to provide serious competition.

A courier is also needed for both the initial key and the QKG device in the QKG case. The difference in the pure courier method is that the initial key is made much larger and the device is neither transferred nor used. This chapter provides a comparison between a QKG system and a courier system.

2.1 Manufacturing and transferring

In both a QKG system and a courier system Alice needs to generate a random key to be copied and transferred to Bob. The courier system needs a larger key initially, which is a disadvantage. On the other hand, no QKG device needs to be manufactured and transferred. In addition, the amount of random data a QKG system needs when running is many times greater than the key it can produce, so the total amount of random data needed is much smaller in the courier case, but it needs to be available earlier.
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The company IdQuantique which sells QKG systems also offers PCI card quantum random number generators capable of providing a 16 Mbit/s stream of random data to a normal computer, but much faster alternatives will surely surface if there is a high demand for them. An alternative to buying a random number generator is to buy the random numbers themselves. Companies may specialize in continuously manufacturing random secrets and selling them to customers. These companies would need to be trusted to not store copies of the secrets they generate and sell them to Eve, but even random number generators can, in theory, be manufactured to return a predictable number sequence so their manufacturers would also need to be trusted. When buying random numbers instead of random number generators, needing the random numbers early is no disadvantage since the sellers can be expected to have pregenerated numbers available. In any case, XORing the secrets from two or more companies makes the result secret even if only one of them is honest.

To transfer the initial key and device for the QKG system and the whole key in the courier system a trusted courier is needed. There is not much difference between a QKG system and a pure courier system in this step. In both cases, if Eve persuades or bribes the courier to show her or let her modify the key, Eve has won. The fact that the courier key is larger makes little difference. Eve will also win if she manages to rebuild the device, e.g. to include a backdoor accessible via radio or one of the channels, without Bob noticing. In both cases the trust in the courier can be enhanced with physical seals. The keys can also be made more safe by sending several different keys with different couriers and XORing the keys with each other to produce the real key. Eve will have to succeed in bribing every courier to get the key. However, they can’t XOR physical devices, so Alice and Bob will have to set up and maintain as many QKG systems as they want couriers.

### 2.2 Unconditional security

QKG is often said to provide unconditional security. The security of most conventional cryptography is conditioned on the assumption that Eve’s computational power and algorithms are limited. The security of QKG is not, hence the use of the term unconditional. This does not mean that the security of QKG is absolute or perfect. There exists many threats to a QKG system but, just as with a courier system, Eve having access to fast computers isn’t one of them.

If the quantum channel is an optical fibre, Eve might be able to send light into the fibre to Alice’s or Bob’s device and gain information about the random settings from the reflected light. This attack is called a Trojan horse attack and QKG manufacturers do their best to protect their devices. Unfortunately, a perfect protection seems unlikely.

The classical channel is not without hazards either. In a typical scenario it is a network cable connecting two computers. The possibilities of cracking a computer if having access to a network cable are quite a few. Bugs in the computer software or in

---

1Not to be confused with what is usually called a Trojan horse attack in computer security.
the network card might allow Eve to sneak by just sending the right information. By altering voltage levels she might be able to trigger just the right hardware failure that allows her full access. Even though the channel is built to be as secure as possible, perfect security is unattainable.

There are many other things that Eve can do that have a small but non-zero chance of succeeding. She can make many measurements on the quantum communication. If she is very lucky she will go undetected. She can also try to guess the authentication tags. The probability of her succeeding can be made very small, but it will always be there.

These examples have no counterpart in the courier system. There just is no communication necessary between Alice and Bob when their keys have been distributed. Lots of other attacks are still possible of course, such as infiltrating the building or bribing personnel, but those attacks are similar no matter what system is used.

2.3 Denial of Service attacks

The strength of QKG is that Alice and Bob can detect that Eve is attempting to intercept the key they are growing and allows them to abort. It does not guarantee that they can grow their key, and Eve can stop the key growing process at will. She might just cut the cables or she might deliberately make failed attempts to intercept, but Alice and Bob will not be able to grow their key when Eve won’t let them. In reality, complicated systems tend to break even without deliberate sabotage so the key may stop growing even without Eve. The courier-only system does not have the problem of these kinds of deliberate Denial of Service attacks, and spontaneous failures should be far more rare due to the simplicty of the system. Other kinds of Denial of Service attacks are still possible, such as anything that physically destroys Alice’s or Bob’s device, but those attacks work on both the QKG system and the courier system.

2.4 Mobility

In the courier-only system Alice and Bob may move around freely and bring their keys. The QKG system is more stationary. It is hard to move devices connected through an underground cable. They must also be very close together, typically less than 100 km, and the bit rate decreases exponentially with the distance.

2.5 Time and price

A courier transmitted key can be used all at once or a little bit at a time, but when the whole key is used a new courier needs to be sent. A QKG generated key can not be used faster than it is generated, but it will in theory continue forever.

A 400 GB hard disk can today (2005) be bought for around 250 Euro. We can use one of those to store the courier key. If we use the high key rate of 1000 bits/s from
a QKG system can be replaced with this courier-delivered key and run for over 100 years before another courier needs to be sent. The prices of commercial QKG systems are unknown but are probably several hundred times more expensive than the hard disk. One would think that with such a saving and knowing that it provides better security, a courier delivering a new key once every century can be afforded. Especially since the distance is less than 100 km.

However, if the bit rates of the QKG systems grow faster than the sizes of cheap storage devices the couriers would have to run often enough that the QKG systems are cheaper when the limitations in stability, mobility and distance can be tolerated.

### 2.6 Limited lifetime

A QKG system with a limited lifetime will during that time produce a key as big as its key rate times its lifetime. Any such system can always be replaced by a courier system with a pregenerated key that big. Depending on what the future holds it might not necessarily be more cost effective, but the security is only affected positively. In practice everything can be expected to have a limited lifetime, but in Chapter 7 a weakness is identified that limits the lifetime of a QKG system even in theory. Fortunately, easy solutions to the problem exist and two of them are presented in the same chapter.
Chapter 3

Discrete random variables

3.1 Discrete random variables

For the current purposes it is sufficient to think of a discrete random variable \( X \) as variable with a fixed but unknown integer value larger than or equal to zero. The random variables we will encounter later will be mostly secret keys, messages, and message tags. Our knowledge about the random variable is completely determined by a vector of positive probabilities \( P_X(x) \equiv P(X = x) \), each describing how confident we are that the variable’s value is the specific integer \( x \), adding up to 1. It is often better to talk about uncertainty, or entropy, instead of knowledge. No uncertainty means full knowledge, i.e., 100% probability for one value and 0% for the rest.

An important special case is the random variables for which all non-zero probabilities are equal. These random variables are called uniform random variables. If Alice throws a normal, but perfect, six-sided die and keeps the result secret, the result is to Bob a uniform random variable with six possible values. If Bob had managed to replace Alice’s die with one that is not perfect, the variable would not have been completely uniform. In any case, Alice knows the value so to her it is a random variable with zero uncertainty or entropy.

The range of \( X \) is the set of values \( X \) can have, even those with zero probability, and is denoted \( R(X) \). Even though infinite ranges are possible, we will limit ourselves to random variables with finite ranges. Without loss of generality we will only consider ranges consisting of integers \( \geq 0 \).

The expectation value is denoted \( E(\cdot) \) and can be defined as

\[
E(f(X)) \equiv \sum_{x \in R(X)} P(X = x) f(x).
\] (3.1)

Throughout the rest of this thesis the class of random variables \( Q^n_p \) defined by (3.2) will serve as an illustrative example. The same definition in Python code is available.
as function $Q$ in entropies.py line 54 on page 43:

$$P(Q_n^p = i) \equiv \begin{cases} 
  p & \text{if } i = 0 \\
  \frac{1-p}{n} & \text{if } 1 \leq i \leq n \\
  0 & \text{if } i > n
\end{cases} \tag{3.2}$$

$Q_n^p$ is a uniform random variable with $n$ possible values. If $p$ is large $Q_n^p$ has one very probable and $n$ equally improbable values. Such random variables are rather extreme and will therefore nicely illustrate some somewhat unintuitive situations later.

### 3.2 Dependent random variables

Two random variables $X$ and $Y$ can be related in ways that are unrelated to their internal probability vectors. To completely specify both their respective probability vectors and their relations it is sufficient (and necessary) to (be able to) specify the probability vector of a larger random variable, the concatenation of the two variables, written as $XY$, with probabilities $P(XY = xy) = P(X = x \text{ and } Y = y)$. Observe that neither $XY$ nor $xy$ are products. When the random variables are related in this way the probabilities in their respective smaller probability vectors are called marginal probabilities.

As an example, consider the dependent random variables defined by

$$P(T_1 T_2 = 00) = P(T_1 = 0 \text{ and } T_2 = 0) \equiv \frac{1}{3} \tag{3.3a}$$

$$P(T_1 T_2 = 01) = P(T_1 = 0 \text{ and } T_2 = 1) \equiv \frac{1}{3} \tag{3.3b}$$

$$P(T_1 T_2 = 10) = P(T_1 = 1 \text{ and } T_2 = 0) \equiv \frac{1}{3} \tag{3.3c}$$

$$P(T_1 T_2 = 11) = P(T_1 = 1 \text{ and } T_2 = 1) \equiv 0 \tag{3.3d}$$

which can be seen as the two bits of the uniform random variable with values 0, 1 and 2. Their marginal distributions are

$$P(T_1 = 0) = P(T_2 = 0) = \frac{2}{3} \tag{3.4a}$$

$$P(T_1 = 1) = P(T_2 = 1) = \frac{1}{3}. \tag{3.4b}$$

Given two random variables $X$ and $Y$, when learning that the value of $Y$ is $y$ the probability vector of $X$ can change. If they are dependent $Y$ contains information about $X$ and receiving information changes the probabilities. The new random variable can be denoted $X|Y = y$ and its probability vector is

$$P \left( X|Y = y = x \right) = \frac{P(XY = xy)}{P(Y = y)}. \tag{3.5}$$

This relation is called Bayes’ theorem and is a fundamental part of probability theory, but the notation is unorthodox.

Normally $P(X|Y = y = x)$ is written as $P(X = x|Y = y)$ and is read as the probability that $X$ equals $x$ given that $Y$ equals $y$. Similar notations are used for other
things, most notably for conditional entropy. We will use the unconventional notation exclusively, both to note explicitly that we are working on a new random variable and to bring the implicit hidden expectation value in conditional entropy written the conventional way out into the light. See Chapter 4.4.1 for more details.

Using Bayes’ theorem on the previously defined $T_1$ and $T_2$ yields

$$P \left( T_1 | T_2 = 0 \right) = \frac{P \left( T_1, T_2 = 0 \right)}{P \left( T_2 = 0 \right)} = \frac{1/3}{2/3} = \frac{1}{2} \quad (3.6a)$$

$$P \left( T_1 | T_2 = 1 \right) = \frac{P \left( T_1, T_2 = 1 \right)}{P \left( T_2 = 1 \right)} = \frac{1/3}{1/3} = 1 \quad (3.6b)$$

$$P \left( T_1 | T_2 = 0 \right) = \frac{P \left( T_1, T_2 = 0 \right)}{P \left( T_2 = 1 \right)} = \frac{0}{1/4} = 0 \quad (3.6c)$$

and, because of the symmetry in their definition, this also holds when $T_1$ and $T_2$ are interchanged.

With more than one random variable it can be necessary to specify the expectation value over just one of them. A natural definition is

$$E_{x \in R(X)} \left( f(x, Y) \right) = \sum_{x \in R(X)} P \left( X = x \right) f(x, Y). \quad (3.7)$$

### 3.3 Jensen’s inequality

There are lots of standard inequalities that are very useful in connection with random variables. We will only need one of them, Jensen’s inequality.

Jensen’s inequality is applicable to convex and concave functions. A function is called convex if it is continuous and the whole line between every two points in its graph lies on or above the graph. If the whole line lies above the graph it is also called strictly convex. A function $f$ is concave\(^1\) or strictly concave if $-f$ is convex or strictly convex. In other words, for all $0 < \lambda < 1$, $x_1$, and $x_2$ holds:

- $f$ is convex: $\lambda f(x_1) + (1-\lambda) f(x_2) \geq f(\lambda x_1 + (1-\lambda) x_2)$ \quad (3.8a)
- $f$ is strictly convex: $\lambda f(x_1) + (1-\lambda) f(x_2) > f(\lambda x_1 + (1-\lambda) x_2)$ \quad (3.8b)
- $f$ is concave: $\lambda f(x_1) + (1-\lambda) f(x_2) \leq f(\lambda x_1 + (1-\lambda) x_2)$ \quad (3.8c)
- $f$ is strictly concave: $\lambda f(x_1) + (1-\lambda) f(x_2) < f(\lambda x_1 + (1-\lambda) x_2)$ \quad (3.8d)

Jensen’s inequality states that if $f$ is a convex or concave function, then for any random variable $X$:

- $f$ is convex: $f(E(X)) \leq E(f(X))$ \quad (3.9a)
- $f$ is concave: $f(E(X)) \geq E(f(X))$ \quad (3.9b)

\(^1\)Sometimes convex is called convex-\(\cup\) and concave is called convex-\(\cap\).
Furthermore, if \( f \) is strictly convex or strictly concave, equality occurs if and only if there is only one value of \( X \) that is assigned a non-zero probability.

For a random variable with only two possible values, Jensen’s inequality just re-states the definition of convexity. Generalizing to arbitrary number of values by induction is pretty straightforward and is explained in many other places.

If \( f \) is convex and has an inverse, an alternative way to express Jensen’s inequality is \( f^{-1}(E(f(X))) \geq E(X) \).
Chapter 4

Entropy

Entropy is an important concept in many fields, and one field where it is extensively used is QKG. This chapter gives a general overview of entropy and presents a generalization of the chain rule of entropy as needed in future chapters. Alternate explanations to most of the contents can be found in many other places, along with lots of other useful bounds and relations. The introductory chapters of [6] are highly recommended.

4.1 Conventions

The function \( f(p) = p \log(p) \) where \( p \) is a probability occurs frequently in connection with entropies. \( \log(0) \) is normally undefined but since \( \lim_{p \to 0} p \log(p) = 0 \) is well-defined we extend the function to zero by continuity.

Another convention we will follow is to let \( \log(\cdot) \) mean the logarithm base 2. We can choose any base, but using base 2 consequently means that everything will be expressed in bits, and people tend to be familiar with bits.

4.2 Shannon entropy

Entropy is a measure of uncertainty regarding a discrete random variable. For many purposes, the Shannon entropy is the only measure needed. Shannon entropy is defined by

\[
H_{\text{Shannon}}(X) \equiv - \sum_{x=0}^{\infty} P(X = x) \log(P(X = x))
\]  

has the unit bits. A Python implementation is available as function shannon_entropy in entropies.py line 15 on page 43.

The Shannon entropy is a fundamental measure in information theory. It was introduced by Claude E. Shannon, now considered the father of information theory, in [7]. Much can be said about its properties, its uniqueness, and its relation with the
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thermodynamical entropy in physics, but we will only scratch a little bit on the surface here. One way of understanding it better is to rewrite the definition as

\[
H_{\text{Shannon}}(X) = E(-\log(P_X(X)))
\]  

(4.2)

where \( P_X(X) \) is the probability ascribed to the value of \( X \) that turns out to be correct. This makes \( P_X(X) \) a discrete random variable, but not necessarily with integer values.

Now it is clear that the Shannon entropy is the expectation value of \(- \log(p)\) where \( p \) is the probability assigned to the measured value of the random variable. \(- \log(p)\) can be interpreted as the needed length, in bits, of a message communicating a measurement that had probability \( p \), which makes the Shannon entropy a measure of the expected message length needed to communicate the measured value of a random variable.

The Shannon entropy of a uniform random variable with \( n \) possible values is

\[
H_{\text{Shannon}}(Q_n^p) = E(-\log(\frac{1}{n})) = \log(n)
\]  

(4.3)

which means that we need \( \log(n) \) bits\(^1\) to communicate one choice from \( n \) different equally likely states.

Without qualifiers, the word entropy and a non-subscripted \( H \) normally refers only to Shannon entropy. However, when dealing with QKG, as well as most other parts of cryptography, this measure is not sufficient. The goal of QKG is to produce a key that is known to both Alice and Bob but to Eve is a random variable with high uncertainty. \(- \log(p)\) is a measure of the uncertainty of a value assigned probability \( p \) and is therefore a measure of the security of that particular value of the key. Shannon entropy measures the expectation value of that security. The dangers of focusing on Shannon entropy alone is highlighted by this theorem:

**Theorem 1.** There exists finite discrete random variables with arbitrarily high Shannon entropy which the chance of guessing at one try is arbitrarily close to 1.

**Proof.** Consider guessing the value of \( Q_n^p \). The guess \( i = 0 \) has chance \( p \) to be correct. The Shannon entropy is

\[
H_{\text{Shannon}}(Q_n^p) = \sum_{i=0}^{n} -p \cdot (Q_n^p = i) \log(P(Q_n^p = i))
\]

\[= -p \log(p) - (1-p) \log(\frac{1-p}{n}) \rightarrow \infty \text{ when } n \rightarrow \infty \quad \forall p < 1 \]  

(4.4)

which completes the proof. \( \square \)

Good security average is not good enough, and Shannon entropy alone is obviously not a sufficient measure of the quality of a key.

\(^1\)Note that if the only channel available can only transmit bits, the value must be rounded up to the nearest whole bit.
4.3 Guessing entropy

Another measure more closely related to the difficulty of guessing the value of a random variable was introduced by Massey in [8]. He did not name it but in [6] it is called guessing entropy. Note, however, that while most other entropies have the unit bits the guessing entropy is measured in units of number of guesses. Without loss of generality we can assume that the values of $X$ are sorted with decreasing probability, in which case the guessing entropy of $X$ is defined as

$$G(X) = \max(R(X)) \sum_{x=0}^{\max(R(X))} P(X=x) (x+1). \quad (4.5)$$

That is, the guessing entropy is simply the average number of guesses needed to guess the value of a random variable using the optimal strategy. The definition formalized to Python code is available as function guessing_entropy in entropies.py line 36 on page 43. We have yet again a measure of average security and similarly to theorem 1 we can write

**Theorem 2.** There exists finite discrete random variables with arbitrarily high Guessing entropy which the chance of guessing at one try is arbitrarily close to 1.

**Proof.** Consider guessing the value of $Q_p^n$, where $p \geq (1-p)/n$ so the values are sorted in decreased probability. The (optimal) guess $i = 0$ has chance $p$ to be correct. The Guessing entropy is

$$G(Q_p^n) = \sum_{i=0}^{n} P(Q_p^n = i) (i+1) = p \cdot 1 + \frac{1-p}{n} \cdot \frac{2 + (n + 1) n}{2}$$

$$\rightarrow \infty \text{ when } n \rightarrow \infty \quad \forall p < 1 \quad (4.6)$$

which completes the proof. \qed

Again we see that good security average is not good enough, and guessing entropy alone is not a sufficient measure of the quality of a key.

4.4 Rényi entropy

A useful generalization of Shannon entropy is the Rényi entropy, which maps an entropy measure $H_\alpha$ pronounced the Rényi entropy of order $\alpha$ to every real number $0 \leq \alpha \leq \infty$. Rényi entropy is, just like Shannon entropy, measured in units of bits.
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Rényi entropies

Figure 4.1: All Rényi entropies for 8 different random variables.

\[ H_\alpha(X) \equiv \frac{1}{1-\alpha} \log \sum_{x \in R(X)} P(X = x)^\alpha \quad \text{if } \alpha \text{ is not } 0 \text{ or } 1 \] (4.7a)

\[ H_0(X) \equiv \lim_{\alpha \to 0} H_\alpha(X) \] (4.7b)

\[ H_1(X) \equiv \lim_{\alpha \to 1} H_\alpha(X) = H_{\text{Shannon}}(X) \] (4.7c)

\[ H_\infty(X) \equiv \lim_{\alpha \to \infty} H_\alpha(X) = -\log \max_{x \in R(X)} P(X = x) \] (4.7d)

The equality in (4.7c) is easy to show using e.g. l’Hospital’s rule. The definition is also available as Python code as function `entropy` in `entropies.py` line 23 on page 43.

An important property of Rényi entropy is that for \( \alpha < \alpha’ \), \( H_\alpha(X) \leq H_{\alpha’}(X) \) for all \( X \), with equality if and only if \( X \) is a uniform random variable. In other words, \( H_\alpha(X) \) is a constant function of \( \alpha \) if \( X \) is uniform and strictly decreasing if not. A full proof is given in [6] and follows quite naturally by writing \( H_\alpha(X) \) in analogy with (4.2) as \(-\log \left( E[P_X(X)^{\alpha-1}] \right)^{\frac{1}{\alpha-1}} \) and using Jensen’s inequality.

Some of these measures have quite natural interpretations. Rényi entropies with higher \( \alpha \) parameter depend more on the probabilities of the more probable values and less on the more improbable ones. \( H_0(X) \) is logarithm of the number of values of \( X \).

2L’Hospital is nowadays often spelled l’Hôpital.
that have non-zero probabilities. Any two random variables with different probability distributions but the same number of values with non-zero probabilities will have the same Rényi entropy of order 0. $H_1(\cdot)$ is the Shannon entropy, in which the actual probabilities are quite important. $H_2(\cdot)$ is often called collision entropy, or just Rényi entropy, and is the negative logarithm of the likelihood of two independent random variables with the same probability distribution to have the same value. More probable values are much more likely to collide and are therefore more visible in the collision entropy than in the Shannon entropy. $H_\infty(\cdot)$ is called min-entropy and is a function of the highest probability only.

The shape of $H_\alpha(X)$ as a function of $\alpha$ for eight different random variables $X$ is shown in figure 4.1.

### 4.4.1 Conditional Rényi entropy

The conditional Shannon entropy for $X$ given $Y$ is conventionally written as $H_1(X|Y)$ and defined by

$$H_1(X|Y) \equiv E_{y \in R(Y)}(H_1(X|Y=y)).$$

It expresses the expected value of the entropy of $X$ after $Y$ is disclosed. The notation clearly hides an implicit expectation value, but since Shannon entropy is an expectation value to begin with, that doesn’t change much. Using equations (4.2) and (3.5) we can write (4.8) more explicitly as

$$E_{y \in R(Y)}(H_1(X|Y=y)) = E_{x,y \in R(XY)} \left(- \frac{P(XY=xy)}{P(Y=y)} \log \left( \frac{P(XY=xy)}{P(Y=y)} \right) \right)$$

which is a single expectation value just like equation (4.2).

Rényi entropies of different order than 1 are not expectation values so things are not quite as simple. In fact, according to [6] there is not even an agreement about a standard definition of conditional Rényi entropy. However, the dominant definition seems to be the same as (4.8) with both $H_1$’s replaced by $H_\alpha$. That definition will be used here but the expectation value will always be explicitly written out. We have seen that averaging security can be dangerous, and it is nice to not hide away something potentially dangerous in the notation.

### 4.4.2 Chain rule of Rényi entropy

With conditional Shannon entropy comes the chain rule of Shannon entropy, equation (4.10b) below. One way to define conditional Rényi entropy is to choose it so the same relation still holds when the Shannon entropies are replaced with Rényi entropies. However, the relation does not hold for the expectation value based definition chosen above so it is clearly a different conditional entropy. Fortunately, that doesn’t stop us from generalizing the chain rule in other ways to something that is useful with general Rényi entropies:
Theorem 3. Let $X$ and $Y$ be arbitrary random variables and $XY$ their concatenation.

\begin{align}
E_{y \in R(Y)}(H_\alpha(X|Y=y)) &\geq H_\alpha(XY) - H_1(Y) \quad \text{if } \alpha > 1 \quad (4.10a) \\
E_{y \in R(Y)}(H_1(X|Y=y)) &\leq H_1(XY) - H_1(Y) \quad (4.10b) \\
E_{y \in R(Y)}(H_\alpha(X|Y=y)) &\leq H_\alpha(XY) - H_1(Y) \quad \text{if } \alpha < 1 \quad (4.10c)
\end{align}

with equality in (4.10a) and (4.10c) if and only if $H_\alpha(X|Y=y) - \log(P(Y=y))$ is constant for all values $y$ of $Y$ that have non-zero probabilities. Note that the rightmost entropies all are Shannon entropies.

**Proof.** Let $p_y$ be the probabilities for the marginal distribution of $Y$, $p_y = P(Y=y)$, and let $q_{yx}$ be the probability that $X=x$ when $Y=y$, $q_{yx} = P(Y=y \text{ and } X=x)/P(Y=y) = P(X|Y=y=x)$. It is easy to see that $P(XY=xy) = p_yq_{yx}$. We begin with the old well-known case $\alpha = 1$ as a warm-up:

\begin{align}
E_{y \in R(Y)}(H_1(X|Y=y)) + H_1(Y) &= - \sum_{y \in R(Y)} p_y \sum_{x \in R(X)} q_{yx} \log(q_{yx}) - \sum_{y \in R(Y)} p_y \log(p_y) \\
&= - \sum_{y \in R(Y)} \sum_{x \in R(X)} q_{yx} p_y \log(q_{yx}) - \sum_{y \in R(Y)} \sum_{x \in R(X)} q_{yx} p_y \log(p_y) \\
&= - \sum_{xy \in R(XY)} p_y q_{yx} \log(p_y q_{yx}) = H_1(XY)
\end{align}

(4.11)

When $\alpha > 1$ we have instead:

\begin{align}
E_{y \in R(Y)}(H_\alpha(X|Y=y)) + H_1(Y) &= \sum_{y \in R(Y)} p_y \frac{1}{1-\alpha} \log \left( \sum_{x \in R(X)} q_{yx}^{\alpha} \right) - \sum_{y \in R(Y)} p_y \log(p_y) \\
&= \sum_{y \in R(Y)} p_y \frac{1}{1-\alpha} \log \left( p_y^{\alpha-1} \sum_{x \in R(X)} q_{yx}^{\alpha} \right) \\
&\geq \frac{1}{1-\alpha} \log \left( \sum_{y \in R(Y)} p_y p_y^{\alpha-1} \sum_{x \in R(X)} q_{yx}^{\alpha} \right) \\
&\geq \frac{1}{1-\alpha} \log \left( \sum_{y \in R(Y)} p_y \sum_{x \in R(X)} q_{yx}^{\alpha} \right) \\
&= \frac{1}{1-\alpha} \log \left( \sum_{xy \in R(XY)} (p_y q_{yx})^{\alpha} \right) = H_\alpha(XY).
\end{align}

(4.12)
The function $\frac{1}{\alpha} \log(\cdot)$ is convex when $\alpha > 1$ so Jensen’s inequality gives us (4.10a). When $\alpha < 1$ the function is concave and we obtain (4.10c). Finally, equality occurs, regardless of whether $\alpha$ is smaller or larger than 1, if and only if $p_y^{\alpha-1} \sum_{x \in R(X)} q_{yx}^\alpha = p_y^{\alpha-1} 2^{(1-\alpha)H_\alpha(X|Y=y)}$ is constant for all $y$, which is equivalent to $H_\alpha(X|Y=y) = \log(P_y)$ being constant.

4.4.3 Spoiling knowledge

When learning something new about a random variable, the Shannon entropy of the variable will decrease or stay equal on average. It is only true on average. Consider $X = Q_{100}^{0.99}$ and a $Y$ that is dependent on $X$ such that $Y = 0$ if $X = 0$ and $Y = 1$ if not. Learning that $Y$ is 1 will increase the Shannon entropy of $X$ from 0.15 to 6.64, but learning that $Y$ is 0 will decrease it to exactly 0. On average, the Shannon entropy will decrease to 0.0664. On average, the Shannon entropy will always decrease for all $X$ and $Y$.

However, that is not true in general for other Rényi entropies. For example, consider $T_1$ and $T_2$ defined in (3.3a). $H_\infty(T_1) = \log(3/2) \approx 0.585$. If $T_2$ turns out to be 1 the entropy of $T_1$ reduces to exactly 0, if not it becomes exactly 1. On average, it will increase to $2/3 > \log(3/2)$.

Side information that increases entropy on average like this was first mentioned in [9] and is called *spoiling knowledge*.

4.4.4 Entropy holism

The Concise Oxford English Dictionary [10] describes holism as *the theory that certain wholes are greater than the sum of their parts*. In a way, random variables normally behave in a holistic way. To specify both $X$ and $Y$ the whole probability vector for $XY$ is needed and the size of $R(XY)$ is the size of $R(X)$ multiplied by the size of $R(Y)$. This is one reason why Shannon chose to primarily use a logarithmic scale in [7]. With a logarithmic scale the multiplications can be treated as sums and the whole is just the sum of the parts. Quoting Shannon: *One feels, for example, that two punched cards should have twice the capacity of one for information storage, and two identical channels twice the capacity of one for transmitting information.*

It should come as no surprise that an important property of Shannon entropy is that the total entropy of a system is never greater than the sum of the parts’ entropies,

$$H_1(XY) = H_1(X) + H_1(Y) - M(X,Y)$$

where $M(X,Y)$ is called the *mutual information of $X$ and $Y$*. It can be defined by this relation and can be shown to be non-negative. There is no Shannon entropy holism. The whole is equal to the sum of the parts minus whatever they share.

---

3 This was published in 1948. Information storage has evolved quite a bit since.
On the other hand, what might come as a surprise is that this is not true in general for other Rényi entropies. There exists $XY$ and $\alpha$ such that

$$H_\alpha(XY) > H_\alpha(X) + H_\alpha(Y).$$  (4.14)

For example, consider $T_1$ and $T_2$ defined in (3.3a) again. $H_\infty(T_1 T_2) = \log(3)$ but $H_\infty(T_1) + H_\infty(T_2) = \log(3/2) + \log(3/2) = \log(9/4) < \log(3)$. This is a case where the whole actually is greater than the sum of the parts.
The two most important areas of cryptography are encryption and authentication – making sure that no one except the legitimate receiver reads the message and making sure that nobody except the legitimate sender writes or modifies it. A typical encryption scenario is Alice wanting to send Bob a secret message, but instead of sending the message directly she sends something that Bob can transform to the real message but which means nothing to anyone else. A typical authentication scenario is Alice sending Bob a message which Bob wants to be sure originates from Alice and nobody else. Alice sends the message as-is but also attaches a tag\(^1\), a few bytes large, which depends on the message. Typically only one tag is valid for each possible message and nobody except Alice and Bob\(^2\), knows beforehand which one. When Bob has received both the message and the tag he can verify that the tag is correct and conclude that the message really originated from Alice, or at least someone with access to Alice’s key, and has not been tampered with on the way to him.

Whenever encryption is explained the one-time pad encryption, commonly referred to as simply OTP, almost always serves as an enlightening example. OTP was co-invented in 1917 by Gilbert Vernam and Major Joseph Mauborgne (see e.g. \cite{11}) and and in the 40’s Claude Shannon proved both that it was unbreakable and that any unbreakable encryption is essentially equivalent to OTP. The encryption is very simple. For Alice to send Bob a message \(m\) they need to share a secret completely random key \(k\), the one-time pad, which needs to be at least as long as the message and must never be reused. Alice simply sends \(m\ XOR \ k\) and Bob calculates \((m\ XOR \ k)\ XOR \ k = m\)\(^3\) OTP is almost never used in practice. There exists many other encryption schemes that

\(^1\)Often called Message Authentication Code, MAC.

\(^2\)In the case of digital signatures, Bob can validate the tag but he can not compute it before he has seen it. With symmetrical message authentication Bob can both calculate and validate the tag.

\(^3\)Many other functions than XOR will also work, but XOR is normally used in examples.
require smaller keys, don’t require a key known by both Alice and Bob and permits reusing of keys. They are all theoretically breakable given enough computation power or maybe good enough algorithms, but are by most regarded secure enough. OTP serves mainly as an example.

Even though OTP is universally known for providing unbreakable encryption, few know that something similar exists for authentication. It was invented in the late 70’s by J. Lawrence Carter and Mark N. Wegman who published their discoveries in [12] and [13]. It is commonly referred to as Wegman-Carter (type) authentication. One can only speculate why it is almost completely unheard of in the popular science, but contributing factors are surely that it is much newer than OTP, that it is much more complicated to explain and that authentication itself is more complicated and often regarded as less interesting. Furthermore, one example of unbreakability is maybe enough for most purposes. On top of that, if something is encrypted with OTP it is impossible to extract any information at all about the message, but with any authentication scheme it is always possible for Eve to produce a random tag and hope it is the correct one for the message she wants to make Bob believe Alice has sent. The best that can be done for authentication is to make the probability that Eve succeeds arbitrarily small, and that is exactly what Wegman-Carter authentication does.

The main problem with OTP is that the required key needs to be at least as long as the message to be encrypted. Wegman-Carter authentication does not share this problem. The keys can be much shorter, in the order of a few bytes. The fact that the required keys can be much shorter than the message to be authenticated is essential for QKG. Each round of a QKG protocol generates a certain amount of shared secret key and requires far more communication which needs to be authenticated. If the key consumed by the authentication process is larger than the generated key we don’t have Quantum Key Growing but Quantum Key Shrinking which would be quite pointless.

Other authentication methods exist where instead of just one tag being sent from Alice to Bob a dialogue is held with several messages going back and forth. They can be more effective in terms of consumed key but are not necessary for QKG and are beyond the scope of this work. This chapter describes unconditionally secure message authentication in the theoretical scenario where Alice and Bob share a completely secret key and wish to transmit an unmodified message through a channel completely controlled by Eve, not necessarily as part of a QKG system. In the next chapter the authentication is made more realistic for a QKG scenario by assuming that the key is not completely secret, and in Chapter 7 everything is put into a QKG context.

5.1 Universal families of hash functions

A very useful tool in cryptography is the concept of cryptographically secure hash functions. Unfortunately, like most cryptography used in the real world they are only secure against what is believed to be practical attacks and can be broken with enough computation power or, if they exist, good enough algorithms. It is impossible to construct an unbreakable cryptographically secure hash function. See e.g. [14] for definitions and
Cryptographically secure hash functions can be used for many things, one of them being message authentication. Although hash functions cannot be unbreakable, message authentication can. A word of warning is in place here regarding terminology. The fundamental building block of the unbreakable Wegman-Carter authentication is called universal families of hash functions, but those hash functions are quite different from the cryptographically secure hash functions mentioned above. They have similarities and both deserve to be called hash functions, but the individual hash functions of Wegman-Carter are not, and need not be, cryptographically secure in the classical sense.

Families of hash functions can be used for many things and many different requirements can be put on them. A system has evolved to express the requirements a family fulfills. For authentication a definition of \( \epsilon \)-almost strongly-universal\(^2\) (\(\epsilon\text{-ASU}^2\)) is sufficient. Wegman and Carter began with a stronger requirement in [12] but the keys needed to be far too big for authentication to be practical. In [13] they showed that by loosening the requirements somewhat the authentication can still be acceptably secure but the required length of the keys shrinks considerably. Although they defined similar requirements and presented an example of an \(\epsilon\)-almost strongly-universal\(^2\) family, they gave it no formal definition. The first formal definition appeared in [15].

**Definition 1.** Let \( \mathcal{M} \) and \( \mathcal{T} \) be finite sets and call functions from \( \mathcal{M} \) to \( \mathcal{T} \) hash functions. Let \( \epsilon \) be a positive real number. A set \( \mathcal{H} \) of hash functions is \(\epsilon\)-almost strongly-universal\(^2\) if the following two conditions are satisfied:

(a) The number of hash functions in \( \mathcal{H} \) that takes an arbitrary \( m_1 \in \mathcal{M} \) to an arbitrary \( t_1 \in \mathcal{T} \) is exactly \( |\mathcal{H}|/|\mathcal{T}| \).

(b) The fraction of those functions that also takes an arbitrary \( m_2 \neq m_1 \) in \( \mathcal{M} \) to an arbitrary \( t_2 \in \mathcal{T} \) (possibly equal to \( t_1 \)) is no more than \( \epsilon \).

Note that it is not possible to have an \( \epsilon < 1/|\mathcal{T}| \). The special case \( \epsilon = 1/|\mathcal{T}| \) was the unnecessarily strong requirement in [12] and those families are simply called strongly universal\(^2\) (\(SU^2\)). In theory \( \epsilon \) can be as large as 1, but in practice the family will not be of much use unless \( \epsilon \) is rather close to \( 1/|\mathcal{T}| \). One example of a 1-almost strongly-universal\(^2\) family is the \( |\mathcal{T}| \) hash functions simply defined as \( h_i(m) = (m + i) \mod |\mathcal{T}| \), where \( \mod \) is the modulo operation from computing, the remainder after division, rather than the modular arithmetic of algebra. The number of hash functions is equal to the number of tags, but a message/tag pair uniquely identifies the hash function which makes the family unsuitable for use in authentication.

Note also that the number of hash functions in the family must be at least \( |\mathcal{T}|/\epsilon \), so the key needed to specify a member of the family must be larger than the generated tag.

A strongly universal\(^2\) family is in computer science often called pairwise independent family of hash functions. When hashing two distinct messages using the same

---

\(^4\)They are sometimes called classes or sets instead of families.
random hash function, the two resulting tags are statistically independent. This is the significance of the number 2 in the subscript. Note that even though a set of random variables are pairwise independent, they are not necessarily mutually independent or even 3-wise independent. In general, a strongly universal\(k\) family is the same thing a \(k\)-wise independent family and means that all sets of \(k\) distinct messages are mapped to statistically independent tags, which is a stronger condition for higher \(k\).

### 5.2 Examples

Wegman and Carter proposed several strongly universal\(2\) families in [12] and one \(2/|\mathcal{S}|\)-almost strongly universal\(2\) in [13]. The hash families of Wegman-Carter are by no means unique or most effective, but since they are the original ones they are both interesting from a historical point of view and are often referenced. Furthermore, they are quite easy to understand and their performance is, although not optimal, good enough for many examples and applications.

One of the families they described is a simple strongly universal\(2\) family they called \(H_1\). Actually, the family is not really strongly universal\(2\). It is however “close” (their quotation marks) and they treat it as if it was strongly universal\(2\). We will do the same.

An implementation of the family is available as function \(H1\) in hashfunctions.py line 85 on page 45. In words, the family of hash functions mapping a message \(0 \leq m < a\) to a tag \(0 \leq t < b\) needs a key consisting of three parts. The first part is any prime number \(p \geq a\) and need not be secret. The other two parts are two secret integers \(0 < q < p\) and \(0 < r < p\). The hash function defined by this key simply maps a message \(m\) to a hash value \(((qm + r) \mod p) \mod b\). As Wegman and Carter write in [13], this can be generalized using all polynomials of degree\(^3\) less than 2 over any Galois field, and if the size of the Galois field is divisible with the number of possible tags the family is strongly universal\(2\). If not, the mapping from the field to a tag, \(\mod b\) above, will favor the lower tags somewhat. In our case the size of the field is always a prime number and larger than the highest message, so unless the tags can be larger than the message the mapping can not be perfect, but will be quite close.

The secret key needed to select a hash function from this family needs to be very big, roughly twice as big as the message to be hashed. A QKG system could never work using this family as authentication. The traffic that needs authentication each round is much larger than the generated key, so the shared secret key would shrink. The next family is not quite as secure but the probability of guessing a tag is at most doubled and the required key size grows much slower than the message size.

This \(2/|\mathcal{S}|\)-almost strongly universal\(2\) family works by picking several hash functions from a much smaller but strongly universal\(2\) family and applying them in a hierarchical manner. Let the smaller family consist of hash functions mapping bit strings of length \(2s\) to bit strings of length \(s\), where \(s\) is slightly larger than the length of the tag we want to produce. Divide the message into substrings of length \(2s\), padding the last

---

\(^3\)Polynomials of higher degree are also possible and usable. When allowing all polynomials of degree less than \(n\) a strongly universal\(n\) family is created.
Figure 5.1: Schematic of the $2/\sigma$-almost strongly universal $2$ family of hash functions described in [13]. Each horizontal box is a bit string of length $s_i$ except the somewhat shorter tag. The subkeys $k_m$ are bit strings long enough to select any hash function from the strongly universal $2$ family used.
substring with zeroes if necessary. Pick a hash function from the small family, apply that function to each of the substrings and concatenate the results. Repeat until only one substring of length $s$ is left, using a new hash function each repetition. Discard the most significant bits that won’t fit into the tag. What is left is the final tag.

One round of hashing halves the length of the message, regardless of its size, but uses only one hash function, and only one small key to pick that hash function. The total key length needed therefore grows with approximately the logarithm of the message length. This means a QKG system can always be designed with large enough rounds to make the key used for authentication acceptably small in comparison to the created shared secret.

For the full details of this family, see either [13] or the Python implementation function $H_{\text{prime}}$ in \texttt{hashfunctions.py} line 123 on page 45. For an implementation using that function together with the strongly universal $2$ from the previous example, see function $H_{\text{prime}}_H1$ in \texttt{hashfunctions.py} line 186 on page 46. A functionally equivalent but more compact implementation of the same function that might be easier to get an overview of, at the expense of not following the Wegman-Carter papers as closely, is available at function $H_{\text{prime}}_H1_{\text{compact}}$ in \texttt{hashfunctions.py} line 214 on page 46.

### 5.3 Authentication

Any $\epsilon$-almost strongly-universal $2$ family of hash functions $\mathcal{H}$ can be used for Wegman-Carter authentication. Suppose Alice and Bob share a secret key $k$ just large enough to select any hash function $h_k \in \mathcal{H}$, $0 \leq k < |\mathcal{H}|$. Alice wants Bob to have the message $m_1 \in \mathcal{M}$ and sends both $m_1$ and $t = h_k(m_1)$. Bob verifies that $t$ really equals $h_k(m_1)$ and accepts the message as authentic if it does. The key $k$ is then discarded and never reused.

Now suppose Eve has control over the channel between Alice and Bob and wants Bob to accept a faked message $m_2 \in \mathcal{M}$. To her the secret key is a random variable $K$ uniform over its whole range $R(K) = [0, |\mathcal{H}|[$. If the key is a random variable, so is the correct tag $T_2 = h_K(m_2)$. The first condition of definition [1] says that if $K$ is uniform over its whole range, so is $T_2$. She can take a guess, but any guess has probability $1/|\mathcal{H}|$ to be correct.

She may also wait until Alice tries to send an authenticated message to Bob, pick up the message and the tag, and make sure Bob never see them. With both $m_1$ and $t_1 = h_K(m_1)$ at her disposal she can, given enough computing power, rule out all keys that do not match and be left with just $1/|\mathcal{H}|$ of the keys to guess from. However, the second condition of definition [1] says that even with this knowledge she has, with $K$ uniform over its whole range, at best the probability $\epsilon$ to guess the correct tag $t_2$ for any $m_2 \neq m_1$.

$\epsilon$ is never smaller than $1/|\mathcal{H}|$ so $\epsilon$ is clearly an upper limit on the probability that Eve makes the right guess and manages to fool Bob into accepting a fake message, at least if Eve knows nothing about the key beforehand.
5.4 Encrypted tags

If the same key is used twice for authentication, the definition of \( \epsilon \)-almost strongly-universal \( \mathcal{F} \) families makes no guarantees about how hard it is to guess the correct tag corresponding to a third message. The keys must therefore never be reused. For each authenticated message, Alice and Bob must sacrifice \( \log(|R(K)|) = \log(|\mathcal{H}|) \) bits of their shared secret. Wegman and Carter describes in chapter 4 in [13] a method of sacrificing only \( \log(|T|) \) bits for each message. Begin by choosing a hash function \( h \) randomly from an \( \epsilon \)-almost strongly-universal \( \mathcal{F} \) family. This hash function will be used for all messages, but the tag is calculated as \( t = h(m) \oplus k \). In other words, the tag is one-time pad encrypted using the one-time pad \( k \) the same size as the tag.

If \( h(\cdot) \) is \( \epsilon \)-almost strongly-universal \( \mathcal{F} \), so is \( h(\cdot) \oplus k \). The key, secret or not, merely reorders the tags which has no effect on definition [1]. Eve’s chance to guess the tag is therefore still limited by \( \epsilon \). The one-time pad encryption makes sure no information about the hash function leaks to Eve, so the hash function can be safely reused an arbitrary number of times as long as new one-time pads are used each time.

To authenticate the first message both a hash function and a one-time pad needs to be chosen so the required key is larger than in the authentication described above. However, each message after the first needs just a key of the same size as the tag, so the average sacrificed key length per message will approach the size of the tag.
Chapter 6

Authentication with partially secret key

In the previous chapter we assumed that Eve had no information on the secret key used in the authentication, i.e., to Eve the key $K$ was a random variable uniform over its whole range. As explained in Section 1.2 that is an unrealistic requirement in QKG. Information leakage in the quantum transmission phase is unavoidable but the damage can be reduced using privacy amplification. Through the privacy amplification process Eve’s knowledge of the key is reduced, but not to exactly zero. As soon as the whole initial key is used Alice and Bob will have to start trusting authentication with a key that is not completely secret. This chapter deals with authentication with a partially secret key in general, while the next chapter puts the results into the context of QKG.

If Eve holds some information about the authentication key, her chance of forgery may be much higher for some messages than others. For example, imagine Alice and Bob are authenticating messages using the second hash family in Section 5.2. Remember that those hash functions works by applying a number of smaller hash functions, each hash function halving the length of the message. If Eve knows the first hash function with certainty but nothing else and sees a valid message/tag pair from Alice, she can divide the message into substrings and change each substring to another that yields the same hash after the first step. No matter what the other hash functions are, the fact that the internal state after the first step is the same guarantees that the same tag is produced. However, if she wants to forge another message she is not helped at all by knowing the first hash function. But that is a weak comfort for Alice and Bob. Their goal was for Bob to verify that exactly the message he received was sent by Alice. No matter how limited Eve’s choices are when choosing a forged message, Alice and Bob have failed if Eve makes any undetected change to the message. To be on the safe side we will consider the possibility of Eve to make an undetected change at all, without being bothered with how happy she is with the choice of message.
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6.1 Active and passive chance of forgery

Eve’s main goal is to make Bob accept a fake message, but her secondary goal is to avoid raising suspicions if she fails. If she has the possibility to first perform passive eavesdropping on the message and tag sent by Alice, and then decide whether she will launch a full-fledged active attack and send a forged message to Bob, it makes sense to divide Eve’s chance of forgery into a passive part and an active part.

We can number the different states that Eve may be in after the eavesdropping phase depending on what message/tag pair she sees, denote the probability that she is in state $i$ with $p_{\text{pas}}^i$ and the probability that an active attack succeeds if she chooses to launch one with $p_{\text{act}}^i$. Her total chance of succeeding is

$$p_{\text{tot}} = \sum_i p_{\text{pas}}^i p_{\text{act}}^i.$$  \hspace{1cm} (6.1)

As long as Eve stays passive she does not risk detection, but if she chooses to make an active attack the chance of success is $p_{\text{act}}^i$ depending on the state she is in. If she fails to guess the tag correctly she is detected when Bob notices that it does not match the message. We will see that this difference between Eve’s total and active chance of forgery is especially important in QKG and in other scenarios where many messages are sent and Eve only needs to forge one of them.

If Eve just needs to forge one message from an infinite stream of messages, she will wait until she after the eavesdropping phase is in the state with highest probability to guess a correct tag. As long as the passive probability for that state is non-zero, the probability that she will sometime reach that state will go to 1 as the number of messages goes to infinity, and Eve’s chance of having forged a message will approach $p_{\text{act}}^{\max}$. If $p_{\text{act}}^{\max}$ is not acceptably small, Alice and Bob must be prepared for the day when Eve succeeds.

6.2 No message/tag pairs seen

Eve doesn’t need to know the whole key to be able to forge a message without any risk of being discovered, even when she cannot see a valid message/tag pair. The key is always larger than the tag and Eve needs only as much information that is contained in the tag. In other words, there are many hash functions that takes a single message to the same tag, and if her uncertainty about the key just makes her incapable of knowing which of those hash functions is used she still knows the correct tag with certainty. On the other hand, any information that just helps her pinpoint the exact hash function within the subsets that maps her message to the same tags is quite worthless.

Fortunately for Eve, what is worthless key information when trying to forge one message need not be when trying to forge another. The first condition of definition 1 states that exactly $|\mathcal{K}|/|\mathcal{T}|$ keys or hash functions take a single message to a single tag. The second condition implies that the grouping of keys is different for each message. A natural upper bound for Eve’s active chance to forge any message is therefore the
sum of probabilities for the $|\mathcal{X}|/|\mathcal{T}|$ most probable keys. The min-entropy of the key, $H_\infty(K)$, is the negative logarithm of the highest probability so if we let $l_K$ denote the key length in bits and $l_T$ the tag length, a somewhat looser but simpler bound is given by

$$p_{\text{act}}^{\text{max}} \leq \frac{|\mathcal{X}|}{|\mathcal{T}|} 2^{-H_\infty(K)} = 2^{l_K - H_\infty(K) - l_T}.$$  \hfill (6.2)

If Eve knows nothing about the key her key (min-)entropy equals the size of the key and chance is bounded by $2^{-l_T}$ as expected.

### 6.3 Encrypted tags

The method of one-time pad encryption of the tag described in (5.4) makes authentication of a constant stream of messages cheap and works fine when completely secret one-time pads are available. However, when the one-time pads are not guaranteed to be completely secret, Eve will learn something about the hash function for each message/tag pair she sees. The information she has about the one-time pad $O_i$ will equal the knowledge she gains about $h$ when she sees $m_i$ and $h(m_i) \text{ XOR } O_i$.

If Eve is unlucky she will only gain information she already had. The exact knowledge of $h$ she gains depends not only on her exact knowledge of $O_i$ but also on $m_i$, so it is very hard to put restrictions only on Eve’s knowledge that guarantees that she does not learn anything new.

All Eve has to do to exploit this weakness is to passively eavesdrop the messages and the encrypted tags and combine that information with whatever she knew about the key initially. We will call the initial key before she has seen the tag $K_0$ and the key it reduces to after the tag $t$ is revealed $K = K_0 | T = t$.

The change of her uncertainty about the key when she sees the tag is quite simple. The $|\mathcal{X}|/|\mathcal{T}|$ keys consistent with the message/tag pair seen are singled out and normalized and the rest are set to 0. A limit for the average Rényi entropy of order 1 or larger of the resulting key is given by theorem [3]

$$E_{t \in R(T)}(H_\alpha(K_0 | T = t)) \geq H_\alpha(K_0) - H_1(T) \geq H_\alpha(K_0) - l_T.$$  \hfill (6.3)

### 6.4 A message/tag pair seen

If Eve sees a message/tag pair from Alice to Bob she is given information about the authentication key, and she will combine that information with whatever she knew about the key initially. We will call the initial key before she has seen the tag $K_0$ and the key it reduces to after the tag $t$ is revealed $K = K_0 | T = t$.

The change of her uncertainty about the key when she sees the tag is quite simple. The $|\mathcal{X}|/|\mathcal{T}|$ keys consistent with the message/tag pair seen are singled out and normalized and the rest are set to 0. A limit for the average Rényi entropy of order 1 or larger of the resulting key is given by theorem [3]

$$E_{t \in R(T)}(H_\alpha(K_0 | T = t)) \geq H_\alpha(K_0) - H_1(T) \geq H_\alpha(K_0) - l_T.$$  \hfill (6.3)
This is only a limit on the expectation value of the entropy, and we have seen several examples of very misleading averages. Fortunately we also have some limits on the individual entropies. They cannot be negative and they cannot be larger than \( l_K - l_T \). These limits will of course apply to the average as well. Combining these limits yields

\[
H_\alpha(K_0) - l_T \leq E(H_\alpha(K)) \leq l_K - l_T
\]

which gives some kind of picture of how the entropies of the final key are distributed. Note that \( H_\alpha(K_0) \) typically will be pretty close to \( l_K \) unless Eve initially knew very much about the authentication key.

### 6.4.1 The problem

If Alice and Bob wish to authenticate a stream of messages and are concerned about Eve’s chances to forge any message in the long run the average value doesn’t matter much. The average entropy might give an idea of the total chance of forgery, but if she gets infinitely many opportunities for an attack, even if she only can make one active attack, only the minimum possible entropy matters.

As an example, suppose Eve receives information that makes one of the keys twice as likely as before, while all other keys still have the same probability as each other. That is, the initial key \( K_0 \) is the random variable \( \tilde{Q}_{\frac{2}{|H|}-1} \). Since the highest probability has doubled, the min-entropy of the key is reduced by exactly 1 bit. When she sees a message/tag pair she will rule out all but the \( \frac{2}{|H|} \) keys consistent with the pair. If the more probable key is not among those left, the entropy of the resulting key \( K \) will be maximal, \( l_K - l_T \), since she has no information about those keys. If the more probable key is among those left, the new maximal probability is given by renormalizing the probability \( \frac{2}{|H|} \).

\[
\max_{k \in \mathcal{R}(K)} P(K = k) = \frac{2}{|H|} + \left(\frac{|H|}{|T|} - 1\right) \left(1 - \frac{2}{|H|}\right) \approx \frac{2}{2 + \left(\frac{|H|}{|T|} - 1\right)} \approx \frac{2}{|H|} \quad (6.5)
\]

The probability of the most likely key is still approximately twice as high as if Eve had no information at all, which like before means her min-entropy is reduced by 1 bit. Thus, in this case 1 bit of reduced min-entropy in the initial key gives Eve normally no information about the final key and sometimes approximately 1 bit of reduced min-entropy of the final key. The message in the message-tag pair does not matter in this case. Eve’s maximum active chance of forgery is just doubled.

As another example, suppose Eve’s knowledge of the initial key \( K_0 \) is that out of the \( |H| \) possible keys, she has a list of \( \frac{|H|}{|T|} - 1 \) keys that she knows are not the real one. Furthermore, all those keys select hash functions that take Alice’s message to the same tag.
The entropy for this key is very close to the entropy of a completely unknown key, which is the same thing as the length of the key. Since the distribution is uniform the Rényi entropy does not depend on $\alpha$ so we have for any $\alpha$

$$l_K - H_\alpha(K_0) = \log(|H|) - \log(|H| - |c| + 1)$$

$$= -\log(1 - \frac{1}{|H|} + \frac{1}{|c|}) < \frac{1}{|c| \ln(2)} - \frac{1}{|H| \ln(2)} < \frac{1}{|c| \ln(2)}$$

which is pretty small. A realistic tag size might be 32 bits, which would mean that the entropy is reduced with less than four billionths of a bit. Nevertheless, if the tag Alice sends is the right one, Eve will know the key with total certainty and $H_\alpha(K) = 0$. The chance of that tag being the right one is just one in $|H| - |c| + 1$ and for any other tag Eve has no use for her prior information, so the average entropy will still be very close to $l_K - l_T$, as is required by (6.4).

Eve’s active chance of forgery is exactly 1 in this case. If the message is changed to one where the $|c|/|H| - 1$ keys with 0 probability instead are spread out as evenly as possible over the $|c|$ tags, Eve’s entropy for the final key is independent of both the
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tag and \( \alpha \) and is bounded by

\[
H_\alpha(K) \geq \log \left( \frac{|\mathcal{H}|}{|\mathcal{T}|^2} \right) - \log \left( \frac{|\mathcal{F}|}{|\mathcal{T}|} \right) = \log \left( \frac{|\mathcal{H}|}{|\mathcal{T}|} \right) + \log \left( 1 - \frac{1}{|\mathcal{T}|} \right) =
\]

\[
l_K - l_T + \log(1 - \frac{1}{|\mathcal{T}|}) > l_K - l_T - \frac{1}{|\mathcal{T}| \ln(2)}
\]

(6.7)

which leaves her maximum active chance of forgery pretty much unaffected when Alice sends this particular message.

6.4.2 The solution

We have seen that simply sending a tag along with each message to prove authenticity does not work in the long run if Eve has a small but non-zero knowledge of the authentication key used. However, only minor adjustments are needed to make Eve’s active chance of forgery equal to her passive chance, and therefore makes her chances of successful forgery before being detected equal to her maximum total chance of forgery.

One theoretical solution is for Alice and Bob to have synchronized clocks and agree before each message at which time the message should arrive. At that time Alice will send the message, wait for a time interval longer than the precisions of their clocks, and send the tag. Eve will not know if she will be able to forge a message/tag pair before she sees the real tag, but by then it will be too late to change the message. Keeping the clocks synchronized and agreeing upon fixed times for messages seem kind of problematic though, so this is probably not a good idea.

A simpler solution that does not need clocks is for Alice to send the message to Bob, who replies with a random fix-sized temporary bit string, called the salt, which Eve must not be able to guess before she sees it. Alice calculates a tag based on the concatenation of the message and the salt and sends that tag to Bob. Before Eve has seen the tag she will not know if she will be able to forge a message/salt/tag triplet, and she will not see the tag before she sends the salt to Alice. Since she cannot send fake salt to Alice and be sure to get away with it before she has seen the real tag, she can either send the real message to Bob and fail but stay undetected or send Alice faked salt and Bob a faked message and with only a very small probability be able to send Bob the right tag. With almost certainty the tag she receives from Alice won’t give her enough information so she will probably get caught. This solution requires slightly more time for Alice and Bob to communicate and, since the message to be authenticated now includes the salt, a slightly larger authentication key.
Figure 6.2: Two different solutions. In both versions Eve is forced to launch her attack before she knows if she will succeed and can therefore, with very high probability, never launch an attack undetected. $m_n \parallel s_n$ is the concatenation of the message and the salt.
Chapter 7

Authentication in QKG

As we saw in Section 2.6, a QKG system with a limited lifetime can only generate a limited amount of shared secret key and can be replaced with a pregenerated courier delivered shared key with increased security. Some of the messages of each round need to be authenticated and once the initial key is used a key generated in previous rounds needs to be used. Section 1.2 explains why Eve will have a small but non-zero amount of information about that key.

In Chapter 6 the method of encrypting the authentication tags proposed by Wegman and Carter is shown to be unsuitable when completely secret keys are not available. Using that method in a QKG system would each round give Eve more knowledge about the hash function, which would limit the lifetime of the system to the time when she is expected to know enough to launch an attack.

Chapter 4 gave many examples of the dangers of good security only on average. Chapter 6 reveals that even if Eve initially has very little information about the authentication key, when she has seen Alice’s message/tag pair only the expectation value of her knowledge is bounded. If we assume that the authentication tag is sent along with the message and that Eve only needs to forge one message to gain enough power over the key growing process to be able to forge the next message, the risk that Eve is in control of the QKG system will increase for each round and approach unity without Eve ever risking being detected. This would put a theoretical limit to the lifetime of the system.

Fortunately simple solutions exist and two of them are also presented in Chapter 6. They both force Eve to make her attack before she knows that it will succeed by making sure Alice will not send the authentication tag until either Bob has received the message or Eve has done something that would reveal her if she cannot produce the correct tag for her forged message. A QKG system might already have similar properties since a round normally consists of a dialogue of several messages and an authentication tag for all of them at the very end of the round. Whether that is enough to keep the system secure depends on the details of the system, but implementing one of the solutions is cheap and requires no deep analysis of the system.
Finally note that the proposed solutions only makes the authentication secure if Eve’s initial knowledge of the key is limited. If the privacy amplification only limits her *average* knowledge of the authentication key, she will eventually know enough of the key to safely launch an attack regardless of the details of the authentication process.
Appendix A

Source code

```python
#!/usr/bin/env python
# -*- coding: iso-8859-1 -*-
from __future__ import division
from math import *

# Yes, this is a quite ugly way to get an infinity constant, but it
# works, and we really just get an IEEE 754 floating point infinity
# constant. Module fpconst should solve the problem.
infty = 1e3000000000000000

def log2(x):
    return log(x, 2)

def shannon_entropy(l):
    """Return the Shannon entropy of random variable with probability
    vector l."""
    return sum([-p*log2(p) for p in l if p > 0])

def min_entropy(l):
    """Return the min-entropy of random variable with probability
    vector l."""
    return -log2(max(l))

def entropy(l, alpha=1):
    """Return the Rényi entropy of order alpha of random variable with
    probability vector l."""
    if abs(alpha - 1) < 10**-10:
        return shannon_entropy(l)
    elif alpha == infty:
        return min_entropy(l)
    try:
        # "if p>0" saves us from 0**0 trouble.
        return log2(sum([p**float(alpha) for p in l if p>0])/(1-alpha))
    except (ZeroDivisionError, OverflowError):
        return min_entropy(l)

def guessing_entropy(l):
    """Return the Shannon entropy of random variable with probability
    vector l."""
    tmp = l[:]
    if tmp > 0:
        tmp.sort() # Highest probability first.
        return sum([p*i for (i,p) in enumerate(l)]) + 1

def normalize_inplace(l):
    """Normalize a probability vector in-place."""
    s = sum(l)
    for l, p in enumerate(l):
        l[i] = p/s

def normalize(l):
    """Return a normalized probability vector."""
    s = sum(l)
    return [p/s for p in l]

c(p, n):
    return [p|+(1-p)/n]*n
```

Cederlöf, 2005.
#!/usr/bin/env python
# -*- coding: iso-8859-1 -*-
from __future__ import division
from math import *
import Crypto.Util.number as cn

def log2(x):
    return log(x, 2)

def logint(x, base, __cache=[(8, 2), 3]):
    "Return int(ceil(log(x, base))) without rounding errors."
    "Rounding error example:"
    ">>> log(2**96, 2**12)"
    if (x, base) == __cache[0]:
        return __cache[1]
    c = int(ceil(log(x, base))) # This works most of the time.
    while x > base**c:
        c += 1 # If not, this will fix it.
    while x <= base**(c-1):
        c -= 1 # Or this.
    __cache[:] = (x, base), c
    return c

def istwopower(x, __cache={}):
    c = __cache.get(x)
    if c is not None:
        return c
    c = 0L # This must be a long, or 1<<c will lose bits.
    while x > 1<<c:
        c += 1
    if x != 1<<c:
        return None
    __cache[x] = c
    return c

def int2list(x, xmax=None, s=256):
    """Return the integer x as a little-endian list of bytes with s states each. s is the number of states, not the number of bits.
    If xmax is given, the returned list will be large enough to contain xmax-1."""
    if xmax is None:
        xmax = x+1
    assert 0 <= x < xmax
    l = [0] * logint(xmax, s)
    c = istwopower(s)
    if c is None:
        for i in xrange(len(l)):
            l[i] = int(x%s)
            x = x//s
    else:
        # s is exactly 2**c==1<<c so we can optimize somewhat.
        mask = (1<<c)-1
        for i in xrange(len(l)):
            l[i] = int(x&mask)
            x = x>>c
    return l

def list2int(l, s=256):
    """Return list interpreted as a little-endian list of bytes with s states each. s is the number of states, not the number of bits."""
    while len(l) > 1:
        l[-2] += l[-1]*s
        del l[-1]
    return l[0]

def nextprime(begin=1, __cache=[7,7]):
    """Return the lowest prime >= begin."""
    if begin == __cache[0]:
        return __cache[1]
    n = begin
    if not n%2: n+=1
    while not cn.isPrime(long(n)):
        n += 2
    __cache[:] = begin, n
    return int(n)
# The following functions were first described by J. Lawrence Carter
# and Mark N. Wegman in their papers "Universal Classes of hash
# Functions" (1979) and "New hash functions and their use in
# authentication and set equality" (1981).
# All functions try to follow the Wegman-Carter papers as closely as
# possible and all quotes are from the papers.

def H1(a, b, key=None):
    r"""Return a member of the hash family H_1 from Wegman-Carter 1979
    Inputs:
    a -- Number of input states
    b -- Number of output states
    key -- a tuple (p, m, n):
        p -- A (non-secret) prime larger than or equal to a
        q -- Half of the secret key, 0 < q < p
        r -- Half of the secret key, 0 <= r < p
    Output:
    Normal mode:
    A hash function mapping range(a) to range(b)
    Parameter mode:
    If H1 is called with no key, the smallest possible p is
    returned to ease construction of a key.
    ""
    if key is None:
        return nextprime(a)
    p, q, r = key
    assert a > b and p >= a and 0 < q < p and 0 <= r < p

def g(x):
    # "A natural choice for g is the residue modulo b."
    return x % b

def h(m):
    return (q * m + r) % p

def f(m):
    # Docstring is set below
    assert 0 <= m < a
    return g(h(m))
    f.__doc__ = r"""This is a hash function from the hash family H_1 from
    Wegman-Carter 1979 using the key %s.
    Inputs:
    m -- The integer to be hashed in range(%d)
    Output:
    A hash value in range(%d)"

    % (str(key), a, b)
    return f

def Hprime(aprime, bprime, flist=None):
    r"""Return a member of the hash family H' from Wegman-Carter 1980
    Inputs:
    aprime -- Number of input bits
    bprime -- Number of output states
    flist -- A sequence of secret hash functions
    Output:
    Normal mode:
    A hash function mapping range(2**aprime) to range(2**bprime)
    Parameter mode:
    Hprime needs a sequence flist of hash functions from a
    universal_2 family. The number of functions, input states and
    output states are dependent on the inner workings of Hprime
    and need not be exposed to the outside. Instead, if Hprime is
    called without flist those specifications are returned as a
tuple (a, b, len_f):
        a -- Number of input states of each hash function
        b -- Number of output states of each hash function
        len_f -- Number of hash functions in flist
    ""
    s = bprime + int(ceil(log2(log2(aprime))))
    # "Let H be some strongly universal_2 class of functions which map
    # bit strings of length 2s to ones of length s"
    a = 2**(2 * s)
    b = 2**(s)
    # The "or 1" is needed because the length calculation in W-C-80
    # doesn't account for the extra padding when the message is
    # smaller than a from the beginning.
    len_f = int(ceil(log2(ceil(aprime / a)))) or 1
    if flist is None:
        return (a, b, len_f)
    assert len(flist) == len_f
    def f(substrings, hashfunction):
        # Apply hashfunction to all substrings and concatenate pairwise
for i in range(len(substrings)//2):
    substrings[i:i+2] = [hashfunction(substrings[i]) + hashfunction(substrings[i+1]) * 2**s]
if len(substrings)%2:
    substrings[-1] = hashfunction(substrings[-1])

def fprime(m):
    # Docstring is set below
    assert 0 <= m < 2**aprime
    # "The message is broken into substrings of length 2s."
    substrings = int2list(m, xmax=2**aprime, s=2**(2*s))
    for i in flist[:-1]:
        assert len(substrings) > 1
        f(substrings, f_i)
    # "This process is repeated using f_2,f_3,... until only one
    # substring of length s is left."
    assert len(substrings) == 1
    substring = flist[-1](substrings[0])
    assert 0 <= substring < 2**s
    # "The tag is the low-order b' bits of this substring."
    return substring % 2**bprime
fprime.__doc__ = "This is a hash function from the hash family H'
" "from Wegman-Carter 1980.
" Inputs:
" m -- A %d bit integer to be hashed
" Output:
" A %d bit hash value\n" % (aprime, bprime)
return fprime

def Hprime_H1(aprime, bprime, key=None):
    # Get key parameters
    a, b, len_f = Hprime(aprime, bprime)
    p = H1(a, b)
    maxkey = (p-1)*p**len_f
    if key is None:
        return maxkey
    assert 0 <= key < maxkey
    flist = []
    for thiskey in int2list(key, xmax=maxkey, s=(p-1)*p):
        q, r = divmod(thiskey, p)
        q += 1
        flist.append(H1(a, b, (p, q, r)))
    return Hprime(aprime, bprime, flist)

def Hprime_H1_compact(aprime, bprime, key=None):
    # A more compact implementation of Wegman-Carter 1980 with H1
    from W-C 1979.
    # The functions above are written to mimic the language of
    # Wegman-Carter as much as possible. Sometimes it might be easier to
    # understand a more compact language. This code should do exactly
    # the same as the one above, but in far less lines and with no error
    # checking. It is approximately three times faster than Hprime_H1().
    s = bprime + int(cell(log2(log2(aprime))))
    p = nextprime(2**(2*s))
    len_f = int(cell(log2(cell(aprime)/s))) or 1
    maxkey = (p-1)**s
    return Hprime(aprime, bprime, flist)
if key is None:
    return maxkey

keys = []
for thiskey in int2list(key, xmax=maxkey, s=(p-1)*p):
    q, r = divmod(thiskey, p)
    q += 1
    keys.append( (q, r) )

def fprime(m):
    "This is a hash function returned by Hprime_H1_compact()."
    substrings = int2list(m, xmax=2**aprime, s=2**(2*s))
    for q, r in keys:
        for i in range(len(substrings)//2):
            substrings[i:i+2] = [(((q*substrings[i] + r) % p) % (2**s)) + 
                                (((q*substrings[i+1] + r) % p) % (2**s)) * 2**s]
        if len(substrings)%2:
            substrings[-1] = (((q*substrings[-1] + r) % p) % (2**s))
    return substrings[0] % 2**bprime
return fprime
Bibliography


Cederlöf, 2005.


Copyright

The publishers will keep this document online on the Internet - or its possible replacement - for a period of 25 years from the date of publication barring exceptional circumstances. The online availability of the document implies a permanent permission for anyone to read, to download, to print out single copies for your own use and to use it unchanged for any non-commercial research and educational purpose. Subsequent transfers of copyright cannot revoke this permission. All other uses of the document are conditional on the consent of the copyright owner. The publisher has taken technical and administrative measures to assure authenticity, security and accessibility. According to intellectual property law the author has the right to be mentioned when his/her work is accessed as described above and to be protected against infringement. For additional information about the Linköping University Electronic Press and its procedures for publication and for assurance of document integrity, please refer to its WWW home page: http://www.ep.liu.se/

Upphovsrätt

Detta dokument hålls tillgängligt på Internet - eller dess framtidiga ersättare - under 25 år från publiceringsdatum under förutsättning att inga extraordinära omständigheter uppstår. Tillgång till dokumentet innebär tillstånd för var och en att läsa, ladda ner, skriva ut enstaka kopior för enskilt bruk och att använda det oförändrat för ickekommersiell forskning och för undervisning. Överföring av upphovsrätten vid en senare tidpunkt kan inte upphäva detta tillstånd. All annan användning av dokumentet kräver upphovsmannens medgivande. För att garantera äktheten, säkerheten och tillgängligheten finns det lösningar av teknisk och administrativ art. Upphovsmannens ideella rätt innefattar rätt att bli nämd som upphovsman i den omfattning som god sed kräver vid användning av dokumentet på ovan beskrivna sätt samt skydd mot att dokumentet ändras eller presenteras i sådan form eller i sådant sammanhang som är kränkande för upphovsmannens litterära eller konstnärliga anseende eller egenart. För ytterligare information om Linköping University Electronic Press se förlagets hemsida: http://www.ep.liu.se/

© 2005, Jörgen Cederlöf