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Abstract. Linear scale-space theory is the fundamental building block for many approaches to image processing like pyramids or scale-selection. However, linear smoothing does not preserve image structures very well and thus non-linear techniques are mostly applied for image enhancement. A different perspective is given in the framework of channel-smoothing, where the feature domain is not considered as a linear space, but it is decomposed into local basis functions. One major drawback is the larger memory requirement for this type of representation, which is avoided if the channel representation is subsampled in the spatial domain. This general type of feature representation is called channel-coded feature map (CCFM) in the literature and a special case using linear channels is the SIFT descriptor. For computing CCFMs the spatial resolution and the feature resolution need to be selected.

In this paper, we focus on the spatio-featural scale-space from a scale-selection perspective. We propose a coupled scheme for selecting the spatial and the featural scales. The scheme is based on an analysis of lower bounds for the product of uncertainties, which is summarized in a theorem about a spatio-featural uncertainty relation. As a practical application of the derived theory, we reconstruct images from CCFMs with resolutions according to our theory. The results are very similar to the results of non-linear evolution schemes, but our algorithm has the fundamental advantage of being non-iterative. Any level of smoothing can be achieved with about the same computational effort.

1 Introduction

The concept of scale is a central ingredient to many image analysis and computer vision algorithms. Scale was first introduced systematically in terms of the concept of linear scale-space [1–3], establishing a 3D space of spatial coordinates and a scale coordinate. Often identified with Gaussian low-pass filtering, a rigorous analysis of underlying scale-space axioms [4] has led to the discovery of the Poisson scale-space [5] and more general α scale-spaces [6].

In practice, discrete scale-spaces are mostly sub-sampled with increasing scale parameter, leading to the concept of scale-pyramids [7, 8], multi-scale analysis

* The research leading to these results has received funding from the European Community’s Seventh Framework Programme (FP7/2007-2013) under grant agreement n° 215078 (DIPLECS).
and wavelet theory [9, 10]. While pyramids and wavelets speed up the computation of linear operators and transforms, non-linear scale-space methods are widely used, e.g. for image enhancement. Non-linear scale-space is based on a non-stationary or anisotropic diffusivity function [11, 12].

More recently, non-linear methods have been introduced which are less directly connected to linear scale-space and diffusion, but allow for faster processing and partially superior results [13, 14]. The former method is based on wavelets, whereas the latter one is based on the channel representation [15] and is called channel smoothing. Combining the channel representation with a systematic decimation of spatial resolution, similar to the pyramid approach, has been applied in blob-detection [16] and in channel-coded feature maps (CCFM) [17, 18], a density representation in spatio-featural domain, see also [19].

In this paper, we propose a new spatio-featural scale-space approach including an image reconstruction algorithm, which generates images from CCFMs. The CCFM scale-space is generated by applying the principles of linear scale-space to the spatial resolution of CCFMs and simultaneously increasing the resolution of feature space. By subsampling this space and subsequent reconstruction, image evolutions are generated which are very similar to those generated by iterative methods. We show some examples and propose a scale-selection scheme based on a new uncertainty relation: the spatio-featural uncertainty relation.

In the Section 2, we introduce lesser known relevant techniques: channel representation, channel smoothing, CCFMs. In Section 3 we propose the novel reconstruction algorithm, define the linear scale-space of CCFMs, and formulate a scale-selection scheme based on a spatio-featural uncertainty relation. In Section 4 we present experimental results and in Section 5 we give some concluding remarks.

2 Required Methods

2.1 The channel representation

Channel coding, also called population coding [20, 21], is a biologically inspired data representation, where features are represented by weights assigned to ranges of feature values [22, 15], see Fig. 1. Similar feature representations can also be found in the visual cortex of the human brain, e.g. in the cortical columns.

The closer the current feature value $f$ to the respective feature interval center $n$, the higher the channel weight $c_n$:

$$c_n(f) = k(f - n) ,$$

where $k(\cdot)$ is a suitable kernel function and where $f$ has been scaled such that it has a suitable range (note that we chose to place the channel centers at integers). By introducing $z$ as a continuous feature coordinate, $k_n(z) = k(z - n)$, and $\delta_f(z) = \delta(z - f)$ denoting the Dirac-delta at $f$, the encoding can be written as a scalar product

$$c_n(f) = \langle \delta_f | k_n \rangle = \int \delta_f(z) k_n(z) \, dz$$

(2)
Fig. 1. Orientation distribution is encoded into channels, resulting in a (low-pass filtered) reconstruction. Figure courtesy Erik Jonsson.

or as a sampled correlation in the feature-domain:

\[ c_n = (\delta_f \ast k)(n) = \int \delta_f(z')k(z' - z) \, dz' \bigg|_{z=n} \, . \]  \hspace{1cm} (3)

From the weights of all channels the feature value can be decoded unambiguously by finding the mode, where the decoding depends on the kernel function. In some theoretic considerations we will consider Gaussian functions as kernels but in the practical implementation we have been using quadratic B-splines:

\[ B_2(z) = \begin{cases} 
(z + 3/2)^2/2 & -3/2 < z \leq -1/2 \\
3/4 - z^2 & -1/2 < z \leq 1/2 \\
(z - 3/2)^2/2 & 1/2 < z < 3/2 \\
0 & \text{otherwise}
\end{cases} \]  \hspace{1cm} (4)

The features can be scalar valued or vector valued, e.g. grey-scales, color vectors, or orientations. In the case of scalar features the decoding from quadratic B-splines has been considered in detail in [14], which we will not repeat here. For the case of non-interfering channel weights, a simplified scheme based on the quotient of linear combinations can be used:

\[ M_n = c_{n-1} + c_n + c_{n+1} \quad n_0 = \arg \max M_n \quad \hat{f} = \frac{c_{n_0+1} - c_{n_0-1}}{M_{n_0}} + n_0 \]  \hspace{1cm} (5)

where \( \hat{f} \) is our estimate of the feature \( f \) that had been encoded in \( c_n \).

Channel representations obviously need more memory than directly storing features, but this investment pays off in several ways which we will show in the subsequent sections.
2.2 Channel Smoothing and Channel-Coded Feature Maps

The idea of channel smoothing is based on considering the feature $f$ in the encoding (1) as a stochastic variable. It has been shown in [14] that the distribution $p_f$ is approximated by $c_n$ in expectation sense:

$$E\{c_n(f)\} = (p_f \ast k)(n)$$

such that $\hat{f}$ becomes a maximum-likelihood estimate of $f$.

If we assume that $p_f$ is locally ergodic, we can estimate $\hat{f}$ from a local image region, which corresponds to a local averaging of the channel weights within a spatial neighborhood. The algorithm consisting of the three steps channel encoding, channel averaging, and channel decoding is called channel smoothing and has been shown to be superior to many other robust smoothing methods [14].

Due to the assumption of (piecewise) constant distributions, the positioning of region boundaries might violate the sampling theorem, resulting in unstable edge-pixels. To avoid this effect, a modification to the channel decoding has been proposed in [23], called $\alpha$-synthesis, which creates smooth transitions between neighborhoods with different feature levels. Instead of extracting the global maximum in (5), all local maxima are extracted located at channels $n_r$. The decoding is then obtained according to

$$\hat{f}_r = \frac{c_{n_r+1} - c_{n_r-1}}{M_{n_r}} + n_r \quad \hat{f} = \sum_r \frac{\hat{f}_r M_{\alpha n_r}}{\sum_l M_{\alpha n_l}}.$$  

For the choice of $\alpha$ see [23]; we used $\alpha = 2$ throughout this paper.

One major drawback of channel smoothing is the extensive use of memory if many feature channels are required. A high density of channels is only reasonable if the spatial support is large, which implies that the individual feature channels are heavily low-pass filtered along the spatial dimension. Therefore, the feature channels have a lower band limit and can be subsampled in the spatial domain without losing information. If the three steps of channel encoding, channel averaging, and subsampling are integrated into a single step, channel-coded feature maps (CCFMs) are generated. The advantage of CCFMs is a much higher number of channels, e.g. by combining several features as in Fig. 2, without increasing the memory requirements significantly.

The CCFM encoding of a single feature point can be written as (cf. (1)):

$$c_{l,m,n}(f(x,y), x,y) = k_f(f(x,y) - n)k_x(x-l)k_y(y-m),$$  

where $k_f, k_x, k_y$ are the 1D kernels in feature domain and spatial domain. Note that $x$ and $y$ are scaled such that they suit the integer spatial channel centers $l,m$. Note further, that the previous definition of CCFMs assumes separable kernels, but we could easily use non-separable kernels, e.g. in the case of orientation data. Similar to (1), the encoding (8) of a set of feature points can be written as a scalar product in 3D function space or as a 3D correlation, where we use

$$\delta_f(x,y,z) = \delta(z - f(x,y))$$
Fig. 2. Simultaneous encoding of orientation and color in a local image region. Figure taken from [17] courtesy Erik Jonsson.

and $k_{f,n}(z) = k_f(z - n)$, $k_{x,l}(x) = k_x(x - l)$, $k_{y,m}(y) = k_y(y - m)$:

$$c_{l,m,n}(f) = \langle \delta f | k_{f,n} k_{x,l} k_{y,m} \rangle = \int \int \int \delta f(x, y, z) k_{f,n}(z) k_{x,l}(x) k_{y,m}(y) \, dz \, dy \, dx = (\delta f \ast (k_f k_x k_y))(n, m, l).$$

(10)

The final formulation is the starting point of the CCFM scale-space.

3 The CCFM Scale-Space

In this section, we introduce the concept of CCFM scale-space. Our considerations are based on CCFMs computed from grey-scale images, i.e., we consider $f : \mathbb{R}^2 \rightarrow \mathbb{R}^+$ instead of a more general feature function.

3.1 Linear Scale-Space Theory in the Spatio-Featural Domain

The starting point is to embed the image $f(x, y)$ as a 3D surface according to (9). One might try to generate a 3D $\alpha$ scale-space [6] (Gaussian as a special case $\alpha = 1$ and all $\alpha$-kernels are symmetric, i.e., correlation and convolution are the same):

$$F_s(x, y, z) = (k_s^{(\alpha)} \ast \delta_f)(x, y, z)$$

(11)

However, the semi-group property of scale-space implies that all dimensions (spatial dimensions and the feature dimension) become increasingly blurred. Despite the fact that this implies a rapidly growing loss of information with increasing scale and a singular zero scale, this procedure is insensible from a statistical perspective and does not comply with the notion of scale selection [24, 25].

Since the latter argument is not straightforward, we explain our rationale in some more detail. From the requirement that the dimensionless derivative attains its maximum at a position proportional to the wavelength of the signal [24]
(section 13.1), we conclude that the scale of a structure is proportional to its spatial scale (a trivial fact) and anti-proportional to its feature scale. The latter can be shown by looking at the Taylor expansion of a harmonic oscillation $A \sin(\omega x)$ in the origin: $A \omega x$. The steepness of a sinusoid $A \omega$ in the origin grows linearly with the amplitude and the frequency, i.e., it is antiproportional to the wavelength $\lambda = \frac{2\pi}{\omega}$.

Alternatively, one can consider the energy of a harmonic oscillation. The energy is proportional to the square of the amplitude times the square of the frequency: $E \propto A^2 \omega^2 \propto \frac{1}{\lambda^2}$. That means, if we apply a 3D lowpass filter to the spatio-featural domain, the energy decays with a power of four. Hence, scale selection would favor the highest possible frequencies in nearly all cases. If we scale the amplitude anti-proportionally to the spatial domain, the change of energy is balanced and will reflect intrinsic properties of the signal.

### 3.2 The Spatio-Featural Uncertainty: The Linear Case

In what follows, we analyze a linear 1D signal resulting from, e.g., the cross section of a locally planar image. Images are observations of a stochastic process, i.e., each measurement of the signal at each position follows a certain distribution in the feature domain. Furthermore, our measurements are subject to stochastic position errors and deterministic distortions (e.g. point-spread function), resulting in a distribution in the spatial domain. If we assume stationarity and independence of the two distributions, we can model the densities by a separable function that is shift-invariant in $(f, x)$-space, see Fig. 3, top left.

The overall distribution is obtained as the margin at angle $\phi$, i.e. it is a function of $t = \cos \phi f - \sin \phi x$ obtained by integrating along $s = \cos \phi x + \sin \phi f$, see Fig. 3, top right. For the case of Gaussian distributions, this integral can be computed analytically:

\[
p(t; \phi) \propto \int \exp \left( -\frac{x^2}{2\sigma^2_x} - \frac{f^2}{2\sigma^2_f} \right) ds \quad (12)
\]
\[
= \int \exp \left( -\frac{(s \cos \phi - t \sin \phi)^2}{2\sigma^2_x} - \frac{(s \sin \phi + t \cos \phi)^2}{2\sigma^2_f} \right) ds \quad (13)
\]
\[
\propto \exp \left( -\frac{t^2}{2(\sin^2 \phi \sigma^2_x + \cos^2 \phi \sigma^2_f)} \right) \quad (14)
\]

where $\sigma^2_f$ is the variance of the distribution in the feature domain and $\sigma^2_x$ is the spatial distribution.

In order to compute suitable kernels for a scale-space representation, the 2D distribution $p(t; \phi)$ is projected onto the spatial domain respectively the feature domain, see Fig. 3, bottom. For the case of Gaussian distributions, the
Fig. 3. Illustration for the derivation of uncertainties of a linear gradient. Top left: spatio-featural distribution moving along a linear signal. Top right: 2D distribution obtained by marginalizing along $s$. Bottom: projections of the 2D distribution onto the original spatio-featural coordinates.

Projections can be computed analytically again:

$$p_x(x; \phi) = p(t; \phi) \big|_{f=0} \propto \exp \left( -\frac{(f \cos \phi - x \sin \phi)^2}{2(\sin^2 \phi \sigma_x^2 + \cos^2 \phi \sigma_f^2)} \right) \bigg|_{f=0}$$

$$= \exp \left( -\frac{x^2}{2(\sigma_x^2 + \cot^2 \phi \sigma_f^2)} \right)$$ \quad \text{and} \quad (15)$$

$$p_f(f; \phi) \propto \exp \left( -\frac{f^2}{2(\tan^2 \phi \sigma_x^2 + \sigma_f^2)} \right) ,$$

resulting in the variances

$$\sigma_{k_x}^2(\phi) = \sigma_f^2 + \tan^2 \phi \sigma_x^2 \quad (17)$$

$$\sigma_{k_f}^2(\phi) = \sigma_x^2 + \cot^2 \phi \sigma_f^2 . \quad (18)$$

Hence, we obtain the spatial uncertainty $(\Delta x)^2 = \frac{1}{2} \sigma_{k_x}^2(\phi)$ and the feature uncertainty $(\Delta f)^2 = \frac{1}{2} \sigma_{k_f}^2(\phi)$. Minimizing the product of uncertainties with respect to $\phi$

$$\phi_0 = \arg \min_{\phi} (\Delta x)^2 (\Delta f)^2 = \arg \min_{\phi} \frac{1}{4} \sigma_{k_x}^2(\phi) \sigma_{k_f}^2(\phi)$$

results in a global minimum at $\phi_0 = \tan^{-1} \frac{\sigma_f}{\sigma_x}$ giving $\sigma_{k_x}^2(\phi_0) \sigma_{k_f}^2(\phi_0) = 4 \sigma_f^2 \sigma_x^2$. 


3.3 The Spatio-Featural Uncertainty Relation

In order to generalize the result from the previous section, we have to define the group structure of spatio-featural transformations. Readers not familiar with group theory might consider the previous example as a proof of concept and continue with the subsequent section.

We choose a methodology which is based on the isotropic model used in [26], although restricted to the 1D case. The higher-dimensional case generalizes straightforwardly. The group that we consider contains the shearing group and the translation group given as

\[ x' = x + t_x \]
\[ f' = f + \tan(\phi)x + t_f . \]

The shearing transformation corresponds to the rotation of a Euclidean space and is obtained since the \( f \)-coordinate is a null-vector [26], i.e., \( f \cdot f = 0 \). The parameterization is chosen such that it is consistent with the angle \( \phi \) in the previous section and it reflects the fact that points move along the surface / curve with angle \( \phi \), i.e., that we cannot determine whether measurement noise comes from spatial uncertainty or feature noise. Using this definition we state the following

**Theorem 1.** Let the spatio-featural domain be described by the isotropic model. The uncertainty product in the spatio-featural domain has a lower bound

\[ \exists k > 0 : (\Delta x)(\Delta f) \geq k \]

and the lower bound is given as

\[ k = \frac{1}{2} \sigma_f \sigma_x \]

where \( \sigma_f^2 \) is the variance of the feature domain marginal distribution and \( \sigma_x^2 \) is the variance of the spatial domain distribution.

The proof of this theorem is given as follows. The generators of (20) and (21) are given as

\[ s_x = \partial_x \quad o_f = x \partial_f \quad s_f = \partial_f \]

and the commutator of \( s_x \) and \( o_f \) is given by

\[ [s_x, o_f] = s_xo_f - o_fs_x = \partial_x x \partial_f - x \partial_f \partial_x = \partial_f = s_f . \]

Hence, using the Robertson-Schrödinger relation [27] (note that the considered shearing transformations is a spinor group in the considered space), we obtain

\[ E\{s_x^2\}E\{o_f^2\} \geq \frac{1}{4}E\{[s_x, o_f]^2\} = \frac{1}{4} . \]

Taking the square root and scaling \( x \) and \( f \) by \( \sigma_x \) respectively \( \sigma_f \), we obtain Theorem 1.
Note that (23) and the example of the previous section differ by a factor of 2. This might either mean that other types of noise distribution would lead to smaller uncertainties or that it is not possible to reach the lower bound. Despite the actual uncertainty product, Theorem 1 implies that we should not use iterative filtering with a 3D low-pass kernel as in (11). Instead, the scales in the different domains must behave reciprocal. The optimal choice of scales is the topic of the subsequent section.

### 3.4 Scale-Selection for CCFMs

The derivation from the previous section can be used to determine the proper change of scale when constructing a CCFM scale-space. The major trouble is, however, that we normally do not have access to the effective \( \sigma_f^2 \) and \( \sigma_x^2 \), i.e., we have to find a way to estimate these unknown parameters.

When considering the 3D embedding (9) in context of channel representations, we make the following observation. Encoding \( f(x, y) \) with three arbitrarily, but finitely large channels always results in the same image after decoding (assuming infinite accuracy of real numbers):

\[
(c_1(f/R) - c_{-1}(f/R))R = f \quad 0 << R < \infty .
\]  
(27)

This identity is obtained directly from (1) and (5) for the case of three channels (implying \( n_0 = 0 \) and \( M_{n_0} = 1 \)) or directly by (4). This means, we can always select the relative feature resolution \( R \) such that the feature resolution \( \sigma_k^{-2}\phi \) is minimal. Furthermore, we know the original spatial resolution, which can be considered as a maximal spatial resolution [28]. These extremal resolutions can be considered as initial conditions for the CCFM scale-space.

Consider for example an image of the size \( X \times X \) with values in \([-0.5, 0.5]\). We simply select \( R = 1 \) and obtain

\[
1 = \sigma_{k,f}^2(\phi_{\text{min}}) = \sigma_f^2 + \tan^2 \phi_{\text{min}} \sigma_x^2 .
\]  
(28)

From the image size, we know that

\[
\frac{1}{X^2} = \sigma_{k,x}^2(\phi_{\text{min}}) = \sigma_x^2 + \cot^2 \phi_{\text{min}} \sigma_f^2 .
\]  
(29)

This means, we get two equations and three unknowns \( \sigma_x^2, \sigma_f^2, \) and \( \phi_{\text{min}} \) and thus we cannot compute the proper scale-selection scheme from the initial image only.

However, we also have knowledge about the final state of the scale-space: There is an angle \( \phi_{\text{max}} \) for which the spatial resolution \( \sigma_{k,x}^{-2}(\phi) \) becomes minimal, i.e., equal to one, which corresponds to three channels (the minimum number for quadratic B-spline channels):

\[
1 = \sigma_{k,x}^2(\phi_{\text{max}}) = \sigma_x^2 + \cot^2 \phi_{\text{max}} \sigma_f^2 .
\]  
(30)

However, this introduces another unknown \( \phi_{\text{max}} \). This can finally be eliminated by selecting a maximal resolution in feature space. The choice of the latter is
however subject to heuristics, as there is no natural upper bound to feature resolution. As an alternative, it can be chosen according to requirements in the further processing. In any case, by selecting some constant \( F \) (we used \( F = 20 \)), we obtain

\[
\frac{1}{F^2} = \sigma^2_{\phi_j}(\phi_{\text{max}}) = \sigma^2_j + \tan^2 \phi_{\text{max}} \sigma^2_x .
\]

(31)

The four equations (28–31) are solved by

\[
\begin{align*}
\sigma^2_j &= \frac{X^2 - 1}{F^2X^2 - 1} \\
\sigma^2_x &= \frac{F^2 - 1}{F^2X^2 - 1} \\
\phi_{\text{min}} &= \tan^{-1} X \\
\phi_{\text{max}} &= \cot^{-1} F .
\end{align*}
\]

(32)

Inserting these parameters into (17) and (18) determines good choices of scales in spatial-featural domain and has been used in subsequent experiments.

4 Experiments

In the experiments shown in Fig. 4, we have quantized the spatio-featural resolutions resulting from (17) and (18). The image has been encoded in a CCFM with the corresponding number of channels and has been decoded afterwards. For the decoding of pixels not lying at a spatial channel center, we have linearly interpolated between the nearest channels. Obviously, the processed images maintain similar perceptual quality for a wide range of channels, before the image degrades at a resolution of 32 \( \times \) 32. Note that any resolution can be computed in a single step, since the CCFM scale-space is linear and need not be computed iteratively.

5 Conclusion

This paper presents a new theorem for a spatio-featural uncertainty relation. The theoretic result is directly applicable in terms of scale-selection for non-linear image filtering using CCFMs. The main claim of this paper is that one should always consider the spatial domain and the feature domain in conjunction, since they are inherently connected. Still, the presented results are only a very first step and need to be considered more in detail for various applications and the theoretic results need to be generalized for non-flat manifolds (non-trivial fibre-bundles) and effects of higher dimensionality need to be considered. Classical scale-space features as preservation of the average grey-scale or the max-min principle have to be considered in future work, presumably in some modified formulation.
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Fig. 4. Examples for CCFM-smoothing at different scales. The spatial and featural (denoted as channels) resolutions are given as (quantized) functions (18) and (17) where $\phi$ is linearly increasing with the frame number. The feature considered here is the grey-scale.
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