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Abstract

The wireless market is developing very fast today with a steadily increasing num-

ber of users all around the world. An increasing number of users and the constant

need for higher and higher data rates have led to an increasing number of emerging

wireless communication standards. As a result there is a huge demand for flexible

and low-cost radio architectures for portable applications. Moving towards multi-

standard radio, a high level of integration becomes a necessity and can only be ac-

complished by new improved radio architectures and full utilization of technology

scaling. Modern nanometer CMOS technologies have the required performance

for making high-performance RF circuits together with advanced digital signal

processing. This is necessary for the development of low-cost highly integrated

multistandard radios. The ultimate solution for the future is a software-defined

radio, where a single hardware is used that can be reconfigured by software to

handle any standard. Direct analog-to-digital conversion could be used for that

purpose, but is not yet feasible due to the extremely tough requirements that put

on the analog-to-digital converter (ADC). Meanwhile, the goal is to create radios

that are as flexible as possible with today’s technology. The key to success is to

have an RF front-end architecture that is flexible enough without putting too tough

requirements on the ADC.

One of the key components in such a radio front-end is a multiband multistan-

dard low-noise amplifier (LNA). The LNA must be capable of handling several

carrier frequencies within a large bandwidth. Therefore it is not possible to op-

timize the circuit performance for just one frequency band as can be done for

a single application LNA. Two different circuit topologies that are suitable for

multiband multistandard LNAs have been investigated, implemented, and mea-

sured. Those two LNA topologies are: (i) wideband LNAs that cover all the

frequency bands of interest (ii) tunable narrowband LNAs that are tunable over a

wide range of frequency bands.

Before analog-to-digital conversion the RF signal has to be downconverted to

a frequency manageable by the analog-to-digital converter. Recently the concept

of direct sampling of the RF signal and discrete-time signal processing before

analog-to-digital conversion has drawn a lot of attention. Today’s CMOS tech-
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nologies demonstrate very high speeds, making the RF-sampling technique ap-

pealing in a context of multistandard operation at GHz frequencies. In this thesis

the concept of RF sampling and decimation is used to implement a flexible RF

front-end, where the RF signal is sampled and downconverted to baseband fre-

quency. A discrete-time switched-capacitor filter is used for filtering and decima-

tion in order to decrease the sample rate from a value close to the carrier frequency

to a value suitable for analog-to-digital conversion. To demonstrate the feasibil-

ity of this approach an RF-sampling front-end primarily intended for WLAN has

been implemented in a 0.13 µm CMOS process.
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Contributions

The main contributions of this dissertation are as follows:

• Analysis and design of key circuits for multistandard receivers in CMOS.

• Implementation of wideband low-noise amplifiers in CMOS for wireless

receivers.

• Implementation of widely tunable narrowband low-noise amplifiers. Tuned,

inductorless LNAs are implemented using the concept of recursive filters

which are electrically tuned over a large frequency range.

• A comprehensive study of switched-capacitor filters suitable for RF-sampling

and decimation.

• A careful noise analysis and noise estimation of switched-capacitor deci-

mation filters for RF-sampling front-ends.

• Design of an RF-sampling front-end consisting of a wideband low-noise

amplifier and a switched-capacitor decimation filter with wideband image

rejection in CMOS.
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AC Alternating Current

ADC Analog-to-Digital Converter

ASIC Application-Specific Integrated Circuit

BER Bit Error Rate

BiCMOS Bipolar Complementary Metal Oxide Semiconductor

BJT Bipolar Junction Transistor

BP Band Pass

BPSK Binary Phase-Shift Keying

CDMA Code-Division Multiple Access

CMOS Complementary Metal Oxide Semiconductor

CP Compression Point

DAC Digital-to-Analog Converter

DC Direct Current

DAB Digital Audio Broadcasting

DMB Digital Multimedia Broadcasting

DSP Digital Signal Processing

DSSS Direct Sequence Spread Spectrum

DVB Digital Video Broadcasting

EDGE Enhanced GSM Evolution

EDR Enhanced Data Rate

FIR Finite-Impulse Response

FM Frequency Modulation

GPRS General Packet Radio Service

GSM Global System for Mobile Communications

HBT Heterojunction Bipolar Transistor

HiperLAN High Performance Radio Local Area Network

IC Integrated Circuit

IF Intermediate Frequency

IIR Infinite-Impulse Response

IMD Intermodulation Distortion

IO Input Output
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IIP3 Input-Referred Third-Order Intercept Point

IP3 Third-Order Intercept Point

I/Q In-phase and Quadrature-phase

ISM Industrial, Scientific, Medical

LNA Low-Noise Amplifier

LO Local Oscillator

LP Low Pass

MIM Metal-Insulator-Metal

MIMO Multiple-Input Multiple-Output

MOSFET Metal-Oxide-Semiconductor Field-Effect Transistor

NF Noise Figure

NMOS N-channel Metal-Oxide-Semiconductor

NMT Nordic Mobile Telephone System

OFDM Orthogonal Frequency-Division Multiplexing

OSR Oversampling Ratio

QAM Quadrature Amplitude Modulation

QPSK Quadrature Phase Shift Keying

PMOS P-channel Metal-Oxide-Semiconductor

RF Radio Frequency

SAW Surface Acoustic Wave

SC Switched-Capacitor

SDR Software-Defined Radio

SFDR Spurious Free Dynamic Range

SNDR Signal-to-Noise and Distortion Ratio

SNR Signal-to-Noise Ratio

SoC System on a Chip

SOI Silicon-On-Insulator

TDD Time-Division Duplex

TDMA Time-Division Multiple Access

TD-SCDMA Time-Division - Synchronous Code-Division Multiple Access

T/H Track-and-Hold

UMTS Universal Mobile Telecommunication System

UWB Ultra Wideband

VCO Voltage-Controlled Oscillator

VGA Variable Gain Amplifier

VLSI Very Large Scale Integrated Circuits

WCDMA Wideband Code-Division Multiple Access

WiMAX Worldwide Interoperability for Microwave Access

WLAN Wireless Local Area Network

WPAN Wireless Personal Area Network
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Chapter 1

Introduction

"You see, wire telegraph is a kind of a very, very long cat. You pull his tail in New

York and his head is meowing in Los Angeles. Do you understand this? And radio

operates exactly the same way: you send signals here, they receive them there.

The only difference is that there is no cat."

Albert Einstein, when asked to describe radio.

1.1 The Telecommunication Era

Different techniques for long-distance communication have always been of large

interest to humans, no matter if it is a way to achieve important information or just

getting the latest gossip. It was not that long ago people were forced to rely on

techniques like smoke signals, mirrors, jungle drums, and carrier pigeons. With

the knowledge about electricity, electrical signals, and electromagnetic wave prop-

agation new technical solutions for long-distance communication were invented.

It all started with the early telegraph1. Almost 40 years later the first telephone2

was invented. I think it is fair to say that telephony has had a great impact on

peoples lives since then. In parallel with the telegraph and the telephone, who

both require a wire, another technique was developed. The use of electromag-

netic waves transmitting data invisibly through the air. Guglielmo Marconi was

the first to prove the feasibility of radio communication in 1895. In 1902 the first

successful transatlantic radiotelegraph message was sent.

More than 100 years after the invention of the telephone it was time for the

next revolution of the telecommunication area when the mobile phones were intro-

duced. The first analog standard in Scandinavia, NMT450 (Nordic Mobile Tele-

1First electric telegraph 1837.
2Patented 1876 by G. Bell.

3
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phone System) was soon followed up by the worldwide GSM standard3 widely

used today. In less than 10 years more or less every citizen got a GSM phone

and right now the third generation (3G) is breaking through the ice. One should

of course not forget all wireless short-range standards like Bluetooth, WLAN,

DECT, etc. that also are commonly used today.

However, this tremendous expansion within the wireless area would never

have taken place if it was not for the great invention of the component called

transistor. One can of course argue about the importance of different inventions,

but one thing is for sure: Transistors do have a great impact on our lives whether

we know they exist or not. The invention of the transistor was also the begin-

ning of one of the largest and most successful business areas of today, i.e. the

semiconductor industry.

1.2 The History of Transistors and Integrated Cir-

cuits

Before the invention of the transistor electromagnetic switches and vacuum tubes

were used instead. The electromagnetic switch worked excellently as a switch,

but since it was mechanical it was slow. It took about a thousand of a second to

open and close. Its competitor, the vacuum tube could work both as a switch and

amplifier, and since electrons can travel at high speed in vacuum it could operate

at high frequencies. However, the vacuum tubes used considerable standby power

and their lifetime was limited. Trying to replace the vacuum tubes finally lead to

the invention of the transistor.

The birth of solid-state electronics was already in 1874 when the scientist Fer-

dinand Braun discovered the first metal-semiconductor contact. The first transistor

was described already in 1925 in a patent by Lilienfeld. It was a field-effect tran-

sistor where the conductivity could be altered by applying a voltage to a poorly

conducting material, in other words a semiconductor. Interestingly, the field-effect

transistor was discovered more than 20 years earlier than the bipolar transistor.

But, due to the lack of good semiconductor materials and manufacturing difficul-

ties the development of field-effect transistors was delayed for many years until

the 60s. The first working transistor (Fig. 1.1) was invented in 1947 by Bardeen,

Brattain, and Shockley at Bell telephone laboratories. It was a point-contact tran-

sistor, i.e. a primitive type of a bipolar transistor. In fact, it was discovered by

accident while trying to build a field-effect transistor. The name transistor was

suggested about a half year later and the story behind the naming can be read in

3In 1990 the first GSM specification is born with over 6000 pages of text. Commercial opera-

tion started in 1991.
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Figure 1.1: The first working transistor from 1947.

[1]. The three inventors of the bipolar transistor later received the Nobel Prize for

physics4 in 1956.

In 1958 Jack Kilby, working for Texas Instruments, built the first integrated

circuit (IC). He used germanium with etched mesa structures to separate the com-

ponents and connected them electrically using bond wires of gold. The technique

was patented in 1959 [2], and in 2000 he was awarded the Nobel Prize in physics5

for his breakthrough discovery. A couple of years earlier Shockley had started his

own company called Shockley Semiconductors in what later became Silicon Val-

ley6 in California. In 1957 eight of his researchers7 resigned and started Fairchild

Semiconductors. Among those eight were Robert Noyce and Gordon. E. Moore

who later founded Intel. The year after Kilby demonstrated the first IC Noyce

fabricated the first IC with planar interconnects using photolitography and etch-

ing techniques. This way of manufacturing ICs was the same as is used today.

It is also worth noting that Intel competitor AMD was also founded by engineers

from Fairchild Semiconductors. Among them Eugene Kleiner, one of the eight

who once left Shockley Semiconductors. The first ICs used bipolar transistors

and at the time the bipolar device was considered as THE transistor. The first

Metal-Oxide-Semiconductor Field-Effect Transistor (MOSFET) was fabricated

4Unfortunately there is no Nobel Prize for electronics.
5At the same time he gave a speech at the Royal Institute of Technology in Stockholm and I

was there listening to him.
6"Shockley is the man who brought silicon to Silicon Valley", [3].
7Shockley later named them "the Traitorous eight".
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Figure 1.2: Intel duo-core processor containing 1.72 billion transistors.

by Khang at Bell Labs in 1960. However, it would take another 10 years before the

manufacturing problems had been resolved and the era of field-effect transistors

really started. The Complementary-MOS (CMOS) process was invented in 1963

by Wanlass at Fairchild Semiconductor. He found that CMOS shrank standby

power by six orders of magnitude compared to similar gates using bipolars or

PMOS transistors [4]. In 1965 Gordon Moore, when still working for Fairchild

Semiconductor, wrote a paper Cramming more components onto Integrated cir-

cuits [5]. There he made the prediction that the number of devices on an IC will

double every 12 months, which was later revised to a doubling every 24 months

instead. This is the famous Moore’s law which still have a great impact on the

semiconductor business today. The way I see it Moore’s law is not related to pure

technical limitations and improvements, it’s rather a driving force for the whole

semiconductor business to improve at a regular pace. From the first working single

transistor in 1947 to the 1.72 billion transistors on one of Intels duo-core proces-

sors presented in 2006 [6] (Fig. 1.2) in less than 60 years. Today even single ICs

containing analog-, RF-, and digital-circuits all on the same die are quite common.

It is most likely better to talk about whole systems on chip nowadays rather than

single circuits. Many, more clever persons than I, have speculated about how long

this development will continue. I just think and hope it will continue for many

many years more.

More details about the history of the transistor and integrated circuits can be

found in several published papers and books as well as on the home pages of

companies like Intel [7] and Fairchild semiconductor [8]. Vol. 86, issue 1 of

Proceedings of the IEEE contains papers all related to the history of transistors

and ICs. Among these paper are The Invention of the Transistor [9], The Naming
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of the Transistor [1], and Cramming More Components onto Integrated Circuits

[5].

1.3 Introduction to the Expansion of Wireless Sys-

tems

Wireless communication is far from a new phenomena. As discussed earlier the

knowledge how to transfer voice and data through the air using radio has been

known for more than a hundred years. In the beginning the wireless communica-

tion technology was mostly used for broadcasting to a large audience rather than

point-to-point communication like for example the telephone. Even though radar

and radio communication was used very early for military purpose, the real break

through for wireless communication started when mobile communication became

available to the civil market. Wireless communication is today a very large and

important market affecting our lives in many ways. Today in our part of the world

almost everyone can be reached by mobile phone whenever and wherever he or

she is. Moreover, due to the huge expansion of Internet, wireless transfer to and

from handheld devices and computers has become another extremely important

area. Wireless systems are today developing very fast. This can also be seen from

the huge number of new companies created within this area.

The main driving forces behind the evolution of mobile terminals from a cus-

tomers point of view is:

• New applications

• Increased and improved functionality

• Lower cost

• Miniaturization

but how is this going to be accomplished? Of course the market is the main driver

for the industry. To fulfill the market needs both architectural and technology

improvements are necessary.

The number of wireless standards are increasing for every year and higher

data rates are requested by even more users than before. To make this possible

a numerous number of different standards and technologies are used. A few ex-

amples are GSM, WCDMA, Bluetooth, and WLAN (802.11a,b,g . . . ) etc. With

the increased number of wireless standards used today it is no longer reasonable

that customers should have one handset for each standard. From a customer’s

perspective one handset capable of switching between all standards is the optimal
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solution. The simplest, and most straight forward, solution would of course be

to include one chip-set for each standard into for example a mobile phone or a

laptop. This would however also lead to a highly increased cost and a very bulky

terminal with short standby time due to high power consumption. The smallest,

cheapest, and most elegant solution would be to use a multiband RF front-end

capable of covering all wanted standards, i.e. a software-defined radio.

1.3.1 Wireless Standards

The number of systems that use radio links is increasing quickly. At the same

time, the number of standards for such systems is increasing very quickly as well

[10]. To make this possible the number of frequency bands dedicated for wire-

less communication (voice and data) has also been increased. This applies for

both licensed and unlicensed frequency bands. However, the frequency spectra is

limited and has to be used as efficiently as possible. One, and maybe the most im-

portant, thing is to transfer as much data per unit bandwidth as possible. Another

important thing to address is the difference in standards and frequency bands used

in Europe, North America, and Japan. Making a single product for all these mar-

kets handling all the differences is not an easy task, particularly when different

frequency bands are used.

To distinguish between different standards they are here divided into global-

range and short-range communication standards. Global range is for example

cellular systems while short range is wireless up to about 100 meters as is the case

for DECT, WLAN, and Bluetooth etc. Fig. 1.3 illustrates the range, coverage, and

mobility versus bandwidth for various wireless systems. The solid line basically

represents the "Shannon bound" of communication theory [11]. This limit is thus

set by the minimum amount of energy needed for reliable transfer of every bit of

information (assuming constant transmit power).

1.3.2 Global-Range Wireless Systems

Cellular systems have seen three generations of evolution and the next genera-

tion is already being considered. The first generation (1G) cellular systems used

analog frequency modulation (FM) and were operating in frequency bands around

450 MHz and 900 MHz. Different standards were used in Europe, USA, and Japan

making phones incompatible and prohibiting efficient roaming [12]. The main

problem with 1G was the lack of available spectrum needed when the number of

users increased. This first generation is being phased out and here in Sweden it is

already closed down.

The second generation (2G) was introduced in the early 1990s. This was also

a transfer from traditional analog modulation schemes to digital ones. Technology
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scaling and low-cost compact digital processing techniques made this transfer pos-

sible. New methods like time-division multiple access (TDMA) and code-division

multiple access (CDMA) could be used for more efficient multiple access of many

users [13]. TDMA means the same band is available to many users but at differ-

ent time slots (the channel is divided up in time). CDMA on the other hand is a

form of multiplexing. It encodes the data with a special code associated with each

channel and uses the constructive interference properties of the special codes to

perform the multiplexing. Both TDMA and CDMA have a number of advantages

[14]. Among them:

• Better sharing of the available frequency spectra among multiple users.

• The power consumption can be reduced in radio transmission.

• Increased flexibility for both voice and data.

• Better security since the transmission is encrypted.

GSM is in many ways an international standard and is today used in almost 200

countries. Originally GSM used the 900 MHz spectrum, but Europe, Africa, and

Asia later added additional capacity at 1800 MHz. In North America the fre-

quency bands 800 MHz and 1900 MHz are used instead. Luckily, most phone

manufacturers are today able to offer products that can be used anywhere GSM
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systems are found, i.e. tri-band (900, 1800, 1900 MHz) or quad-band (800, 900,

1800, 1900 MHz) phones.

While moving from 2G to 3G (the third generation) the so called 2.5G was

introduced. This is essentially an upgraded version of 2G. EDGE (Enhanced Data

GSM Evolution) and GPRS (General Packet Radio Service) both allow higher

data rates while using the GSM network.

The third generation (3G) has higher data rate (2 Mbps [15]) than GSM (14.4

kbps [15]). Therefore, it is mainly intended for applications like video telephony,

Internet, email, and instant messaging rather than traditional voice calls even if

that of course is possible. 3G is defined by a worldwide standard, International

Mobile Telecommunications Standard IMT-2000 [16]. In this standard a number

of different systems are defined. Among them the WCDMA (Wideband Code-

Division Multiple Access) technology used in Europe and Japan. In Europe the

3G standard is also known as UMTS (Universal Mobile Telecommunication Sys-

tem). In China another technology called Time Division - Synchronous Code

Division Multiple Access (TD-SCDMA) is used instead, while North and South

America use CDMA2000. What the fourth generation (4G) will be is still not

clear. However, higher bandwidths and higher data rates will clearly be required

as well as handover between different wireless systems.

Then there is the whole entertainment business. Receiving digital radio, TV,

and video is a must for future multi-media terminals (including mobile phones).

Also here a number of standards exist. Among them:

• Digital Multimedia Broadcasting (DMB)

• Digital Audio Broadcasting (DAB)

• Digital Video Broadcasting (DVB)

• Integrated Services Digital Broadcasting (ISDB)

• Satellite radio

It is easy to realize the difficulties in order to combine all these different stan-

dards into one single phone. Including other functionalities as FM radio and Blue-

tooth for short-range communication do not make it any easier. There is obviously

a huge need for efficient multistandard receivers to meet market requirements.

1.3.3 Short-Range Wireless Systems

Typical for short-range wireless systems, also referred to as wireless data sys-

tems, is that they offer higher data rates and shorter range of wireless coverage.

Typical applications today are handsfrees and wireless connections for personal

computers. A number of different standards and flavors of standards exist:
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• Bluetooth

• IEEE 802.11 (Wi-Fi)

• HiperLAN

• Ultra WideBand (UWB)

• WiMAX, IEEE 802.16

• HIPERMAN

Bluetooth8 [17] is a low-cost low-power technology for wireless personal area

networks (WPANs), originally intended for cable replacement and is commonly

used in handsfrees. It is geared towards voice and data applications and operates

in the unlicensed 2.4 GHz spectrum (the 2.4 GHz ISM band). Several classes

exist that can operate over a distance of 10-100 m. The peak data rate with EDR

(Enhanced Data Rate) is 3 Mbps.

The IEEE 802.11 [18] is a WLAN standard targeted for a number of different

data rates and many flavors of the standard exists. The most commonly mentioned

are:

• 802.11a that operates in the unlicensed 5 GHz band. It uses OFDM and has

a maximum data rate of 54 Mbps.

• 802.11b that operates in the unlicensed 2.4 GHz band with a maximum data

rate of 11 Mbps using DSSS. 802.11b is the original Wi-Fi standard.

• 802.11g that operates in the unlicensed 2.4 GHz band. It uses OFDM and

has a maximum data rate of 54 Mbps. It is also backwards compatible with

802.11b.

• 802.11n is expected to work in the unlicensed 5 GHz band. The use of

higher bandwidths than the others and MIMO (Multiple Input - Multiple

Output) techniques will offer a maximum data rate of over 100 Mbps.

A part of the technical receiver requirements for IEEE 802.11a are summarized in

Tab. 1.1 and the frequency channel plan for the USA is shown in Fig. 1.4.

The European Telecommunications Standards Institute (ETSI) has adopted

the High Performance Radio Local Area Network (HiperLAN) standard [19] for

WLAN. HiperLAN2 use the 5 GHz band has has similar performance as 802.11a.

8The name Bluetooth comes from the Danish King Harald Bluetooth, who unified Denmark

and Norway in the 10th century.
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Data Rate Constellation Minimum Sensitivity Required SNR

[Mbps] [dBm] [dB]

6 BPSK -82 4.2

9 BPSK -81 5.5

12 QPSK -79 7.5

18 QPSK -77 8.8

24 16-QAM -74 12.9

36 16-QAM -70 14.8

48 64-QAM -66 19.3

54 64-QAM -65 20.1

Table 1.1: Technical specifications for IEEE 802.11a.

Figure 1.4: OFDM frequency channel plan for IEEE 802.11a in the USA.

It also seems like the IEEE 802.11 standards will drive HiperLAN out of the mar-

ket.

Ultra Wideband (UWB) use a different approach. Transmission of digital data

is made over a wide spectrum of frequency bands (3.1-10.6 GHz) with very low

power [20]. To date, UWB only has regulatory approval in the USA and two
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competing standards make the situation complicated. The UWB Forum [20] is

promoting one standard based on Direct Sequence (DS-UWB) and the WiMe-

dia Alliance [21] is promoting another standard based on OFDM. Each standard

allows for data rates up to 500 Mbps at a range of 2 m and a data rate of approxi-

mately 100 Mbps at a range up to 10 m.

WiMAX stands for Worldwide Interoperability for Microwave Access and is a

wireless metropolitan area network (MAN) technology [22]. WiMAX is actually

a medium-range communication technology rather than a short-range standard.

WiMAX has a maximum range of about 50 km with data rates of 70 Mbps. How-

ever, a typical cell has a much smaller range. WiMAX (IEEE 802.16a) operates

in the 2-11 GHz frequency bands. There is also a fixed wireless access standard

called HIPERMAN developed by ETSI in Europe. HIPERMAN also operates in

the spectrum between 2-11 GHz and is compatible/interoperable with the IEEE

802.16a standard. However, there has been delays in regulatory approval in Eu-

rope due to issues regarding the use of spectrums in the 2.8 GHz and 3.4 GHz

range. WiMAX is heavily supported by the computer industry and Intel has been

one of the main drivers. It is created to compete with DSL and cable modem

access. WiMAX technology is also considered ideal for rural, hard to wire areas.

Even though many different standards exist and many more are on the way,

Bluetooth and the IEEE 802.11a,b,g standards are the commonly used for short-

range communication today. As the frequency spectra below 10 GHz is expected

to get extremely crowded within the near future, the work on using new frequency

spectra at several tenths of GHz is ongoing. One suggested frequency spectra

is in the 60 GHz band [23]. The most difficult challenge for the future will be to

combine a large set of both global-range and short-range standards into the mobile

phone or the computer platform.

1.4 Future Challenges and Possibilities

The engine behind the market growth in the wireless communication area is the

availability of cheap RF ICs. The only technologies available that are suitable for

high-level integration low-cost chipsets are CMOS and BiCMOS. Fig. 1.5 shows

an application spectrum and semiconductor devices likely to be used in that fre-

quency range today. The boundaries between the kinds of RF technologies (Si,

SiGe, GaAs, and InP) shown in Fig. 1.5 are diffuse and strongly related to the

manufacturing cost and therefore change with time. The obvious reason why

these borders change with time is the ongoing scaling. Therefore it is reasonable

to assume that silicon technologies will take over much of the market shares held

by GaAs technologies in the near future. Since Dr. Gordon E. Moore stated his

famous law (Moore’s law) [5] almost forty years ago the technology scaling has
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Figure 1.5: Application spectrum and semiconductor devices likely to be used

today [24].

been the main factor behind the semiconductor evolution. According to ITRS [24]

this scaling will continue for quite many years. With the scaling, RF CMOS will

offer great possibilities for integration of complete receivers utilizing carrier fre-

quencies far into the mm-wave range. Using RF CMOS, the possibility to develop

and mass produce low-cost chipsets for wireless applications seems very promis-

ing for the future. The new generation of radio tranceivers for WLAN is almost

exclusively in CMOS and GSM solutions also exist [25, 26].

One of the most thrilling challenges for the future will be to find new re-

ceiver architectures suitable for highly integrated multiband receivers. Wireless

multistandard full CMOS SoCs [27, 28] are already a reality [29], but to date

complete radio solutions are in most cases developed as a chipset composed of

several independent chips [30]. One chip each for radio frequency (RF), analog

baseband (ABB), power management (PM), and digital baseband (DBB) together

with a front-end module (FEM) consisting of duplexers or transmit/receive (T/R)

switches and finally a power amplifier (PA). When moving towards multistandard

applications a high level of integration of radio functions thus becomes a necessity.

This can only be accomplished by improved radio architectures and utilization of

the technology scaling. At the same time new applications require large signal-

processing capabilities together with a high level of memory integration. This can

only be fulfilled using high-end CMOS technology. Even though a multistandard

radio front-end is usually considered as the most difficult design task, there is

also a tremendous need for area-efficient programmable multistandard baseband

processors [31, 32, 33]. Single chip solutions (SoC) containing RF, analog-, and

digital-baseband have potential to be low cost and with a small form factor.

Software-defined radio (SDR) would be the ideal solution to achieve a totally
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reconfigurable radio. However, implementing multistandard or reconfigurable ra-

dio is not that easy. One of the key issues with SDR is early digitization, ideally

at the antenna. This puts incredibly tough requirements on the analog-to-digital

converter (ADC). Usually these requirements cannot be met and the ADC is the

bottleneck in SDR. Therefore, a compromise between flexibility and the usage of

parallel receivers has to be made. Never the less, by using new RF front-end ar-

chitectures that take advantage of process scaling and by using DSP horsepower

to ease analog and RF design (for example calibration and digital error correction)

a lot more flexible radio chips can be made. A lot remains to be done in this area

and new innovative solutions are most needed.

1.5 Motivation and Scope of Thesis

The wireless market is developing very fast today. An increasing number of users

and the constant need for higher and higher data rates have led to an increasing

number of emerging wireless communication standards as seen in Section 1.3.

At the same time consumer electronics have become very cost sensitive. As a

result there is a huge demand for flexible and low-cost radio architectures for

portable applications. Moving towards multistandard radio, a high level of in-

tegration becomes a necessity and can only be accomplished by new improved

radio architectures and full utilization of technology scaling. Modern nanometer

CMOS technologies have the required performance for making high-performance

RF circuits together with advanced digital signal processing. This is necessary for

the development of low-cost highly integrated multistandard radios.

One of the key components in such a radio front-end is a multiband multistan-

dard low-noise amplifier (LNA). The LNA must be capable of handling several

carrier frequencies within a large bandwidth. Therefore it is not possible to op-

timize the circuit performance for just one frequency band as can be done for a

single application LNA. It is also necessary to minimize the number of passive

components like inductors to reduce area and cost. Two different circuit topolo-

gies that are suitable for multiband multistandard LNAs have been investigated,

implemented, and measured. Those two LNA topologies are tunable narrowband

LNAs and wideband LNAs. In Paper 1-3 the concept of active recursive filters

is used for implementing tunable LNAs and filters. The three different circuit

implementations described in those papers also demonstrate the feasibility of im-

plementing tuned circuits without the use of inductors. Paper 1 shows an imple-

mentation of a recursive filter LNA in 0.8 µm CMOS and Paper 3 describes an

implementation of a widely tunable narrowband LNA in 0.18 µm. Both LNAs

show excellent frequency tunability and could be tuned over a wide frequency

range. In Paper 2 a recursive filter is implemented in a 0.35 µm SiGe BiC-
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MOS technology. This bipolar implementation also shows excellent frequency

tunability but at higher frequencies, 6-10 GHz. In Paper 4 and Paper 5 two im-

plementations of wideband LNAs for WLAN (802.11a,b,g,. . . ) are demonstrated.

Elementary wideband amplifiers show a severe trade-off between noise figure and

input impedance matching. In Paper 4 and Paper 5 we show a way to decouple

the requirement on input matching from the overall noise properties of a wideband

LNA. Paper 6 address the increased noise observed for short channel lengths in

deep submicron technologies, and how the channel length can be utilized as a

design parameter when optimizing the noise figure for wideband LNAs.

Recently the concept of direct sampling of the RF signal and discrete-time

signal processing before analog-to-digital conversion has drawn a lot of atten-

tion. Today’s CMOS technologies demonstrate very high speeds, making the RF-

sampling technique appealing in a context of multistandard operation at GHz fre-

quencies. Once the signal is sampled and downconverted it has to be decimated

before analog-to-digital conversion. A discrete-time switched-capacitor filter is

used for filtering and decimation in order to decrease the sample rate from a value

close to the carrier frequency to a value suitable for analog-to-digital conversion.

There are two essential design aspects to consider. First of all images introduced

during decimation have to be suppressed and secondly the noise has to be low.

In Paper 7 and Paper 8 a decimation filter with wideband image rejection is de-

signed. The noise properties of this filter are discussed in Paper 8 and Paper 9.

Finally, to demonstrate the feasibility of this approach an RF-sampling front-end

primarily intended for WLAN has been implemented in a 0.13 µm CMOS pro-

cess. This RF-sampling front-end is described in Paper 10.

1.6 References

[1] J. Pierce, “The Naming of the Transistor,” Proc. of the IEEE, vol. 86, January

1998.

[2] J. Kilby, “Minituarized Electronic Circuits,” U.S. Patent 3 138 743, 1959.

[3] Silicon Valley, http://www.stanford.edu/dept/news/pr/02/shockley1023.html,

2006.

[4] F. Wanlass, “Low Stand-By Power Complementary Field Effect Circuitry,”

U.S. Patent 3 356 858, 1967.

[5] G. E. Moore, “Cramming More Components onto Integrated Circuits,” Elec-

tronics, vol. 38, no. 8, 1965.



1.6 References 17

[6] S. Naffziger, B. Stackhouse, and T. Grutkowski, “The Implementation of

a 2-core Multi-Threaded Itanium-Family Processor,” in Proc. of the ISSCC

Conf., pp. 182–183, 2005.

[7] Intel, http://www.intel.com, 2006.

[8] Fairchild Semiconductor, http://www.fairchildsemi.com, 2006.

[9] I. Ross, “The Invention of the Transistor,” vol. 86, January 1998.

[10] M. Vidojkovic, J. van der Tang, P. Baltus, and A. van Roermund, “Design of

Flexible RF Building Blocks — A Method for Implementing Configurable

RF Tranceiver Architectures,” in Proc. of Asia-Pacific Conference on Com-

munications, pp. 445–449, 2005.

[11] M. Ismail and D. Rodríguez de Llera González, eds., Radio Design in

Nanometer Technologies. Springer, 2006.

[12] H. Elwan, H. Alzaher, and M. Ismail, “A New Generation of Global Wire-

less Compatibility,” IEEE Circuits and Devices Magazine, vol. 17, pp. 7–19,

2001.

[13] B. Razavi, RF Microelectronics. Prentice Hall, 1998.

[14] J.E Padgett, C.G. Günther, and T. Hattori, “Overview of Wireless Personal

Communications,” IEEE Communications Magazine, vol. 33, no. 1, pp. 28–

41, 1995.

[15] L. Larson, “Silicon Technology Tradeoffs for Radio-Frequency/Mixed-

Signal "Systems-on-a-Chip",” IEEE Tran. on Electron Devices, vol. 50,

pp. 683–699, March 2003.

[16] IMTS, http://www.itu.int/home/imt.html, 2006.

[17] Bluetooth website, http://www.bluetooth.com, 2006.

[18] IEEE website, http://www.ieee.org, 2006.

[19] ETSI website, http://www.etsi.org, 2006.

[20] UWB Forum, http://www.uwbforum.org, 2006.

[21] WiMedia Alliance, http://www.wimedia.org, 2006.

[22] WiMAX Forum, http://www.wimaxforum.org, 2006.



18 Introduction

[23] S. Moore, “Cheap Chips for Next Wireless Frontier,” IEEE Spectrum, pp. 8–

9, June 2006.

[24] ITRS, http://public.itrs.net, 2006.

[25] A.A. Abidi, “RF CMOS Comes of Age,” IEEE Journal of Solid State Cir-

cuits, vol. 39, no. 4, pp. 549–561, April 2004.

[26] K. Muhammad, Y-C. Ho, T. Mayhugh, C.M. Hung, T. Jung, I. Elahi, C. Lin,

I. Deng, C. Fernando, J. Wallberg, S. Vemulapalli, S. Larson, T. Murphy,

D. Leipold, P. Cruise, J. Jaehnig, M.C. Lee, R.B. Staszewski, R. Staszewski,

and K. Maggio, “Discrete Time Quad-band GSM/GPRS Receiver in a 90nm

Digital CMOS Process,” in Proc. of the CICC 2005 Conf., pp. 809–812,

2005.

[27] Z. Zu, S. Jiang, Y. Wu, H. Jian, G. Chu, K. Ku, P. Wang, N. Tran, Q. Gu,

M.-Z. Lai, C. Chien, M.F. Chang, and P.D. Chow, “A Compact Dual-Band

Direct-Conversion CMOS Tranceiver for 802.11a/b/g WLAN,” in Proc. of

the ISSCC Conf., pp. 98–99, 2005.

[28] T. Maeda, T. Yamase, T. Tokairin, S. Hori, R. Walkington, K. Numata,

N. Matsuno, K. Yanagisawa, N. Yoshida, H. Yano, Y. Takahasni, and

H. Hida, “A Low-power Dual-Band Triple-Mode WLAN CMOS Tran-

ceiver,” in Proc. of the ISSCC Conf., pp. 100–101, 2005.

[29] J. van der Tang, H. van Rumpt, D. Kasperkovitz, and A. van Roermund,

“RF Building Blocks and Entertainment SoCs for Mobile Telecommunica-

tion Platforms,” in Proc. of Asia-Pacific Conference on Communications,

pp. 440–444, 2005.

[30] K. Muhammad, R.B. Bogdan, and D. Leipold, “Digital RF Processing: To-

ward Low-Cost Reconfigurable Radios,” IEEE Communications Magazine,

pp. 105–113, August 2005.

[31] A. Nilsson, Design of Multi-Standard Baseband Processors. Lic. thesis,

Linköpings universitet, Department of Electrical Engineering, SE-581 83

Linköping, Sweden, 2005.

[32] E. Tell, Design of Programmable Baseband Processors. PhD thesis,

Linköpings universitet, Department of Electrical Engineering, SE-581 83

Linköping, Sweden, 2005.

[33] Coresonic AB, http://www.coresonic.com, 2006.



Chapter 2

Silicon Technology Development

from an RF Design Perspective

Ever since Dr. Gordon E. Moore stated his famous law (Moore’s law) [1] almost

forty years ago, the technology scaling has been the main factor behind the semi-

conductor evolution. According to ITRS [2] this scaling will continue for quite

many years more. It can of course not continue forever due to the laws of physics.

Many attempts have been made this far to predict where it all ends, but where

exactly is the limit [3, 4]? It might not at all be the technical limit that ends the

scaling. Increased manufacturing cost is a problem that comes along with scaling

and is a possible show-stopper for the process scaling to continue.

Essentially there are three silicon technologies for integration of RF circuits.

CMOS (bulk CMOS), BiCMOS where both MOS- and bipolar-transistors are

available, and the third one is Silicon on Insulator (SOI) where the MOS tran-

sistors are built on an insulator (usually sapphire or an oxide layer). CMOS

and Si/SiGe BiCMOS are the two dominant process technologies used for RF

transceivers today and will remain to be so in the nearest future [2]. Today, BiC-

MOS has the biggest share in terms of volume compared to CMOS in cellular

transceivers. That may however change in the near future. Using a logic CMOS

process is not always possible for RF applications. Adding an RF option (induc-

tors and MIM capacitors) to a logic CMOS process typically adds both technology

delay, about one year compared to logic, and cost. However, RF CMOS is still

considered a cheaper technology than BiCMOS when both analog and digital parts

are implemented on the same die. The main drawback with BiCMOS is that the

MOS-part lags pure CMOS technology by at least one to two generations. There-

fore it is not suitable to use BiCMOS except for the RF part. Some of the main

things to address to reduce the cost of the RF parts in the future is to use low-cost

RF-compatible technologies (CMOS is a good example), robust designs that are

tolerant against process variations, and minimize the number of inductors since

19
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they occupy large area. This also removes one of the benefits of using BiCMOS,

since one of the reasons for using BiCMOS is the possibility to integrate better

passive components like inductors. In this chapter the CMOS, BiCMOS, and SOI

technologies will be described and their benefits and drawbacks will be discussed.

2.1 CMOS Technology

Due to the attractive scaling properties of CMOS technology, low standby power,

low cost, and fast development, CMOS has for a long time been considered as

THE technology for advanced digital circuits. Along with the technology scaling

and improved performance of the transistors CMOS has become very popular for

both analog and RF circuits as well. The consequence of this is the great oppor-

tunity to integrate analog-, RF-, and digital-circuits on the same die, which makes

CMOS an excellent technology for future System-on-Chip implementations.

2.1.1 The MOSFET Device

A schematic symbol and a cross section view of an NMOS transistor is illustrated

in Fig. 2.1. The basic function of the transistor is to control the current flowing

between the drain and source terminals by applying a voltage on the gate termi-

nal. The gate is isolated from the positively (p) doped substrate by a thin layer of

an insulating material, usually SiO2. When the gate voltage is increased above a

certain threshold voltage, VTH , a conducting channel of electrons is formed in the

p-doped area under the gate. This allows a current to flow between the highly neg-

atively doped drain and source. This on-off model is however an oversimplified

view of the threshold voltage. The channel is built up gradually and a subthresh-

old current is flowing even below VTH . For proper operation, a voltage also has

to be applied to the substrate (bulk) in order to have a well defined potential. Ap-

pendix A contains the equations describing the current through the transistor as a

function of the terminal voltages for the different operating regions of a MOSFET.

The MOSFET can be used as a switch as is the case in digital circuits, a voltage

controlled resistor or an amplifying device in analog circuits.

The most frequently used high-frequency performance metric for MOSFETs

is the maximum cutoff frequency, fT . fT is defined as the frequency where the

AC-signal short-circuit current gain is unity. It is therefore proportional to the

ratio between the transconductance (gm) and the input capacitance (Cin). The

cutoff frequency for long channel NMOS transistors and for short channel NMOS

transistors operating at low gate over-drive voltages is expressed as:

fT ≈ 3µn(VGS − VTH)

4πL2
(2.1)
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Figure 2.1: (a) NMOS schematic symbol. (b) NMOS cross section.

µn is the electron mobility, (VGS − VTH) is the gate over-drive voltage, and L

is the channel length. As seen from Eq. 2.1 fT depends on (VGS − VTH) and

is inversely proportional to the square of the channel length. It is thus obvious

why transistor performance improve by scaling down the channel length. In deep

submicron technologies with very short channel lengths the carriers get velocity

saturated, particularly at high (VGS −VTH). Velocity saturation, vsat decreases the

electron mobility [5]. Considering this, fT for these devices can be rewritten as:

fT =
vsat

2πL
(2.2)

As seen from Eq. 2.2 fT is in this case inversely proportional to the channel length

at the first order and the benefit of scaling is therefore lowered. To date, transistors

used for analog and RF are rarely biased in a way that the carriers get velocity sat-

urated. This since reaching velocity saturation still requires a relatively high gate

over-drive voltage for technologies used today and that would cause an unaccept-

ably high power consumption for most analog an RF circuits. However, due to

scaling, lower and lower gate over-drive voltage will be required to reach velocity

saturation. The most important thing for analog and RF is to have high fT for low

bias current together with low noise. Biasing at maximum fT is thus not really

practical for low power.

Another often used high-frequency measure is fmax. fmax is defined in the

same way as fT , but instead of looking at the current gain it is when the power

gain has dropped to unity. fmax is a function of fT , gate resistance and gate-drain

capacitance.
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2.1.2 Impact of Scaling on the MOSFET Device

The device scaling will continue within the near future. From the roadmap over

technology scaling from ITRS [2] the scaling will continue and year 2019 the

drawn channel length is predicted to be 16 nm. Table 2.1 shows the predicted

scaling of RF and analog mixed-signal CMOS technology. It can thus be expected

that scaling will continue to give huge performance improvements.

Year of production 2007 2010 2013 2016 2019

Technology node [nm] 65 45 32 22 16

Nominal VDD [V] 1.2 1.1 1.0 1.0 1.0

Saturation VTH [V] 0.2 0.18 0.15 0.11 0.1

Peak fT (NMOS) [GHz] 170 280 400 550 730

Peak fmax (NMOS) [GHz] 270 420 590 790 1020

NFmin@5 GHz (NMOS) [dB] 0.25 <0.2 <0.2 <0.2 <0.2

σVTH matching [mV·µm] 6 5 5 4 4

IDS for fT =50 GHz [µA/µm] 13 8 6 4 3

gm/gds at 5·Lmin−digital 32 30 30 30 30

Table 2.1: Predicted scaling of RF and analog mixed-signal CMOS technology

according to ITRS 2005.

Increased fT and fmax will certainly be most welcome. Faster devices due to

scaling will make CMOS usable for RF frequencies up to many tenths of GHz.

However, there are also problems arising from the scaling. The most severe one

for RF and analog is the lower supply voltage. As a direct consequence of the

reduced supply voltage, the available dynamic range is also reduced. To com-

pensate for this reduction in dynamic range, the noise floor has to be lowered.

As an example, the noise in switched-capacitor (SC) circuits can only be reduced

by increasing the capacitor size. Inevitably, this means increased chip area and

higher current dissipation required to drive the larger capacitance. For some ana-

log applications, where the reduced signal swing due to the lower supply voltage

cannot be accepted, one option is to use high-voltage transistors (IO transistors)

instead. The IO transistors have thicker gate oxide and longer channel lengths and

are therfore slower than the thin-gate devices, but in some cases this can be ac-

cepted and give an extra degree of freedom for circuit designers. For fixed-power
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applications, like power amplifiers, the lower power supply voltage also requires

increased current. This make designs more sensitive to parasitic resistance in the

supply lines causing voltage drops that further reduce the usable supply voltage.

In digital design the subthreshold leakage and gate leakage are two of the

main concerns since they affect the reliability and cause an excessive amount of

standby power. In fact, scenarios where the leakage power and the active power

are of the same order are quite common for large digital circuits like for exam-

ple microprocessors. The subthreshold leakage is a result of the scaling of the

threshold voltage. Lower threshold voltage gives a faster device at the expense of

more leakage. For analog and RF the subthreshold leakage becomes a problem

in for example sampling circuits. Charge stored at the capacitor will leak away

even though the transistor is "turned off". Since the leakage strongly depends on

the voltage across the transistor, the leakage will give arise to distorsion. The

gate leakage on the other hand is caused by tunneling through the extremely thin

gate oxide. Further decreasing the thickness of the oxide will increase the gate

leakage to unacceptable levels. One solution to the gate-leakage problem that has

been suggested is the use of high-κ dielectrics instead of SiO2 for the gate-oxide

[2, 6]. Using the same example as above, a sampling circuit will be affected by

the gate leakage in roughly the same way as by the subthreshold leakage. How-

ever, the use of MOS-capacitors will be very difficult in the future considering the

increased gate leakage.

The noise properties of scaled transistors are also very important. Regarding

the 1/f noise, the 1/f-noise corner will move up in frequency due to the scaling.

1/f-noise originates from the trapping and de-trapping of carriers in the gate oxide.

The introduction of high-κ dielectric materials in the gate of future CMOS tech-

nology nodes will tend to increase the 1/f-noise levels [7, 8]. Due to the nature

of carrier transport in MOS transistors taking place at the interface between SiO2

and Si, the 1/f-noise corner is much higher than for bipolars. Here CMOS has a

physically-based drawback compared to bipolar transistors. Regaring the thermal

noise in a MOSFET the two main contributors are the drain current noise:

i2nd = 4kTγgd0∆f (2.3)

and the thermal noise contributed by the extrinsic gate resistance:

v2
nRg

= 4kTδRg∆f (2.4)

where δ depends on the contacting of the gate (one end or both ends). Along

with the scaling the gate resistance is starting to become a problem. The gate

resistance is becoming a significant noise source when designing for low noise,

and short transistor fingers have to be used in order to reduce the gate resistance. γ
in Eq. 2.3 is the channel noise factor. For long-channel devices γ = 2/3. For short-

channel devices larger values of γ has been reported. In [9] a γ = 2 is given for
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short-channel devices, but many different values of γ can be found in literature.

One of the main concerns is that the noise level can become higher with scaling

in such a way that the increased gain due to the scaling cannot compensate for the

increased noise. In this case scaling would start producing higher noise figures at

some point.

Figure 2.2 shows the typical characteristics for drain-current and transconduc-

tance (gm) for a long-channel and a short-channel transistor. For the long-channel

device the drain current is a quadratic function of the gate-source voltage (VGS)
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Figure 2.2: Typical transistor characteristics for: (a) IDS versus VGS for long-

channel MOSFET, (b) gm versus VGS for long-channel MOSFET, (c) IDS versus

VGS for short-channel MOSFET, (d) gm versus VGS for short-channel MOSFET.
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resulting in a transconductance which has a linear dependence on (VGS). For the

short-channel device the current becomes linear to (VGS) as the device becomes

velocity saturated. This causes gm to be more or less constant for higher VGS .

Since fT is related to gm, the fT curve looks more or less the same as the one for

gm, compare with Eq. 2.1 and Eq. 2.2.

Regarding the linearity, for example the linearity of an LNA is strongly cou-

pled to the transconductance of the device. Nonlinearities arise from the fact that

gm is not constant when a signal is applied to the gate. From Fig. 2.2 it is seen that

a velocity-saturated device has a nearly constant transconductance yielding very

high linearity. Thus, as a result of scaling transistors will be velocity saturated

even for low gate-source voltages resulting in better linearity. However, for ex-

ample reduced output impedance, gds, will worsen the linearity instead. Improved

transistor speed can also be traded for improved linearity by the use of feedback

even at high frequencies.

Increased variation in threshold voltages due to random dopant fluctuations

in the channel is another important phenomena that comes along with the scaling

[10]. This will increase the mismatch between devices even though they are placed

close together. Particularly when reaching the 32-to-16 nm generation there will

only be tenths of dopant atoms left in the channel causing large statistical fluctua-

tions in the threshold voltage.

2.1.3 Silicon-on-Insulator Technology

In SOI CMOS a thin silicon layer where the devices are laid out is placed on top

of an insulating layer (usually oxide for SOI CMOS). Fig. 2.3 shows the cross

section of an SOI-NMOS transistor.
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Substrate (Bulk)
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Depletion region

Figure 2.3: NMOS cross section when implemented in SOI technology.
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There are two commonly mentioned types of SOI-CMOS devices, partially

depleted (PD) and fully depleted (FD). In the case of PD SOI an undepleted re-

gion is present in the body region of the device if the thickness of the silicon layer

is larger than the depletion depth. The body is therefore only partially depleted.

The undepleted body region can be charged during operation, giving rise to several

unwanted effects like the kink and history effect [11]. These effects can be solved

by adding body contacts. PD SOI technology is now relatively mature [12]. Due

to process scaling many of the advantages using PD SOI over bulk CMOS dimin-

ishes [11]. For FD SOI, where the silicon layer is made thinner than the depletion

depth, the whole body-region is depleted. Consequently, the body region cannot

be charged and the unwanted effects appearing for PD SOI are thereby avoided.

FD SOI looks more promising for the future but is not yet commercially available.

The SOI-CMOS technology has several advantages, but also a number of dis-

advantages over bulk-CMOS technologies. The most important advantages usu-

ally mentioned when motivating the use of SOI CMOS are:

• Lower parasitic capacitance, leading to higher fT .

• Reduced substrate coupling.

• Higher gain.

• Due to the dielectric isolation high quality passive components can be inte-

grated.

but there are also a number of drawbacks:

• Thermal effects, self heating.

• Partly depleted SOI suffer from kink and history effects.

• Fabrication cost.

The self-heating problem is due to the insulator layer in SOI CMOS. The thermal

conductivity is about 100 times lower for the devices compared to bulk-CMOS de-

vices [13]. Most of the heat generated in a bulk-CMOS device is transferred to the

substrate below and only little heat is transferred to neighboring devices. For an

SOI-CMOS device the situation is different. Due to the poor thermal conductivity

of the insulating layer, more of the heat generated by the device will remain in the

device, which increases the temperature. In addition, more heat is transferred to

neighboring devices. Increased temperature also leads to decreased electron and

hole mobility, which in turn decrease the drain current and thereby the transistor

speed. The variation in drain current due to self-heating can be as much as 25%



2.2 BiCMOS Technology 27

[14]. The thermal effects should thus be included when simulating circuits based

on SOI CMOS.

SOI-CMOS technology might become a mainstream technology in the future.

It has several advantages over bulk CMOS, better isolation and better passive

components. However, issues like self-heating, history effects, and silicon cost

are major obstacles for SOI CMOS. The near future belongs to standard CMOS

and BiCMOS technologies. The question is if there ever will be a market for SOI

technology for RF applications?

2.2 BiCMOS Technology

In a BiCMOS process bipolar transistors have been added to a CMOS technol-

ogy. By adding bipolars, high-frequency circuits, where CMOS simply are not

fast enough, can be integrated together with digital parts where CMOS is the only

reasonable choice. Modern BiCMOS processes use SiGe heterojunction bipolar

junction transistors (HBTs). A graded Germanium profile within the base reduce

the base transit time, thus improving fT . BiCMOS technologies usually use a sub-

strate with higher resistivity, compared to high-performance CMOS technologies,

better suited for integration of high-Q passive components.

2.2.1 The Bipolar Device

A schematic symbol and a cross-section view of an NPN transistor is illustrated

in Fig. 2.4. The operation of a bipolar transistor is physically much more com-

plicated than for the MOSFET. A simplified view of the operation for an NPN

bipolar junction transistor (BJT) is as follows [15]. When the base-emitter junc-

tion is forward biased, it starts conducting just as any forward-biased junction.

The current consists of majority carriers from the base (holes since the base is
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Figure 2.4: (a) NPN schematic symbol. (b) NPN cross section.
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positively (p) doped) and majority carriers from the emitter (electrons since the

emitter is negatively (n) doped) diffusing across the junction. Since the emitter is

more heavily doped than the base, there are many more electrons injected from the

emitter than holes injected from the base. Further assuming the collector voltage is

large enough to ensure that the collector-base junction is reversed biased, no holes

from the base will go to the collector. However, the electrons that travel from the

emitter to the base, where they are now minority carriers, diffuse away from the

base-emitter junction because of the large gradient of minority-carrier concentra-

tion in the base region. Any of these electrons that get close to the collector-base

junction will immediately be swept across the junction by the drift mechanism due

to the large positive voltage on the collector. Accordingly, the bipolar transistor is

a current-controlled device in opposite to the voltage-controlled MOS transistor.

The total emitter current is the sum of the base current and the collector current.

Since the base current is small compared to the collector current, the emitter cur-

rent is approximately equal to the collector current. Appendix A contains the

equations describing the current through the bipolar transistor as a function of the

terminal voltages.

2.2.2 Impact of Scaling on the Bipolar Device

Table 2.2 shows the predicted scaling of RF and analog mixed-signal bipolar tech-

nology according to ITRS 2005. The MOS part in a BiCMOS process will be

facing the same problems as a pure CMOS process described in section 2.1.2.

Technology requirements for bipolar transistors are driven by the need for lower

power consumption, lower noise, and lower cost in the same way as for CMOS.

One of the major challenges for BiCMOS technology is to scale the supply volt-

age of the bipolars to reduce the power consumption versus CMOS technology.

Reduced power consumption and lower noise for bipolar devices are achieved

through higher fT and fmax, scaling of the vertical profile and scaling of the

emitter width. Reducing the base resistance is essential to reduce the noise. For

Si/SiGe bipolars fT is determined by the electron transit times for the base and

collector [9]. Therefore, scaling the dimensions will improve the high-frequency

performance.

2.3 Integration of Passives

In many cases the integration of RF, analog, and mixed-signal circuits require inte-

gration of inductors, high-precision capacitors, resistors, and varactors alongside

with the active devices. Table 2.3 shows the predicted scaling of RF passives ac-

cording to ITRS 2005. The improved performance of the passives does not come
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Year of production 2007 2010 2013 2016 2019

Emitter width [µm] 0.13 0.1 0.09 0.08 0.07

σ current matching [%·µm] 2 2 2 2 2

High speed NPN

Peak fT (Vbc = 1 V) [GHz] 265 370 420 480 550

Peak fmax [GHz] 300 410 460 520 590

BVceo [V] 1.8 1.7 1.6 1.4 1.3

Jc at peak fT [mA/µm2] 12 15 18 21 24

RF NPN

Peak fT (Vbc = 1 V) [GHz] 90 100 120 130 150

Peak fmax [GHz] 170 200 230 260 290

BVceo [V] 3.1 2.9 2.6 2.5 2.4

NFmin@5GHz (NMOS) [dB] 0.26 <0.2 <0.2 <0.2 <0.2

Ic for fT = 50 GHz [µA/µm] 28 15 12 9 6

Table 2.2: Predicted scaling of RF and analog mixed-signal bipolar technology

according to ITRS 2005.

from process scaling, rather from the evolution of device implementation and ma-

terial choices [16]. The two most challenging passive components to integrate

are high-precision high-density capacitors and inductors. Since these usually oc-

cupy much more silicon area than the active devices, scaling of the capacitors and

inductors is highly desireable to reduce the overall die size.

Precision capacitors with high density, good matching properties, together

with high linearity are usually implemented as metal-insulator-metal (MIM) ca-

pacitors. These capacitors are integrated near the top of the interconnect stack by

adding a couple of extra masks during the manufacturing. Looking at the scaling

properties of MIM capacitors, the density in terms of fF/µm will improve. The

resulting Q-value due to scaling will more or less remain the same. This since the

Q-value is proportional to the product of the capacitance (C) and the series resis-

tance (R). The total area is reduced while the resistance per unit area is increased

and the product of R and C remains the same throughout scaling [9, 17].
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Year of production 2007 2010 2013 2016 2019

Technology node [nm] 65 45 32 22 16

P+ polysilicon resistor

Sheet resistance [Ω/sq] 200-300 200-300 200-300 200-300 200-300

σMatching [%·µm] 1.7 1.7 1.7 1.7 1

Metal-Insulator-Metal capacitor

Density [fF/µm2] 2 5 7 10 12

σMatching [%·µm] 0.5 0.4 0.3 0.2 0.2

Q (5 GHz, 1 pF) >50 >50 >50 >50 >50

Inductor

Q (5 GHz, 1 nH) 29 34 40 46 52

MOS varactor

Tuning range 5.5 5.5 5.5 5.5 5.5

Q (5 GHz, 0 V) 35 40 50 55 60

Table 2.3: Predicted performance improvements of passives according to ITRS

2005.

Inductors are implemented in the thicker top-level metal layers of the intercon-

nect stack to minimize the resistive loss, as well as the capacitive and magnetic

losses to the dissipative silicon substrate. The Q-factor is limited by the induc-

tor series resistance at low frequencies, while at high frequencies the substrate

resistivity is the limiting factor [16]. Traditionally CMOS technologies used a

low-ohmic p+ substrate to avoid latch-up. This is usually not used for RF CMOS

technologies because of the need for high-quality passives. Instead a p- substrate

is used or a thin p- epi on a p+ substrate. One of the main issues with inductors

is that they consume a lot of area and scaling their size is not as easy as for the

MIM capacitors. The fundamental problem for integrated inductors is that they

need to store much more energy than they dissipate per cycle, and naturally it is

very difficult to store a lot of energy in the small volume of an integrated circuit

die. The scaling properties of inductors are thus not very promising, since scaling

the size of an inductor also means an unwanted scaling of the quality factor [9].
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Therefore, inductors will not scale as transistors and silicon areas occupied by on-

chip inductors will not scale down eventhough CMOS technology advances. This

will make inductors a really expensive component to use in terms of silicon area

and cost in the future.

2.4 A Brief Device Comparison

A fair device comparison between a state-of-the-art CMOS technology and cor-

responding BiCMOS technology is a little difficult to make since the BiCMOS

technoloy lags about two generations with respect to the pure CMOS technol-

ogy. In [9] the silicon technology tradeoffs are dicussed for RF and mixed-signal

system-on-chip implementations. Comparable performance for LNA implemen-

taions has been shown using 0.25 µm and 0.18 µm RF CMOS and SiGe BiCMOS

[18]. In this section a few of the most important differences between MOS and

bipolar transistors are discussed.

Some of the drawbacks with using MOS transistors compared to bipolar tran-

sistors are:

• Lower gain than bipolar transistors.

• Higher power consumption for noise matching.

• Higher parasitics associated with MOS and worse passives.

• Much higher 1/f-noise corner frequency.

• Lower power supply voltage.

but there are also a number of advantages, among them:

• Better linearity.

• Superior for switches, sample and hold circuits, and mixers.

• More aggressive process scaling rapidly improving fT .

• More suitable for high-level integration (SoC), since the technology is com-

patible with the rest of the design (baseband).

• Allows for low-voltage operation, which is not very easy using bipolars.

• Lower cost in high-volume production.
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The lower power supply voltage for MOS transistors compared to bipolar transi-

tors is on one hand an advantage since it allows for low voltage operation, but on

the other hand it becomes a real bottleneck since it is limiting the dynamic range.

The lower power supply voltage is one of the main issues when using RF CMOS

compared to BiCMOS technology. The two most important transistor parameters

when considering power consumption are the transconductance (gm) and the ef-

fectiveness, the ratio between transconductance and bias current (gm/I), of the

transistor. gm/I for a bipolar transistor is equal to V −1
T ≈ 40 V −1, while for a

MOS transistor it is approximately 2/(VGS − VTH) ≈ 1 − 25 V −1. In this sense

the bipolar transistor uses the current much more efficiently. However, the MOS-

FET can be operated at a much lower bias and supply voltage than the bipolar

transistor, leading to lower power dissipation in some cases. Also, as explained

in Appendix A, the maximum possible gain that can be achieved with a single-

transistor amplifier is higher for bipolars. Another very important parameter is the

maximum transition frequency, fT , since RF devices should operate at very high

frequencies. Today fT for both bipolar and MOS devices are similar.

2.5 Technology Trends

The first thing to consider is single-chip versus multi-chip solutions. Regarding

the digital baseband a high-end CMOS technology is the only resonable choice.

Considering a multi-chip solution a BiCMOS implementation for RF could be the

best solution. Several reasons can be mentioned, for example better device mod-

elling, better isolation between the analog and digital parts, and perhaps lower

power consumption. Regarding the manufacturing cost of BiCMOS, most com-

parisons of CMOS and BiCMOS are based on comparing processes using the

same generation of photolithography as in [18]. The result from this comparison

is obviously that CMOS is cheaper. This comparison is however a little skewed.

Comparisons must not be made within the same lithography generation without

considering what technology generation is needed for the wanted application. For

a particular RF-IC design, a more agressive CMOS generation must be chosen,

while a less agressive BiCMOS process will be at least as capable. In many cases,

a less aggressive BiCMOS process will be less expensive than the CMOS alter-

native [19]. One of the main reasons for using bipolars today is the lack of accu-

rate RF transistor models for MOSFETs. This also explains why many new RF

products are first realized in BiCMOS and later transferred to pure CMOS im-

plementations. However, once CMOS solutions hit the market bipolar solutions

quickly become obsolete. For single-chip solutions (power amplifier most likely

not included) the requirements from digital signal-processing capability and mem-

ory integration directly imply the use of CMOS. For most low-cost high-volume
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applications CMOS will be used, at least for frequencies up to ∼10 GHz. SiGe

bipolar technology is driven by products like automotive radar and high data rate

short-range WLAN emerging in the 24-77 GHz range [20].

RF circuits implemented in SiGe BiCMOS may have better performance than

corresponding CMOS circuits, but if CMOS is "good enough" it will be used.

Considering the amount of research going on in the field of implementing CMOS

circuits for RF and the number of new companies working on CMOS radio, the

technology trend clearly points in the CMOS direction. Hopefully, all these engi-

neers all around the world cannot be wrong.
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Chapter 3

Radio-Receiver Architectures

The basic function of a radio front-end is to take the modulated carrier signal from

the antenna, amplify and downconvert the signal, select the wanted channel, and

finally extract the baseband information. From this point of view a radio receiver

does not appear to be very complicated. However, when considering that the sig-

nal could be very week or very strong depending on how far from the transmitter

the receiver is, or even worse when the wanted signal is very week but another

strong interferer (blocker) is present, then the true challenges of radio receiver de-

sign are brought into the light. There exist a number of different ways to build a

receiver which takes care of all those issues in one way or the other. In this chap-

ter the most common traditional radio-receiver architectures are presented. More

details can be found in [1, 2, 3].

3.1 Receiver Specifications

A traditional RF front-end typically consists of a low-noise amplifier (LNA),

mixer(s) for downconversion, local oscillator(s) (LO), filters, and finally an analog-

to-digital converter (ADC). The first stage after the antenna and RF filter in the

receiver chain is typically an LNA. Since every stage in the receiver chain adds

noise to the signal, very weak signals will be buried in this noise and be lost. The

main function of the LNA is to provide high enough gain to overcome the noise

of subsequent stages (mixer etc.), while adding as little noise as possible. At the

same time it should be linear enough to handle strong interferers without introduc-

ing intermodulation distortion. The LNA is followed by a mixer that performs the

downconversion to an intermediate frequency (IF) determined by the local oscil-

lator. Due to the nature of the mixing process, the image problem occurs. Several

techniques to handle the image problem exists and will be discussed later in this

chapter. After the mixer filtering is required. Then, if necessary, another step of

35
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downconversion and filtering is made before the signal is amplified and ready for

analog-to-digital conversion.

The performance of the receiver depends on the system design, circuit design,

and working environment [4]. The acceptable level of noise and distortion varies

with the application. Noise and distortion specify a lower limit on the usable

signal-level at the output. For the output-signal to be useful, the signal power has

to be larger than the noise power by an amount specified by the required minimum

signal-to-noise ratio (SNR). Including the distortion produced in the receiver, both

noise and distortion should be at least the minimum specified signal-to-noise and

distortion ratio (SNDR) below the signal power.

3.1.1 Receiver Requirements

Due to the very different operating conditions of a receiver depending on the sur-

rounding environment a number of requirements can be specified.

• Sensitivity: The receiver sensitivity is the ability to receive a week signal.

The requirement is the specified SNR for the analog front-end correspond-

ing to the bit error rate (BER) in the digital domain. The sensitivity directly

translates to the receiver noise figure (NF).

• Selectivity: The selectivity is the ability to suppress signals on adjacent

channel frequencies. The selectivity sets the requirements on the channel

select filter.

• Blocker immunity, intermodulation rejection: Interfering RF signals together

with receiver nonlinearities can generate intermodulation products that fall

into the channel of interest. The receiver linearity is usually specified through

the IIP3 and compression point.

• Power consumption: Low power consumption is usually required. The pre-

vious three requirements should not be solved at the expense of severely

increased power consumption.

As mentioned above, noise and linearity are two very important specifications

for a radio receiver front-end. The total gain and how well interfering signals have

to be suppressed, is at the end determined by the ADC. Too tough requirements

on the ADC will result in unacceptably high power consumption. Therefore, the

task of the receiver has to be distributed among the different stages in the receiver

chain to find the best possible solution. A link budget is usually made to specify

the required noise and linearity properties for each component in the front-end in

order to fulfill the required specification for the whole receiver. In a typical front-

end the LNA and the mixer are the main stages contributing to the overall noise
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and linearity [5]. The receiver noise figure specify how much noise is added to the

signal while passing the receiver, i.e. the SNR degradation by the receiver. The

noise figure of the receiver is defined as:

NF = 10log
SNR at input

SNR at output
=

Si/Ni

So/No
=

No

G·Ni
(3.1)

where Si is the input signal, So is the output signal, Ni is the noise at input, Ni

is the noise at output, and G is the total gain of the receiver. When designing

a receiver front-end, each component has to be designed with a noise figure and

gain so that the specification for the whole front-end is met. The noise figure for

a system of cascaded circuits, and the impact of every circuit on the overall noise

figure, can be calculated using Friis formula where the noise factor (F) of stage i

is divided by the total gain from the input to stage i:

F = F1 +
F2 − 1

G1

+
F3 − 1

G1G2

+ . . . +
FN − 1

G1G2 . . . GN−1

(3.2)

The noise figure is calculated from the noise factor as NF = 10log(F ). The gain

dependency of F in Eq. 3.2 results in the fact that once the signal is amplified, the

noise of subsequent stages is less important. Therefore, the system noise figure is

often dominated by the noise from the first stage(s) in the receiver chain. Trying

to achieve a good noise figure, most of the design effort must be put on the earliest

stages in the receiver chain, particularly on the LNA.

Nonlinearities in a receiver result in intermodulation distortion, desensitization

(blocking), and cross-modulation. When two signals at frequencies f1 and f2

are applied to a nonlinear system they generate intermodulation (IM) products

according to mf1±nf2, m, n = 0, 1, 2, . . . [4]. The linearity of a circuit or a whole

receiver can be evaluated by using a two-tone test, i.e. applying two frequency

tones to the input and look at the frequency spectra at the output. Second-order

intermodulation is not that troublesome because the products can be filtered out

[6]. However, this is not true for direct-conversion (homodyne) receivers. The

two-tone third-order IM products are of primary interest since they can show up

within the passband of the signal that is going to be received. Fig. 3.1(a) shows

a typical output spectra from a two-tone test. The two fundamental tones are at

f1 and f2, while the third-order intermodulation distortion (IMD) shows up at

frequencies 2f1 − f2 and 2f2 − f1. If the IMD is larger or equal to the noise floor,

the spurious-free dynamic range (SFDR) is estimated as the difference between

the fundamental tone and the IMD product [7]. There are many measures of

linearity, but the most commonly used are third-order intercept point (IP3) and 1-

dB compression point (CP). At the 1-dB compression point the gain is 1 dB lower

than the small-signal gain due to nonlinearities. This is because the linear small-

signal assumption is no longer valid for such high input-power. This will reduce
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Figure 3.1: Linearity characteristics and dynamic range definitions: (a) Intermod-

ulation spectrum. (b) Input power versus output power.

the gain of a weak signal in presence of a strong interferer (blocking). The most

common measure to specify the linearity is the input-referred third-order intercept

point (IIP3). Fig. 3.1(b) illustrates the result of a two-tone test. The output power

of the fundamental and third-order tone are plotted as a function of input power.

By extrapolating the output power curves of the fundamental and third-order tone,

IIP3 is found as the input power where the two lines intersect. When designing

a front-end the linearity (IIP3) of every component has to be considered. The

overall linearity of cascaded nonlinear components can be calculated as:

1

IIP3
=

1

IIP31
+

G1

IIP32
+ . . .

G1G2 . . . GN−1

IIP3N
(3.3)

When comparing Eq. 3.2 and Eq. 3.3 the trade-off between noise, gain, and linear-

ity is obvious. As discussed before, large gain in the first stage (the LNA) implies

a low overall noise figure. However, large gain in the first stage also means the

overall linearity gets worse. Thus, a compromise between noise and linearity has

to be made when determining the gain of each stage in the receiver chain.

3.1.2 The Image Problem

Since the mixer acts as a multiplier it performs both up and downconversion si-

multaneously. For a receiver only the downconverted signal is of interest why

it is here assumed that the up-converted signal is filtered out. Thus, by mixing
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Figure 3.2: Image problem in downconversion: (a) Heterodyne receivers. (b) Ho-

modyne receivers. (c) Low-IF receivers.

an RF signal of frequency fRF with an LO signal of frequency fLO results in an

intermediate-frequency (IF) signal at fIF = fRF − fLO. Now, the problem is

that a signal equally spaced from the LO on the opposite side with respect to the

RF signal will also be downconverted to the same IF frequency. This signal is

usually called the image frequency, fIM , and is a result of the mixing process. A

more mathematical explanation can be found in [7]. Fig. 3.2 illustrates the image-

frequency problem for three different receiver architectures downconverting to

different intermediate frequencies. Different techniques exist to eliminate the im-

age problem. The most straight forward approach is to choose a high enough IF so

that the image frequency can be removed by the RF filter. This technique is com-

monly used in superheterodyne receivers, as described in Section 3.2. A specific

case is the homodyne or zero-IF receiver. Since the image frequency in this case

is the signal itself, no image rejection filter is needed. However, for frequency-

or phase-modulated signals this does not solve the problem. This is because the

upper and lower sidebands does not contain the same information [3].

Another solution to the image problem is to use special image-rejection ar-

chitectures. The idea is that instead of removing the image by using filters, the

wanted signal and the image are separated by using quadrature downconversion.

Using quadrature downconversion to separate the image from the wanted signal is

more suitable for chip implementations since it is usually very difficult to realize

the sharp high-quality filter needed to remove the image. Two commonly used

image-rejection architectures are the Hartley architecture shown in Fig. 3.3, and
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the Weaver architecture shown in Fig. 3.4. Both architectures need a 90◦ phase

shift and the main difference is that instead of the passive phase shift typically

used in the Hartley architecture a second mixing is used in the Weaver architec-

ture. To demonstrate how the image rejection is accomplished using the Hartley

architecture refer to Fig. 3.3 and assume an input signal composed of the wanted

signal and its image:

v(t) = ARF cos(ωRF t) + AIMcos(ωIM t) (3.4)

After quadrature mixing of the input signal using the signals cos(ωLO) and sin(ωLO)
from the LO and after LP filtering, the frequency relations ωIF = ωRF − ωLO =
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ωLO − ωIM give signal and image parts in the branches as:

vRF,I =
ARF

2
sin((ωRF − ωLO)t) =

ARF

2
sin(ωIF t) (3.5)

vRF,Q =
ARF

2
cos((ωRF − ωLO)t) =

ARF

2
cos(ωIF t)

vIM,I =
AIM

2
sin((ωLO − ωRF )t) =

AIM

2
sin(−ωIF t) = −AIM

2
sin(ωIF t)

vIM,Q =
AIM

2
cos((ωLO − ωRF )t) =

AIM

2
cos(−ωIF t) =

AIM

2
cos(ωIF t)

Performing the phase shift of 90◦ on the Q branch result in:

vRF,Q = −ARF

2
sin(ωIF t) (3.6)

vIM,Q = −AIM

2
sin(ωIF t)

Subtracting the signals from the I and Q branches gives the IF signal:

vIF = ARF sin(ωIF t) (3.7)

As seen from the equations above the desired part of the I and Q components are

in phase and adds up while the image parts are in opposite phase thus cancelling

each other out. Gain and phase mismatch between the I and Q components will

result in degraded image rejection. This is because the image parts no longer can-

cel when they have different amplitude and phase. In modern receivers the phase

shift and addition of the signals are done in the digital domain (in the baseband

processor). Static gain and phase errors can be digitally corrected and compen-

sated for [8, 9, 10]. This ease the design of the RF front-end considerably. It

is also a good example of how digital compensation can be utilized to ease the

design requirements of RF and analog circuits.

3.2 Superheterodyne Receivers

The superheterodyne receiver topology was invented by Edwin H. Armstrong in

19181. Most radio receivers used today use more or less a similar approach for fre-

quency downconversion etc. as the classical superheterodyne, even though some

refinements and changes have been made compared to the original architecture.

The superheterodyne receiver is still commonly used today due to its high sen-

sitivity and selectivity combined with good image rejection. Fig. 3.5 illustrates

a classical dual superheterodyne receiver, while Fig. 3.6 shows a more modern

dual superheterodyne receiver architecture for digital baseband. The first band-

1A Frenchman named Lévy later claimed he was first and in 1928 Armstrong lost his super-

heterodyne patent.
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Figure 3.6: Dual-superheterodyne receiver for digital-baseband demodulation.

pass filter between the antenna and LNA selects the desired RF band and also acts

as an image rejection filter for the first mixer. Then the RF-signal is amplified

by a low-noise amplifier (LNA) and downconverted to an intermediate frequency

(IF) in the first mixer. The first IF is determined by the first local-oscillator (LO)

frequency and is chosen in such a way that the image is removed by the RF fil-

ter. Another bandpass filter is used before the second mixer to remove the image

frequencies associated with the second mixing. Consider the receiver shown in

Fig. 3.5, a third bandpass filter is used after the second mixer to select the desired

channel and suppress the neighboring channels. The desired channel is chosen by

tuning the second LO to a frequency so that the IF of the desired channel coin-

cides with the passband of the channel filter. Thus the channel filter has a fixed

center frequency and the IF before the demodulator is the same for all channels.

One way to demodulate the signal is to do it in digital domain. Fig. 3.6 shows how

quadrature downconversion followed by low-pass filtering, amplification (VGA),

and analog-to-digital conversion is performed before the digital demodulation in

a digital signal processor (DSP).

The choice of IF is a trade-off between good selectivity and good image rejec-

tion. A high IF means the signal and image bands are further apart, thus relaxing

the filter requirements and still achieve very good image rejection. A low IF on the

other hand gives the advantage of relaxed channel-filter (IF filter) requirements.

If the carrier frequency is very high compared to the signal bandwidth, several in-
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termediate frequencies can be used to downconvert the RF signal. This improves

the image rejection and suppression of adjacent channels [11]. Therefore, by us-

ing several intermediate frequencies, both good selectivity and sensitivity can be

accomplished.

The main drawback with the superheterodyne receiver architecture is the need

for high-Q filters used for image rejection. These filters are usually placed off-chip

and tend to be bulky and expensive. This also means that single-chip solutions,

where everything is integrated on the same die, are difficult to build using the

superheterodyne architecture. Besides that, the power needed to drive off-chip

components like the external filters tend to give relatively high power consumption

[12].

3.3 Homodyne Receivers

As described in previous section, the major obstacle for high-level integration

of superheterodyne receivers is the need for high-Q bandpass filters. A lot can

be gained by using receiver architectures where these filters can be simplified or

removed. In a homodyne (also called direct conversion or zero-IF) receiver the

signal is downconverted directly to baseband without the use of any intermediate

frequencies. Since the center of the desired channel is translated to DC (0 Hz),

the portion of the channel on the negative frequency axis becomes the image to

the portion of the signal on the positive frequency axis and vice versa. Therefore,

the downconverted signal has to be reconstructed using complex signal process-

ing. Otherwise the negative-frequency half-channel will be folded on the positive-

frequency half-channel. This means that two downconversions are made, one for

the in-phase (I) component and one for the quadrature-phase (Q) component. Fig.

3.7 shows a block diagram of a homodyne receiver using I/Q downconversion. As

seen in Fig. 3.7 the band-pass channel-selection filter used in the superheterodyne
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Figure 3.7: Homodyne receiver.
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is now replaced by a lowpass (LP) filter. The LP filter can be implemented on-

chip using for example active filters, thus eliminating the need for external filters

and thereby allowing for a high level of integration. If the filter in a homodyne

receiver can be made programmable, then multiple frequency bands could be used

(for example different signal bandwidths for different standards) [11]. After the

LP filter the signal is amplified using a variable-gain amplifier (VGA) to adjust

the signal level to the input-range of the ADC and thereby decrease the required

dynamic range. The final demodulation is performed in the DSP.

Of course there are also a number of disadvantages with homodyne receivers.

The most severe one is the DC-offset problem. This since the DC offset is su-

perimposed on the baseband signals that are downconverted around DC. The DC

offset is introduced in the mixer by the parasitic coupling of the LO signal causing

the LO signal to be mixed with itself. This effect is commonly called LO leakage

[13]. Except corrupting the baseband signal at DC, the DC offset might also cause

saturation in the following stages after the mixer. Mismatch between I and Q sig-

nals might also give a DC offset. The DC offset is usually removed by adding

a DC-offset cancellation circuit. For example, the DC offset is measured by the

DSP and a compensating voltage is fed back using a digital-to-analog converter

(DAC) to compensate for the offset.

Another common issue when using the homodyne architecture is the problem

with 1/f noise. Since the 1/f-noise essentially is a problem at low frequencies, the

baseband signal now downconverted around DC can be expected to suffer from

the 1/f noise. Techniques to solve the 1/f-noise problem for mixers have been

suggested in [14, 15]. Other techniques like chopper amplifiers [16] can also be

used in for example switched-capacitor (SC) circuits to reduce the influence of 1/f

noise.

The homodyne receiver is also sensitive to I/Q mismatch arising from gain

and phase errors between the I and Q paths, which severely degrades the image

rejection. However, this can be corrected for in the digital domain and is usually

not considered that critical for homodyne receivers of the type shown in Fig. 3.7.

3.4 Low-IF Receiver

The low-IF receiver architecture is a compromise between the superheterodyne

and the homodyne trying to combine the advantages of these two. The IF is typ-

ically chosen as one or two times the channel bandwidth [17]. Because of the

non-zero IF, DC offset, 1/f-noise, and LO self-mixing problems are not as severe

as for the homodyne receiver. The low-IF receiver architecture combines high

performance and high degree of integration at the same time [18]. The analog part

of the low-IF receiver is similar to the homodyne receiver (Fig. 3.8). The image
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problem is solved by complex signal processing in the same manner as for the

homodyne receiver. A low IF thus requires a higher sampling rate for the ADC

compared to the homodyne. The needed-channel select filter of band-pass type is

implemented in digital domain.

3.5 Subsampling Receivers

Almost all wireless receivers are narrowband. Since only a small portion of the

entire RF-band is of interest subsampling can be used. The wanted signal-band

is downconverted without aliasing as long as the Nyquist criterion is fulfilled for

the channel bandwidth. The main difference between subsampling receivers and

the previously described receivers is that no mixer is used to downconvert the RF

signal to baseband. Instead the sample-and-hold circuit in the ADC is used to

downconvert the RF signal to baseband. The main drawback with subsampling

receivers is the aliasing of noise. Wideband noise is folded into the baseband

unless the RF signal is properly band-pass filtered. Besides that, subsampling

worsens the effect of noise in the sampling clock [1].

3.6 Digital Receivers

Signal processing can be made much more efficient in digital domain and in-

creased flexibility can be achieved by doing most of the filtering there as well.

This together with the recent development of high performance ADCs makes the

idea of moving the ADC closer to the antenna very appealing. The most ex-

treme solution is to place the ADC immediately after the antenna and perform

both downconversion and demodulation in digital domain. Thus eliminating the

nonidealities of the analog signal processing, since the implementation of high se-

lectivity and high dynamic range is easier done in digital domain [19]. Having the

whole signal bandwidth in digital form, multiple channels could be demodulated
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simultaneously using parallel digital blocks. This type of receivers could be suc-

cessfully used for wireless communication systems employing different standards

and utilizing receiver flexibility [20]. This reasoning is often used for software-

defined radio (SDR), where the idea is to have a single radio that can receive and

transmit multiple frequency bands and handle different standards by reconfigur-

ing the software. Note that this does not say anything about what the receiver

front-end should look like. However, the old fashioned view is to place the ADC

directly after the antenna or possibly after an LNA.

The direct A/D-conversion receiver shown in Fig. 3.9, where the ADC is

placed after the LNA, is here representing the traditional view of SDR. The rea-

son for putting the ADC after the LNA is that real ADCs usually do not have the

required resolution to pick up sub-microvolt, nanowatt radio signals. The main

bottleneck in SDR is the ADC since it requires very high dynamic range at sam-

pling frequencies comparable to the RF. So far such ADCs have shown to have

very high power consumption, which makes this whole receiver architecture un-

practical. The initial RF filter removes out-of-band blockers, which can generate

in-band intermodulation products. However, this violates the whole point with

SDR since the filter reduces the radio’s flexibility.

When it is not possible to directly use a Nyquist ADC at RF frequency, the

digital-IF receiver shown in Fig. 3.10 can be an alternative. In principal this is a

dual-IF receiver where the second mixer stage has been replaced by an ADC and

the second downconversion is performed in digital domain. The digital-IF receiver

has a number of advantages [7], but the most important from a SDR point of

view is that the programmable digital part simplifies channel filtering and makes

the downconversion of multiple channels possible for wideband applications [21].

The main drawback is high dynamic range and relatively high sampling frequency

needed in the ADC, which increases the power consumption.

RF-sampling receiver topologies have recently received much attention [7, 22,

23, 24]. Since both mixing and sampling performs a frequency translation, the

RF-sampling receiver can be seen as a flavor of the single-conversion receiver

architecture. The direct RF-sampling techniques allow for great flexibility in re-

configurable radio design [23]. Digital signal processing concepts are used to
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help relieve analog design complexity. One version of an RF-sampling receiver is

shown on block level in Fig. 3.11. The RF signal is first sampled after the LNA.

Because of the sampling the signal is downconverted to baseband frequency, al-

though highly oversampled. To relax the requirements on the ADC, the sampled

discrete-time signal is decimated and filtered using a switched-capacitor (SC) fil-

ter before the A/D-conversion. The SC filter can be implemented in many different

ways [7, 22, 23, 24]. Since the baseband signal is highly oversampled, the ADC

can be implemented as a ∆Σ-ADC and thereby utilizing the the high oversam-

pling ratio [23].

3.7 Receiver Architectures — Summary and Trends

As mentioned in the previous sections there are many requirements to fulfill when

designing a radio receiver front-end. Sensitivity, selectivity, blocker immunity,

power consumption, and at the same time minimize cost in terms of silicon area

and external (off-chip) components. Despite the fact that the superheterodyne

receiver is a well proven architecture with high sensitivity and selectivity, the cost

penalty due to its complexity and need for external filters makes it less suitable

for cost-driven applications.

The direct A/D-conversion receiver and the digital-IF receiver are not likely to
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be used due to the extremely tough requirements on the ADC usually resulting in

unacceptably high power consumption. However, according to ITRS long-term

predictions [25] it is expected that full-digital implementations of receivers in

CMOS will replace most analog functions except for the ADC.

Presently, the homodyne and the low-IF receivers appear to be the most popu-

lar architectures. The homodyne and low-IF result in the most simple filter imple-

mentations and have the lowest power consumptions. With some extra resolution

in the ADC, some of the automatic gain control (AGC) can be achieved with low

penalty further simplifying the design.

The RF-sampling receiver is a recent newcomer. Instead of traditional analog

baseband processing it uses discrete-time baseband processing which appears to

be in line with the use of fast deep-submicron CMOS processes with low supply

voltages.

No matter which one of the homodyne, low-IF, or RF-sampling receiver ar-

chitecture that is used, the most important and difficult design task is to achieve

a good balance between gain and noise of individual blocks, baseband filtering,

ADC requirements, and digital processing when partitioning a receiver. The re-

ceiver topology that best supports the implementation of flexible reconfigurable

radio front-ends at the lowest cost will be used. With continued improvement in

ADC performance the direct A/D-conversion receiver might become an option

in the near future. However, it is required that the power consumption of those

high performance ADCs is reduced. From a fundamental point of view, the power

consumption of such ADCs could reach acceptable levels [26].
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Chapter 4

Design of Low-Noise Amplifiers for

Multiband Wireless Receivers

4.1 Introduction to Multiband LNAs

The simplest multiband wireless receivers are built using one front-end for every

frequency band and the multiband functionality is achieved by having a number

of stacked front-ends [1, 2]. Considering the increased number of standards to

be covered by a single terminal and that every narrowband front-end uses 2-6

inductors [3], the silicon area and cost will be huge. Such obsolete solutions are

not cost-effective [2]. The increased number of wireless systems calls for more

flexible radio front-ends, for example the one shown in Fig. 4.1 [4, 5]. The design

of more flexible front-ends will be further discussed in Chapter 5.

One of the most critical components in a multiband multistandard receiver is

the LNA. This LNA must be capable of handling several carrier frequencies within

BP FIR
decimator ADC

RF
filter

sampling
downconverterLNA

BP FIR
decimator ADC

I-channel

Q-channel

Figure 4.1: Sampling receiver front-end architecture [5].
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a large bandwidth with the same performance requirements as if an LNA opti-

mized for just one carrier frequency was used. Therefore, an LNA with sufficient

gain, a low noise figure, and impedance-matching over a wide frequency range is

needed. LNAs exploiting inductors normally fulfill these requirements relatively

easy, but only in a very narrow frequency band around resonance. Hence, they

are not very useful in these types of applications. However, there do exist dual

band versions of this type of LNA such as in [6], covering two different frequency

bands. Using many frequency selective LNAs in parallel is a typical method to

achieve multiband functionality. Due to the increased number of standards this

approach requires many inductors and thereby a large chip area [7], resulting in

too high silicon cost. Therefore it is important to minimize the number of induc-

tors used in the LNA. In this chapter focus will be on LNAs suitable for wideband

multistandard wireless receivers. Such LNAs are important building blocks for

low cost and highly integrated multistandard receivers. It is also important to find

LNA topologies suitable for a high level of integration in CMOS. Other important

aspects are to find solutions that are more tolerant against process variations, since

this is expected to be an increased problem in the future [8] and the lack of good

models, which is a very common Design Kit issue these days. Both wideband

LNAs and tunable narrowband LNAs have been designed and are presented in

this chapter.

4.2 Low-Noise Amplifier Requirements and Perfor-

mance Metrics

A traditional RF front-end typically consists of a low-noise amplifier (LNA),

mixers, a local oscillator (LO), filters, and finally an analog-to-digital converter

(ADC). As an example, a typical single-conversion receiver architecture can be

seen in Fig. 4.2. The first stage after the antenna and RF filter in the receiver chain

is typically an LNA. The main function of the LNA is to provide high enough
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Figure 4.2: Single conversion receiver architecture (homodyne).
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gain to overcome the noise of subsequent stages (mixer etc.), while adding as lit-

tle noise as possible. At the same time it should be linear enough to handle strong

interferers without introducing intermodulation distortion. The dynamic range is

therefore determined by the added noise at the low end and by non-linearities at

the high end. All these LNA performance metrics aim for a sufficient dynamic

range. An LNA should also in most cases present a specific impedance level to

the input source and sometimes to the output load as well. Another important de-

sign parameter for many applications is the power consumption. It is particularly

important for battery driven applications, where the battery life time is crucial.

4.2.1 Small-Signal Parameters

The typical small-signal design parameters for an LNA are gain and noise figure.

To understand why these two parameters are important the overall noise figure of

the receiver has to be studied. The noise figure of cascaded systems depends both

on the individual noise figures and the gains. This is illustrated in Friis’ formula

[9]:

F = F1 +
F2 − 1

G1
+

F3 − 1

G1G2
+ . . . +

FN − 1

G1G2 . . . GN−1
(4.1)

The total noise factor is the sum of the contribution from all stages, where the

noise factor of stage i is divided by the total gain from the input to stage i. The

gain dependency results in the fact that once the signal is amplified, the noise of

subsequent stages is less important. Therefore, the system noise figure is often

dominated by the noise from the first stage(s) in the receiver chain. Trying to

achieve a good noise figure, most of the design effort must be put on the earliest

stages in the receiver chain, particularly on the LNA.

The input impedance (and perhaps also output impedance) are also impor-

tant when designing an LNA. The impedance levels are normally given by the

specification. The main reason for having a certain input impedance is due to

the passive band-selection filter between the antenna and the LNA. The transfer

characteristics of many filters are sensitive to the quality of the termination [10].

Mismatch between filter and LNA could therefore destroy the filter function. The

most common input impedance level is 50 Ω for a single-ended input and 100 Ω
for differential inputs.

4.2.2 Large-Signal Parameters

Besides gain, noise, and input match, linearity is another important design consid-

eration. It is true that the main task for an LNA is to provide gain without adding

too much noise itself, but it must be able to do this even when strong signals are
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Figure 4.3: Definition of 1-dB compression point (CP).

being received. If the wanted signal is strong it can just be passed by the LNA di-

rectly to the subsequent component and in this case the linearity of the LNA does

not matter. The worst case occur when the LNA is receiving a weak signal in the

presence of a strong interferer and the LNA must maintain its linearity. Nonlinear-

ities will then result in intermodulation distortion, desensitization (blocking), and

cross-modulation. Cross-modulation results when nonlinear interaction transfers

the modulation of one signal to the carrier of another.

There are many measures of linearity, but the most commonly used are the

1-dB compression point (CP) and the third-order intercept point (IP3). For a vi-

sual definition of the 1-dB compression point (CP) see Fig. 4.3 and for IP3 see

Fig. 4.4.

The straight forward specification of the upper power limit of an amplifier is the

1-dB compression point. At this point the gain is 1 dB lower than the small-signal

gain due to nonlinearities. This is because the linear small-signal assumption is

not valid for higher input powers. This will reduce the gain of a weak signal in

presence of a strong interferer (blocker). In receivers the most troublesome of

the intermodulation products is of the third order. The special problem with the

third-order intermodulation terms is that they can fall within the wanted frequency

band and interfere with the wanted signal. Second-order intermodulation is not so

troublesome because the products can be filtered away [11]. However, this is not

true in direct-conversion (homodyne) receivers, where the second-order intermod-

ulation is equally important. The use of differential LNA architectures removes
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Figure 4.4: Definition of third-order intercept point (IP3).

much of the second-order intermodulation distortion. In an ideal differential LNA

there will not exist any second-order intermodulation. For weak nonlinearities the

third-order intercept point and the 1-dB compression point are strongly correlated.

The relationship between the 1-dB compression point and IIP3 is [3]:

IIP3 − CP−1dB = 9.64 dB (4.2)

The standard technique to measure or simulate IIP3 is a two-tone test, which uses

two closely spaced signals of equal amplitude. The third-order intermodulation

products of the output spectrum are compared with the fundamental terms as the

input amplitude varies and the intercept point is then calculated, as illustrated in

Fig. 4.4.

4.3 LNA Design

Two different approaches for implementing multiband multistandard LNAs have

been investigated:

• Wideband LNAs that cover all frequency bands of interest.

• Tunable narrowband LNAs, tunable over the frequency bands of interest.
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Wideband LNAs have gain over a large bandwidth and tunable narrowband LNAs

have a smaller bandwidth that can be tuned within a wide frequency range, see

Fig. 4.5. Both types of LNAs have been implemented and verified by measure-

ments.

4.3.1 Design of Wideband LNAs

Elementary wideband amplifiers such as the shunt-series feedback amplifier and

the common-gate amplifier in Fig. 4.6 show a severe trade-off between their noise

figure and the input impedance matching requirement [12]. The reason behind this

is that for both stages in Fig. 4.6 the transconductance, gm, is more or less prede-

fined due to the required input impedance for matching. The transconductance is

also the parameter that sets the noise level in these circuits. A large gm is required

for low noise, but since gm already is set by the input impedance requirement there

is no freedom left to optimize for low noise. Obviously, to find a solution to this

we need to find a way to decouple the requirement on input matching from the

overall noise properties of the LNA. One way to do this is the "noise cancelling

technique" proposed in [12] and shown in Fig. 4.7. It is not really as good as it

sounds. All noise is of course not cancelled. However, the signals at node X and

Y in Fig. 4.7 have opposite signs, while the noise at the nodes X and Y have equal
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signs. This means that for the case when:

gm2

gm3
= 1 +

R

Rs
(4.3)

the noise from the first stage cancels and the noise performance can be set by the

design of the second stage. Note that this is only true if Eq. 4.3 is fulfilled.

Fig. 4.8 shows a wideband version of the Gm-boosted common-gate LNA

topology described in [13]. Even this is an attempt to separate the input matching

requirement from the noise performance. The benefit is best shown by compar-

ing the noise factor of the traditional common-gate LNA with the Gm-boosted
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Figure 4.8: Gm-boosted common-gate LNA.

common-gate LNA. The noise factor of a traditional common-gate LNA is [13]

(neglecting the load resistor):

F = 1 +
γ

α
· 1

gm,M1Rs
(4.4)

For the Gm-boosted common-gate LNA the noise factor is described as [13] (ne-

glecting the load resistor):

F = 1 +
γ

α
· 1

(1 + A)2gm,M1Rs
(4.5)

Input matching requires (1 + A)gm,M1 = 1/Rs. Using this in Eq. 4.5 the noise

factor becomes:

F = 1 +
γ

α
· 1

(1 + A)
(4.6)

since gm,M1Rs = 1 for the traditional common-gate LNA due to the input match-

ing requirement, the noise factor is reduced by 1/(1+A) when using the Gm-

boosting technique. Of course another amplifier with gain A will also introduce

noise. However, A = 1 is easily achieved in a differential topology by just cross-

coupling the inputs.

Another common method to implement wideband LNAs is to use resistive

feedback [14, 15]. A large feedback resistor is required for low noise. However, a
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Figure 4.9: The first proposed wideband LNA.

large feedback resistor requires high gain which affects the linearity in a negative

way [14]. On the other hand, to some extent feedback also helps linearizing the

LNA. One of the main drawbacks with resistive-feedback LNAs is that the cir-

cuit might become unstable. Such LNAs have to be designed carefully to avoid

instability problems.

Our first proposed wideband LNA is described in Paper 4 ([16]) and is shown

in Fig. 4.9. A differential topology is chosen for its robustness and lower sen-

sitivity to supply noise. The input stage is a common-source amplifier with a

common-drain feedback stage, Fig. 4.9. The gain of the input stage is:

Av = −gm,M1R1 (4.7)

Bandwidth enhancement with inductive shunt-peaking is used by connecting an

inductor (L1) in series with the resistive load (R1), [17]. The cascode transistor

M4 is used to reduce the Miller effect and to improve the reverse isolation. By

using a common-drain feedback stage a wideband impedance-matching to 50 Ω
is achieved. The input impedance is given by (reactive components excluded):

Zin =
1

gm,M2(1 + |Av|)
=

1

gm,M2(1 + gm,M1R1)
(4.8)

The inductor on the input side, L2, is used for optimizing the frequency behavior

of the input impedance. Transistor M3 together with resistor R2 act as a current

source. This topology has similar benefits as the noise cancelling technique pro-

posed in [12]. The common-drain feedback stage used here devises another way

to achieve a similar result. The chosen circuit topology gives the designer an extra
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degree of freedom when designing for a low noise figure and at the same time

meet the required input impedance. Here, the input impedance is controlled by

the feedback transistor (M2), Eq. 4.8, whereas the noise figure and gain is con-

trolled by the input transistor (M1). Besides that, our solution partly cancels input

transistor noise due to the feedback.

A theoretical expression for the noise figure of a single-ended version of our

amplifier (reactive components excluded) is derived from [18]:

F =

∑

v2
n

v2
n,RS

(4.9)

where
∑

v2
n is the total input-referred noise due to all noisy components (transis-

tors and resistors) and v2
n,RS

is the noise due to the input source alone. Ideally,

R2 does not add any noise since it is in series with a current source with infinite

impedance. Using Eq. 4.7 and Eq. 4.8 together with the assumption Zin = Rs (Rs

is the source impedance) gives the following expression for the noise figure:

F = 1 +

(

1 +
1

1 + |Av|

)2

· γ1

4 · gm,M1 · Rs

+

γ2

4 · (1 + |Av|)
+

gm,M3 · Rs · γ3

4
+

R1

4 · Rs · (1 + |Av|)2
(4.10)

where γ1, γ2, and γ3 are the noise factors of M1, M2, and M3 respectively [18]. The

second term (including gm,M1) represents the noise contribution from M1. The

equivalent input noise voltage is partly cancelled (reduced by a factor of 4) through

the feedback loop (half the M1 equivalent noise voltage appear with opposite sign

at transistor input via M1 and M2). The third term represents the noise contribution

from M2. It is quite small for a reasonable amount of gain, Av, and it is also

reduced by a factor of 4. The two last terms represent noise from M3 and R1

respectively. gm,M3 can be made small and does not contribute much to the overall

noise figure.

This proposed circuit topology was implemented using a 0.18 µm technology.

A gain of 13.1 dB was measured together with an almost 7 GHz 3-dB bandwidth.

The noise figure was 3.6 dB at 2 GHz and increased to about 5.5 at 6 GHz. More

details on this implementation is found in Paper 4. The inductors used in Fig. 4.9

are not really necessary and had very little impact on the circuit performance.

The inductors (L2 in Fig. 4.9) could successfully be replaced by resistors instead

leading to a more wideband input matching and without degrading the noise figure

much. According to the measurement results in Paper 4 the inductors used for

shunt-peaking had very little effect on the bandwidth, or none at all. The cause

for that might be that more parasitics are added. Another reason for the lower

bandwidth might be the inductors’ frequency dependency, where both Q value
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Figure 4.10: The second proposed wideband LNA.

and inductance tend to decrease at higher frequencies [19]. About two years after

the measurements, the LNA was re-simulated with new updated RF-models for

both transistors and inductors from the foundry. The new simulations matched the

measured results very well.

Our second implementation of a wideband LNA uses the same approach as the

first one with a few exceptions. The schematic of the LNA is shown in Fig. 4.10.

The output buffers are not shown here but are implemented as two common-drain

stages. First of all no inductors are used and thereby the total area is very small,

only 0.019 mm2 (buffers included). From the first design (Fig. 4.9) it is known

that a large transconductance is needed for the input transistor. This implies a

large transistor and a certain amount of bias current to maintain a reasonable lin-

earity. Pulling this bias current through the resistive wideband load, RD, causes a

voltage drop, which reduces the voltage headroom and thereby drives the cascode

transistor into the linear region. This DC voltage drop is the problem with using

resistive wideband loads [7]. Reducing the resistance of RD is not an option since

that would reduce the gain. For the first implementation in 0.18 µm CMOS with

a supply voltage of 1.8 V the voltage drop across the load resistor was not a lim-

iting factor. However, for the second implementation in 0.13 µm CMOS with a

supply of 1.4 V the voltage drop would have been too large. As seen in Fig. 4.10 a

PMOS transistor (M5) is introduced. This transistor is primarily intended to feed

a bias current to the main input transistor (M1) so that not all of the current has

to flow through the load resistor and the cascode transistor (M4). By connecting

the gate of M5 to the input it will also contribute to the overall gain, even though

the transconductance of the PMOS transistor is much smaller than for M1. But,

more important is that the noise contribution from M5 is reduced when connected
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to the input. The LNA shown in Fig. 4.10 is well suited even for low supply volt-

ages. The total gain of the LNA shown in Fig. 4.10 without including reactive

components can be expressed as:

Av = − (gm,M1 + gm,M5)
1

RD
+

(1/RD+gds,M4)(gds,M1+gds,M5)

(gm,M4+gds,M4)

(4.11)

By assuming gm,M4 ≫ gds,M4 Eq. 4.11 can be simplified to:

Av = −(gm,M1 + gm,M5)RD · gm,M4

(gm,M4 + gds,M1 + gds,M5)
= −GmRD (4.12)

where:

Gm = (gm,M1 + gm,M5) ·
gm,M4

(gm,M4 + gds,M1 + gds,M5)
(4.13)

The common-drain feedback stage, consisting of M2 and R1, provides wide-

band impedance matching to the source impedance. The feedback transistor M2

is AC-coupled to be biased independently of the DC-level at the output. The out-

put of the LNA drives the gate of M2 with a signal of large amplitude. This large

signal-swing at the output leads to a non-linear response from the feedback part re-

sulting in poor linearity of the entire LNA. To circumvent this undesired behavior,

the resistor (R1) is added in series with M2 to improve the linearity of the feedback

part. The cross-coupled capacitors (CX) between the inputs and the drain-side of

M1 improve the input matching at high frequencies. In this way some of the input

capacitance is neutralized [10]. Ignoring the reactances, the input impedance can

be expressed as:

Zin =
1 + gm,M2R1

gm,M2(1 + GmRD)
=

1 + gm,M2R1

gm,M2(1 + |Av|)
(4.14)

From Eq. 4.13-4.14 it is seen that the gain is set by the common-source amplifier

and the input impedance by the common-drain feedback stage.

To calculate the noise factor and highlight the noise cancelling mechanism for

the LNA shown in Fig. 4.10, every transistor and resistor is assumed to produce

a noise voltage appearing at the output. A scaled and bandlimited version of the

same noise is fed back to the input by the common-drain feedback stage, where

it gets amplified and inverted before appearing at the output. Therefore, at the

output some of the correlated noise is cancelled and the overall output noise is

reduced. All resistors and transistors except M3 are within the feedback loop and

their noise is partly cancelled due to the feedback. The noise from M3 appears

directly at the input and since this transistor is outside the feedback loop this

noise is just amplified and summed at the output. Expressing the noise factor

of the LNA shown in Fig. 4.10 a similar expression as Eq. 4.10 can be derived.
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Assuming perfect input matching and ignoring all reactive components, the noise

factor can be expressed as:

F = 1 +

(

1 +
1

1 + |Av|

)2

·
(

γ1

4 · gm,M1 · Rs
+

γ5

4 · gm,M5 · Rs

)

+
γ2

4 · (1 + gm,M2·R1) · (1 + |Av|)
+

γ3 · gm,M3 · Rs

4

+
R1

4 · Rs · (1 + |Av|)2
+

RD

4 · Rs · (1 + |Av|)2
(4.15)

where γ1, γ2, γ3,and γ5 are the noise factors of M1, M2, M3, and M5 respec-

tively [18]. The same reasoning as for the previously described LNA regarding

the different sources of noise can be applied here as well. The main difference

between Eq. 4.10 and Eq. 4.15 is the addition of the noise added by R1. However,

the impact of the noise from this resistor is small as long as the gain is reasonably

high. Far more important is to keep gm,M3 as small as possible. This is possible

since gm,M3 has nothing to do with neither gain or input impedance. More about

the implementation of this LNA can be found in Paper 5.

4.3.2 Design of Widely Tunable LNAs

The front-ends of most wireless receivers need a band-select filter and an LNA.

The band-select filter is very often an off-chip component, i.e. a surface-acoustic-

wave (SAW) filter or an LC-filter. For some cases an on-chip LC-filters is good

enough together with the LNA. External LC-components have the benefit of high

Q value but they are on the other hand extremely expensive to use. Integrated

LC-components are preferred, but especially the inductors suffer from poor Q

values due to parasitics and only small inductances (< 10 nH) should even be

considered to integrate [10]. It would be even better if the inductors could be

completely avoided as they require a special RF process with extra thick top metal

layer in order to get a reasonably good Q value. From a cost perspective it would

therefore be nice if a purely digital process could be used without any RF option

(for CMOS implementations). Another drawback with using inductors is that the

size of the inductors normally occupies much more area than the active circuitry

itself. Furthermore, it would also be very attractive if the combined bandpass filter

and LNA could be electronically tunable in both frequency and bandwidth. Even

if an off-chip SAW filter cannot be avoided it is in some cases still desirable to

have a bandpass transfer function of the LNA. For example to avoid that wideband

noise from the LNA is folded in an RF-sampling receiver front-end.

Active recursive bandpass filters have recently become interesting for mi-

crowave applications [20]. A traditional recursive bandpass filter is accomplished
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Figure 4.12: CMOS/BiCMOS block level design of Fig. 4.11.

according to the model in Fig. 4.11. This model is based on positive feedback,

where some of the output power is fed back to the input through a delay (τ ). α
is the input coupling factor and β is the feedback coupling factor. By varying the

delay in the feedback loop a phase shift is accomplished and the center frequency

(resonance frequency) is changed. In microwave applications, bandpass filters are

aimed for replacing the combination of LNAs and resonator-based filters, leading

to smaller area and considerably increased tunability. Let us now see how the prin-

ciple of active recursive filters can be applied to a standard silicon process (CMOS

or BiCMOS) without using inductors, resonators, passive combiners, or transmis-

sion lines. To do this all passive elements in the traditional microwave model in

Fig. 4.11 are replaced with active circuitry. We have chosen a scheme according to

Fig. 4.12, where the input stage power combiner is replaced by an amplifier with

two differential inputs. The necessary delay is replaced by the delays through the

amplifier stages. Frequency tunability is achieved through variation of the ampli-

fier delay, which can be studied through the amplifier time constant, τ . The delay

through the amplifier chain corresponds to a phase shift φdelay according to:

φdelay = π + 2πn = ωcτ = 2πfcτ , (4.16)

where ωc is the angular center frequency. By connecting the positive/negative
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output to the negative/positive input, a 180◦ low-frequency phase shift is provided.

Together with the delay through the amplifier chain, the necessary phase shift

of 360◦ (and its multiples) is obtained. The multiples mentioned are strongly

suppressed due to the limited bandwidth of the amplifiers. This implies:

fc = k/τ (4.17)

where k is a positive integer. The proposed scheme in Fig. 4.12 can be viewed as

a "non-oscillating ring oscillator" utilizing the same frequency tuning mechanism

as used in VCOs based on ring oscillators [18, 21, 22]. The delay of each amplifier

is proportional to its unity-gain frequency:

τ = CL/gm (4.18)

The time constant τ can thus be controlled by the bias current through each am-

plifier. This is due to the bias dependency of gm. The Q value can be tunable

through variation of the loop gain. Low gain broadens the amplification peak,

which results in a lower Q value. Both gain and Q value are strongly correlated.

Three versions have been implemented, two in CMOS and one in BiCMOS,

to demonstrate the feasibility and concept of this new approach. The first one is

a widely tunable LNA implemented in 0.8 µm CMOS and is described in detail

in Paper 1 ([23]). The second implementation, described in Paper 2 ([24]), is a

tunable RF filter implemented in 0.35 µm BiCMOS. The reason for not calling

this circuit an LNA as well is the relatively high noise figure of this particular im-

plementation. While the two first circuit implementations are rather similar from

a circuit perspective the third one is improved to solve some of the issues associ-

ated with the first two. The third one is implemented in 0.18 µm CMOS and is

further described in Paper 3 ([25]). The first two circuits have a common-gate

and common-base input stage, respectively. This configuration is good for wide-

band input matching, but has the disadvantage of relatively high noise figure as

discussed earlier for wideband LNA implementations. This is one of the reasons

for the relatively high noise figure, particularly for the second implementation

(Paper 2). The first circuit (Paper 1) also has the disadvantage that the frequency

tuning affects the input impedance. This since the current through the common-

gate input-stage is changed while tuning the frequency. The third implementation

(Paper 3) uses an input-stage similar to the wideband amplifier implementations

previously described in this chapter. This resulted in a more consistent input-

matching and lower noise figure over the whole frequency tuning range.

Due to the chosen way to control the gain in the two first circuits, Paper 1 and

Paper 2, by using a cross-coupled transistor between the outputs of the amplifiers

(Fig. 7.3 and 8.3 ), the linearity was affected. These cross-coupled transistors are

nonlinear resistors that generates (and amplifies) harmonics. As a result relatively
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Figure 4.13: Schematic of the amplifier/delay stages used in Paper 3.

large third-order harmonics are created that has a slope of two instead of three

as expected when measuring IIP3. Another problem was that when tuning the

center frequency by adjusting the current levels in the amplifier the DC-operating

point for the cross-coupled transistors controlling the gain was changed. This re-

sulted in difficulties since the frequency tuning affected the gain tuning and vice

versa. In the third implementation a completely different strategy for controlling

the gain was used to solve these problems. Fig. 4.13 shows the schematic of the

amplifier/delay stages used in Paper 3. Frequency tunability is done by chang-

ing gm,in and is thus achieved by changing the bias current through the transistor

marked biasn in Fig. 4.13. The gain should also be tunable. Therefore, the load

impedance of the amplifier in Fig. 4.13 consists of an NMOS transistor in paral-

lel with a PMOS transistor. The NMOS device is connected in a diode-coupled

way, except that the gate is connected to a voltage Vb. The NMOS loads therefore

have an output impedance approximately equal to 1/gm, assuming gm ≫ gds. The

output impedance of the NMOS loads are therefore proportional to the amount

of current flowing through them. This current is on the other hand adjustable by

the PMOS transistor in parallel acting like a high-impedance current source. This

because the total current through the load is determined by the tail-current of the

NMOS current source at the bottom. The more of the current that is provided by

the PMOS current source the higher the total output impedance is. By building

like this, a circuit where the center-frequency tuning is independent from the gain

tuning can be made. This makes frequency and gain tuning much easier to handle.

All three designs show excellent frequency tuning range and both gain and Q

value can be tuned in a broad range. When designed with a low enough noise
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figure, acceptable linearity, and high enough Q value such an LNA could be used

without an external filter between antenna and LNA. This would be an excellent

LNA for multistandard receivers.

4.4 Aspects on LNA Design and Noise in Deep Sub-

micron CMOS Technology

The ongoing scaling of CMOS devices with shorter and shorter channel lengths

has opened the opportunity to successfully use them in RF parts, for example in

wireless systems. Unfortunately, the development of accurate noise models for

deep submicron devices has not kept the same pace as the scaling, leading to

difficulties for RF designers. For RF designs accurate noise models is a must to

succeed without too many iterations. This is important from a time perspective as

well as from a cost perspective. The most common way to deal with this problem

nowadays is to use measured data for fixed device sizes and layouts of transistors.

The main problem with this method is that the designer is tied to these nonscalable

devices, limiting the degree of freedom when designing. In Paper 6 we performed

our own noise measurements on NMOS devices with different channel lengths to

be able to compare with simulated data. This was done in order to understand how

to utilize transistor length as a design parameter to achieve noise figures as low as

possible.

It is well known that the thermal noise from MOSFETs normally is described

with the formula:

i2n = 4kBTγgd0, (4.19)

where kB is the Boltzman constant, T is the temperature in Kelvin, gd0 is the con-

ductance at zero VDS , and γ is a constant. For long channel devices γ equals

2/3 when operating in saturation and gd0 = gm, therefore gm is sometimes used

in Eq. 4.19. From papers published recent years large values of γ have been ob-

served for devices using minimum channel length for a certain technology. How-

ever, when moving to a technology with smaller feature size the value of γ seems

to decrease for a given channel length, while still remain very high (or increase

somewhat) for the minimum channel length. From our measurements, large dis-

crepancies between measured and simulated values of γ were observed, Fig. 4.14-

4.15. The low-frequency 1/f noise (flicker noise) can usually be neglected when

designing high-frequency LNAs and is not discussed here.

For low-noise RF designs the most important thing is to optimize the AC per-

formance with the respect to the noise performance. Therefore, good knowledge

about how the noise changes with channel length is of great importance. The

optimal choice of channel length is not necessarily the minimum since the noise
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properties of the transistor changes rapidly as the channel length is decreased.

The actual noise performance on circuit level might be improved by not using the

minimal channel length, despite the fact that gm is decreased. From our own noise

measurements, Paper 6, we draw the conclusion that today’s noise models are not

good enough to model noise from deep submicron devices. It also appears that the

noise figure can be improved by not using the minimum channel length. Uncer-

tainties in our noise measurements can be the reason for this, however it is clear

that transistors with shorter channel lengths tend to be noisier. This theory is also

supported by the recent work presented in [26]. In [26] NFmin and Rn are mea-
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sured versus channel length at 5 GHz for a 90 nm technology, thus all devices are

manufactured in the same lithographic node as in our case. Fig. 1 in [26] shows

that Rn has a minimum for about three times the minimum drawn channel length.

Of course there are also drawbacks with increasing the channel length such as in-

creased loading, lower gain, and lower bandwidths. This may still mean that the

minimum channel length results in the best performance.
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Chapter 5

RF-Sampling Receivers

As discussed in Chapter 3 there are many things to consider when choosing a suit-

able RF front-end architecture. One key challenge is to find an architecture that

can be used for multistandard radio receiver design. A high level of integration

is also necessary to reduce the cost as well as having a manageable power con-

sumption. The later requirement is particularly important for battery driven ap-

plications. Further assuming that the high-level of integration due to cost reasons

implies a single-chip solution and that such an implementation is feasible. Then,

a high-end deep-submicron CMOS technology is the only reasonable choice since

the digital baseband requires a lot of signal processing capability together with a

large amount of integrated memory [1].

Designing RF and analog circuits that are compatible with digital deep submi-

cron CMOS technology is not easy. However, modern CMOS technology shows

excellent RF performance for applications below 10 GHz [2]. Some of the ex-

cess performance in terms of transistor speed can be traded for analog and RF

performance. By using the huge processing capability in a DSP it is possible to

further ease analog and RF design by simplifying and relaxing the performance

requirements of those components. Digital techniques can thus be used to allevi-

ate the need for complex analog design. A few thousand extra gates come almost

for free in modern deep submicron technologies [1]. Due to the continuous scal-

ing of CMOS technology, other practical aspects on integration of CMOS radio

front-ends are to take advantage of the increased transistor performance and ease

technology node migration [3]. RF and analog circuits must also be designed early

on immature processes. Most likely this means a lack of good models that are sub-

ject to frequent updates. Besides that, a digital CMOS process is likely designed

for low cost and not optimized for RF. Due to cost reasons it will not be changed

in order to improve performance of RF circuits. This means that conventional

design techniques cannot be used. Analog and RF circuit area also has to shrink

with process scaling to be cost competitive. However, analog and RF circuits do

73
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not scale very well [3]. For example, one inductor takes up an area corresponding

to 10-100 kgates in a deep submicron technology of today [4]. Therefore, quite a

lot of digital signal processing can be made per single passive RF component.

With this in mind, a lot of effort should be put on finding new RF front-end ar-

chitectures. As stated in [3], digital radio solutions offer performance, low power

consumption, high manufacturing yield, small area, and flexibility. Receiver front-

ends based on RF-sampling techniques have recently become popular to address

some of the problems described above [1, 5, 6]. RF-sampling is of course not the

only suggested option to implement flexible, or reconfigurable, radio receivers.

Another suggested solution is to keep the LNA and mixer and make use of over-

sampling ADCs (e.g. ∆Σ-ADCs), where the digital decimation filter determines

the channel bandwidth in combination with a switchable analog filter [4]. How-

ever, this solution still have the problem of requiring precise analog active filters

using operational amplifiers at a low supply voltage. The rest of this chapter will

be about RF-sampling and front-ends using this technique. In Section 5.3 our im-

plementation of a wideband RF-sampling front-end is presented. The frequency

synthesis is not included and is not further discussed except when looking at the

effect of sampling-jitter-induced noise.

5.1 Architectural Trends for Wireless Receivers

As the technology of choice appears to be deep-submicron digital CMOS when

ever that is applicable, this must be considered when deciding on front-end archi-

tecture. The low supply voltage in modern CMOS processes is extra troublesome

for the analog circuits and has to be accounted for. For zero-IF receivers, circuit

techniques that can reduce the effect of increased 1/f-noise due to process scaling

are also needed [7, 8]. However, one of the more crucial questions on architec-

tural level is whether to use analog channel-select filtering or not. Not performing

the channel filtering in analog domain means letting the blocker reach the ADC

and thus require a higher dynamic range in the ADC. The channel filtering is then

performed in the digital domain instead.

The analog channel-select filter is there to help reduce the required dynamic

range in the ADC. It also implements the required antialiasing filtering so that

the ADC does not have to run that fast, i.e. a lower sampling frequency can be

used. Since the power consumption of ADCs is proportional to the number of bits

and the sampling frequency as fs2
2n it clearly makes sense trying to reduce the

number of bits and sampling frequency. However, due to process scaling tradi-

tional analog filters get worse due to the limited headroom available because of

the low supply voltage [3]. Low-voltage techniques for analog components like

filters have been suggested in [9] and a channel-filter for WLAN is presented in
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[10]. One option is to design those type of circuits using thick-oxide MOSFETs

commonly available for IOs that can tolerate higher supply voltages. However,

these thick-oxide devices are in fact belonging to an older process generation.

This is a very conservative approach and circuits built like that do not take ben-

efit from process scaling. Besides that, with ongoing scaling those devices will

themselves scale down until they cannot be used anymore [11]. For CMOS tech-

nologies at channel lengths of 90 nm and below, analog circuits like this filter will

no longer be able to handle waveforms with a large dynamic range without a dis-

proportionate rise in power consumption [11]. As a result, a point will be reached

where it is wiser to spend the available power budget on an ADC with adequate

dynamic range and bandwidth and instead perform the filtering in digital domain.

The main problem with this is that GSM-like standards require a huge dynamic

range. Removing the channel-select filter before the ADC thus increase the re-

quired number of bits in the ADC. On the flip side, process scaling also improves

the speed of ADCs and necessary digital filtering needs less power. Utilizing

highly oversampled ∆Σ-ADCs a very high resolution can be accomplished, par-

ticularly for narrowband signals (like GSM). The use of oversampled ADCs are

also preferred since the antialiasing filtering is relaxed and maybe the RF filtering

can be enough. According to ITRS [12] it is expected that full-digital implemen-

tations will replace most analog functions in the RF front-end. Therefore, sooner

or later the channel-select filter might not be useful anymore.

5.2 Radio Receiver Front-Ends Utilizing RF Sam-

pling

Designing multistandard radio is a major challenge in CMOS due to the low qual-

ity factor of tuned circuits [6]. Instead high frequency sampling can be used as an

alternative to tuned circuits. This and the fact that passive SC filters can be made

digitally reconfigurable makes RF-sampling very appealing in terms of building

multistandard radio. Since the maximum sampling frequency increases with pro-

cess technology scaling, the concept of RF-sampling can utilize the digital process

scaling. The concept is also well suited for implementations with low supply volt-

ages as is the case in modern CMOS processes. Furthermore, in sampling circuits

the transistors are used as switches and accurate transistor models become less

important. The yield can also be assumed to improve since the switches are being

limited by defect yield (like digital circuits) rather than parametric yield. With

process scaling it is expected that process variations increase and thus directly

affect the parametric yield and reliability of analog circuits [13].

It is beneficial to use as high sampling frequency as possible, directly at RF
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or at a high subsampling frequency, to minimize the risk of noise folding due

to wideband noise at the output of the LNA. Using a tuned LNA also helps but

prevents multiband operation. In an RF-sampling front-end the frequency trans-

lation is done by the sampling. Cascaded SC-filtering and decimation reduces the

sample rate and prevents noise folding during the decimation. The image bands

occurring in decimation are located at fs/R between 0 and fs, where R is the

decimation rate. It is therefore important that the SC-filter provides high enough

image rejection to suppress those frequencies. The discrete-time filter also imple-

ments the required antialiasing filtering for the ADC and can also be designed to

provide some channel-select filtering. Due to the frequency translation and deci-

mation the discrete-time signal at the output of the decimation filter is well suited

for A/D-conversion. Since the RF signal is translated to baseband it is possible to

digitize the signal at Nyquist rate for the baseband signal. Thus, high resolution

ADC techniques can be used. A suitable candidate is therefore the ∆Σ-ADC,

which can make use of the high oversampling ratio.

5.2.1 Issues Related to the Sampling Process

As mentioned before the sampling frequency should be as high as possible to min-

imize noise folding. A tuned LNA is required if subsampling is used, otherwise

the impact of noise folding can be severe. When designing high-speed track-

and-hold (T/H) circuits there are a number of switch nonidealities that have to be

considered. Those nonidealities will affect the circuit performance and limit the

maximum sampling frequency that can be used. The most important nonidealities

limiting the performance of a simple T/H circuit are listed in Tab. 5.1.

Most of the nonidealities result in harmonic distortion, as seen in Tab. 5.1. The

harmonic distortion due to the input-dependent sampling is analyzed in detail in

[14]. The distortion depends on the amplitude of the input signal, input frequency,

rise- or fall-time of the sampling clock, and the amplitude of the clock signal. In

the case of sampling RF signals, the voltage-swing of the signal is relatively small

at the input where the frequency is the highest. The linearity of a simple switch

with proper sizing is usually enough. If this is not the case, fixed aperture time

techniques like bootstrapping (Abo switch [15]) and bottom-plate sampling can be

used if the linearity needs to be improved. Ultimately, the maximum sampling fre-

quency is determined by the RC time constant. The capacitance is determined by

the upper noise limit (kT/C noise) and can therefore not be reduced to improve the

speed. The remaining option is to lower the switch resistance by sizing the MOS

switch. Unfortunately, then the nonlinear parasitic capacitance associated with the

transistor increases and adds to the sampling capacitance. The nonlinear parasitic

capacitance also results in distortion of the signal. Obviously, there is a trade-off

between on-resistance and parasitic capacitance when sizing the switches.
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Nonideality Cause Consequences

Sampling pedestal Clock feedthrough Nonlinearity

Channel charge injection Harmonic distortion

Nonlinear channel Input-dependent Harmonic distortion

resistance gate-source voltage Input frequency limitation

Input-dependent Finite clock transition time Harmonic distortion

sampling instant Input-dependent Input frequency limitation

gate-source voltage

Finite acquisition Finite bandwidth (RC) Limited tracking accuracy

time Finite slew rate Limited sampling freq.

Aperture jitter Clock jitter Limited dynamic range

Input frequency limitation

Charge leakage Subthreshold leakage Harmonic distortion

Gate leakage A lower bound on

sampling frequency

Table 5.1: Nonidealities affecting the performance of high-speed T/H circuits.

Clock jitter increases the noise floor (Gaussian noise) in the sampled signal-

spectrum and if large enough it limits the signal-to-noise ratio (SNR). The maxi-

mum dynamic range achievable due to clock jitter can be expressed as [16]:

SNRmax = 10log

(

1

(2πσfRF )2

)

×
(

fs

fRF

)2

×OSR (5.1)

where σ is the sampling-clock jitter, OSR is the oversampling ratio, fs is the sam-

pling frequency, and fRF is the carrier frequency. The effect of jitter (σ) is higher

for lower sampling frequencies if the jitter is dominated by the synthesizer. Even

though quite obvious, it is also worth mentioning that the jitter requirements on

the local oscillator is comparable for sampler- and mixer-based downconversion

[17]. Thus, the clock jitter is not a more severe problem for RF-sampling receivers

(or fast ADCs for that matter) than for traditional mixer-based receivers.

5.2.2 Noise in Switched-Capacitor Circuits

Noise in a sampling circuit must be characterized in terms of the folding effect

[18]. The noise at the output of a simple switched capacitor, i.e. a T/H circuit, can

be expressed by the power spectral density S(f), which is shaped with respect to

the sampling frequency fs and hold time τh:

S(f) = (1 − τhfs)4kTR + (τhfs)
2sinc2(τhf)

2kT

Cfs
(5.2)
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The first term of S(f) can be referred to as the track noise and the other as the

hold noise. Apparently, the track noise is proportional to the on-resistance of the

switch and the duty factor (1−τhfs), but its contribution to the total power spectral

density (PSD) can be neglected when the RC time-constant is much smaller than

the sampling period (1/fs) and the hold factor τhfs does not approach zero. In

practice, those conditions are often met and the hold noise tends to prevail over its

track counterpart. Most of the power of the hold noise is located in the first lobe

of the sinc2(τhf ) function, being limited by a "zero" at f = 1/τh. Thus, the noise

spectral density is approximately equal to:

S(f) = (τhfs)
22kT

Cfs
(5.3)

The equivalent noise bandwidth of S(f) can be estimated as 1/2τh, such that the

PSD integrated over the whole frequency is:

I = (τhfs)
2 2kT

Cfs
· 1

2τh
= (τhfs)

kT

C
(5.4)

Even though the theory of noise in switched-capacitor circuits is widely de-

scribed in literature it becomes very intricate when dealing with more complicated

circuits than a simple T/H circuit [19]. The theory of noise in SC circuits is nicely

described in [19, 20]. For RF-sampling front-ends using SC decimation filters the

noise properties are essential for the performance. The noise of such circuits are

analyzed in Chapters 13-15 and in [5, 21].

5.2.3 Basic Circuit Techniques to Implement High-Frequency

SC Decimation Filters

Discrete-time analog filtering is commonly used in the IF sections of analog front-

ends to implement the channel filter. Those filter implementations usually rely on

operational amplifiers or transconductors in the case of Gm-C filters. Due to the

high frequency, when sampling directly at RF, such solutions are not practical and

operational amplifiers should be avoided at least until the signal has been deci-

mated. SC circuits using operational amplifiers implemented in today’s CMOS

processes can perform well up to a few hundred MHz [22]. Therefore, other

techniques must be used for higher sampling rates. In this section basic circuit

techniques for SC-filters operating in the GHz range are addressed. Passive SC

circuits are used for implementing FIR- and IIR-like filters and in the case of

cascading filters simple buffers or low-gain amplifiers without feedback are used.

A passive SC circuit implementing an N-tap FIR filter with decimation by N

is shown in Fig. 5.1. N succeeding samples are stored on C1-CN . Averaging the
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Figure 5.1: SC implementation of a passive N-tap FIR filter with decimation by

N.

charge stored on all N capacitors, by simply shorting them all together, imple-

ments an FIR filter with decimation. From Fig. 5.1 it can also be noted that the

output signal can only be updated every N-th clock cycle, which is equivalent to

the decimation rate of the filter. If a filter with a length larger than the decimation

rate is needed, then time-interleaved filter banks are required. If no decimation

is desired, then as many as N time-interleaved filters are required. Fig. 5.2 visu-

alizes the difference between the filter response of an 8-tap moving-average FIR

filter and the one from a 32-tap moving-average FIR filter consisting of four time-

interleaved sections to maintain the same decimation rate as the first one. Further-

more, it is here assumed that the parasitic capacitance Cp << C1 + . . . + CN so

that the memory effect of Cp can be neglected. The resulting filter function can be

expressed as:

H(z) =
N−1
∑

n=0

anz−n (5.5)

where an is the filter coefficients and N is the number of taps. The coefficient an

is given as:

an =
Cn−1
∑N

i=1 Ci

(5.6)

Thus, by using weighted capacitor sizes all different types of FIR filter responses

can be implemented. In the case where differential circuits are used both polarities

of the input voltage is available. Negative coefficients can be achieved by cross-

coupling the differential input. This is equivalent with a negative coefficient since

the capacitor will be charged with a voltage of the opposite polarity. From a prac-
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Figure 5.2: (a) Filter response of an 8-tap moving-average FIR filter. (b) Filter

response of 4 time-interleaved 32-tap moving-average FIR filters

tical point of view one of the most important parameters, describing the quality of

SC circuits, is the ratio of the biggest capacitor to the smallest one. Circuits with

large such ratios can be expected to suffer from coefficient mismatch. In [5], two

time-interleaved filters with a similar topology as the one in Fig. 5.1 were used

to implement a 22-tap long FIR filter with a capacitor ratio between the largest

and smallest of 17. Such FIR filters with high ratios are not very practical and a

better way is to use cascaded FIR filters instead as described in Paper 7-9. One of

the main drawbacks with the circuit shown in Fig. 5.1 is the need for multi-phase

clocking.

Simple IIR filters can also be implemented. Consider the SC circuit shown in

Fig. 5.3. The input voltage is sampled on the capacitor Csa. During the opposite

clock phase the two capacitors Csa and Csum are shorted and the new value stored

on Csa is averaged with the charge from previous samples. Thus, Csum imple-

ments a "memory" function, i.e. an IIR filter. The transfer function for the circuit

S

Csum

Vi Vo

Csa

S

Figure 5.3: SC circuit used for implementing an IIR filter.
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Figure 5.4: (a) Filter implementation of an N-tap moving-average FIR filter (dec-

imation by N) combined with a first-order IIR filter at the output. (b) Filter re-

sponse of the circuit shown to the left (N = 8).

in Fig. 5.3 is:

H(z) =
Csa

Csa + Csum

· 1

1 − Csum

Csa+Csum
z−1

(5.7)

The FIR filter shown in Fig. 5.1 can be combined with an IIR filter to improve

the filter selectivity. Such a circuit is shown in Fig. 5.4a where a summing ca-

pacitor, without reset, is added at the output and thus implementing the IIR filter

functionality. The filter response of the filter is shown in Fig. 5.4b and corresponds

to a transfer function equal to:

H(z) =
(1 − p1)(1 − z−N )

(1 − z−1)(1 − p1z−N )
(5.8)

where N = 8 and p1 = 0.8. As seen in Fig. 5.4b the filter bandwidth is much more

narrow compared to the one without IIR filtering. To get a filter with even smaller

bandwidth, to be used for channel filtering for example, another IIR filter can be

implemented at the input of the FIR filter. Such an IIR-FIR-IIR filter is shown in

Fig. 5.5a. The corresponding filter response is shown in Fig. 5.5b and corresponds

to a filter transfer equal to:

H(z) =
(1 − p1)(1 − p2)(1 − z−N )

(1 − z−1)(1 − p1z−N )(1 − p2z−N )
(5.9)

where N = 8 and p1 = p2 = 0.8. By cascading filter section of the type described

here many different filters can be realized in order to achieve the wanted filter

functionality.
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Figure 5.5: (a) Filter implementation of an N-tap moving-average FIR filter (dec-

imation by N) combined with a first-order IIR filter at both the input and at the

output. (b) Filter response of the circuit shown to the left (N = 8).
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Φ
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Figure 5.6: Integrator implementing an FIR filter with all-one coefficients.

Another technique to implement FIR filters was presented in [1, 21]. This

technique is based on a transconductor and a switched capacitor used as an inte-

grator, see Fig. 5.6. In this case a current is integrated on one large single capaci-

tor. The length of the FIR filter and also the decimation rate is determined by the

reset rate of the capacitor. Thus, in opposite to the previously described circuits

this one need a reset to be functional (when a voltage is sampled on a capaci-

tor as in Fig. 5.1 it is automatically reset). This far only FIR filters with all-one

coefficients, also known as moving average, has been demonstrated. However,

different coefficients could be realized by adjusting the transconductor gain for

different samples. The concept is shown in Fig. 5.7. By scaling gm individually

for every sample, different coefficients can be realized. A way to implement such

a circuit is to use a similar concept as current-steering DACs. By dividing the to-

tal transconductance into a number of unit sized transconductors each coefficient

is determined by how many of these that are switched in to charge the capacitor

during that clock cycle. The method requires individual clock-gating for every
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Figure 5.7: Integrator implementing an FIR filter with adjustable coefficients

transconductor element according to a predefined pattern determining the filter

coefficients. New filters functions could thereby be implemented by simply re-

configuring this predefined pattern, which determines how many transconductor

elements should be used during a certain clock cycle.

IIR filtering can also be made using the circuit in Fig. 5.6 as described in

[1, 21]. By splitting the integrating capacitor into two on a periodic basis a first

order IIR filter is created, see Fig. 5.8. A brief explanation of how the circuit

works is as follows. The two rotating capacitors, CR, are switched every N-th

cycle for read out and reset. These two are implementing the FIR filter function.

The history capacitor, CH , implements the IIR filtering. This capacitor is never

reset and only a portion of its charge is removed every N-th cycle when CR rotates.

This discrete-time IIR filter operates at fs/N sampling rate and creates a single

pole frequency response. The resulting pole, in the continuous-time domain for

fc ≪ fs/N , is:

fc =
fs

2π·N · CR

CH + CR

(5.10)

A more detailed explanation is given in [1, 21]. This type of filtering has suc-

cessfully been used to implement both Bluetooth and GSM single-chip radios

[1, 23, 24].

V

I
V(t) Vout(z)

Φ

CH CR CR

ΦswzΦsw

Φ

Φsw

Φswz

Figure 5.8: Simplified circuit showing the IIR operation implemented in [1, 21].
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5.3 An RF-Sampling Receiver Front-End for WLAN

in 0.13 µm CMOS

To demonstrate the feasibility of RF sampling a receiver front-end primarily in-

tended for WLAN has been implemented in a 0.13 µm CMOS process (Paper

10). The zero-IF front-end consists of a wideband LNA, described in Paper 5,

and an I/Q SC decimation filter based on the topology discussed in Papers 7-9.

5.3.1 Circuit Description

At the output of the wideband LNA the RF signal is directly sampled. A zero-IF

is achieved using a sampling frequency equal to:

fs = fc · 2−n (5.11)

Where fc is the carrier frequency and n = 0, 1, 2, . . .. For the 2.4 GHz band the

sampling frequency is chosen to be equal to the carrier frequency. The 5-6 GHz

frequency band is subsampled by 2×, resulting in sampling frequencies between

2.5-3 GHz. The reason for using subsampling for the higher frequency band was

that the multi-phase clocking needed in the decimation filter could not be realized

for such frequencies in 0.13 µm CMOS. The sampling frequency was thus limited

by the digital circuitry rather than the analog. Otherwise it is beneficial to use as

high sampling frequency as possible to minimize the risk of noise folding due to

wideband noise at the output of the LNA. Using a tuned LNA helps but prevents

multiband operation unless a tunable narrowband LNA can be implemented.

Each of the two (I and Q) SC decimation filters used consists of 4 cascaded

filter sections. The front-end was implemented is such a way that the output can

be taken both after 3 and 4 stages, respectively. Thus a decimation rate of 8 or

16 can be chosen. For a 2.4-2.5 GHz carrier frequency and decimation by 16, the

output rate is 150-156.25 MHz, which is acceptable in terms of A/D conversion

rate. The 5-6 GHz band is subsampled with half the carrier frequency giving a

corresponding sample rate of 156.25-187.5 MHz at the input of the ADC. When

scaling the decimation rate, the relative bandwidth of the filter will scale accord-

ingly. Using a decimation of 8 instead of 16 will give twice the bandwidth at the

price of higher conversion rate for the following ADC. The bandwidth also scale

with the sampling frequency. For example, at half the sampling frequency the

image rejection will remain the same if only half the bandwidth is used. Larger

bandwidth can of course be used as well, but at the price of lower image rejection.

Basically, the filter can be used for any carrier frequency up to 6 GHz with a max-

imum sampling frequency of 3 GHz. A special technique was also used to reduce

the 1/f-noise and DC-offset related to the amplifiers used within the SC filters. By
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Figure 5.9: Frequency response of the decimation filter, fs = 2.5 GHz.

switching the amplifiers both 1/f-noise and DC-offset will have very little effect

on the circuit performance.

In this particular RF front-end implementation there will be no or at least very

limited blocker suppression as seen from the simulated filter transfer function

(Fig. 5.9). Therefore, the total gain in the receiver is set by the maximum al-

lowed blocker and the input range of the ADC. Maximum signal strength at the

antenna is -30 dBm. Since the LNA has a differential input, this signal is trans-

formed to a differential signal using a balun. This means that each input has a

maximum signal swing of 28.3 mVpp, which translates to a total differential input

signal swing of 56.6 mVpp at the input of the LNA. At the ADC input a full-scale

differential signal swing of 1.41 Vpp is desired. The required voltage gain is then

25 corresponding to 28 dB power gain. This gain will be provided by the LNA

and the SC decimation filter. It is further assumed that a noise factor of 10 for the

whole front-end would be sufficient.

5.3.2 Required ADC Performance

Since the used decimation filter provides no or very limited blocker suppression

it can be assumed that full blocker power can reach the ADC input. The dynamic

range requirement is therefore given by the maximum blocker power, PB, and a

sensitivity determined by the noise figure of the front-end. A noise factor, F , leads
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to a needed signal-to-noise equal to:

SNR =
PB

FkTfB

(5.12)

where k is Boltzmann’s constant, T is the temperature in Kelvin, and fB is the

baseband bandwidth corresponding to a channel bandwidth of 2fB. An ADC per-

forming Nyquist sampling of the baseband needs a sampling frequency fs = 2fB .

Such an ADC have a signal-to-noise ratio equal to:

SNR =
3

2
22n (5.13)

where n is the ADC resolution in terms of number of bits. Using Eq. 5.12-5.13

and that fB = fs/2 gives the required performance of an ADC that can handle a

week signal as well as the blocker [25]:

fs2
2n =

4

3
· PB

FkT
(5.14)

When using a sampling frequency higher than the required Nyquist frequency, the

oversampling ratio OSR = fs/2fB can be used to reduce the required ADC

resolution. An ADC with plain oversampling will have a signal-to-noise ratio of

[26]:

SNR =
3

2
·OSR·22n (5.15)

Another option is to use oversampled Σ∆-ADCs with noise shaping. A first-order

Σ∆-ADC have a signal-to-noise ratio of [26]:

SNR =
9

2π2
·OSR3·22n (5.16)

while a second-order Σ∆-ADC have a signal-to-noise ratio of [26]:

SNR =
15

2π4
·OSR5·22n (5.17)

For the RF-sampling front-end for WLAN we assume PB = -30 dBm and a

noise factor of 10 for the whole front-end. The channel bandwidth is 20 MHz

giving fB = 10 MHz. Further, assuming a sampling frequency of 2.4 GHz and

decimation by 16 before the ADC leads to an OSR of 7.5. Using this and Eq. 5.15

gives a resolution of 9.4 bits. Thus a 10 bit ADC with a conversion rate of

150 MS/s would be enough. In reality 1-2 bits more would be used to get some

design margin. Never the less, such ADCs are fully feasible and exists [27, 28,

29, 30]. However, a more efficient way is to make use of oversampled Σ∆-ADCs.
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Figure 5.10: Frequency response corresponding to a 1.6 GHz channel with: (a) A

decimation rate of 16. (b) A decimation rate of 8.

In such a case it would also make sense to increase the sampling frequency by

performing less decimation. Using a decimation of 8, i.e. an OSR of 15 together

with Eq. 5.16 and Eq. 5.17, a 6 bit first-order Σ∆-ADC or a 4 bit second-order

Σ∆-ADC with a sampling frequency of 300 MS/s would be enough to give the

needed resolution.

5.3.3 Preliminary Measurement Results

To date some initial measurements have been made. The frequency response and

the linearity of the front-end has been measured. The frequency response for

a channel at 1.6 GHz carrier frequency sampled with a sampling frequency of

1.6 GHz is shown in Fig. 5.10 for a decimation rate of 16 and 8, respectively.

In Fig. 5.11 a similar frequency response is shown but for a channel at 2.4 GHz

carrier frequency sampled with a sampling frequency of 2.4 GHz.

Also the linearity of the front-end has been measured. Fig. 5.12 shows both

the 1-dB compression measurement and the third-order intercept point measure-

ment. The 1-dB compression point was measured to be -25.5 dBm and an IIP3

of -15.45 dBm was recorded. This should be enough to fulfill the requirements

for WLAN [31]. Unfortunately the noise figure has not yet been measured. Even

though not yet fully evaluated, the initial measurements indicate full functional-

ity of the entire front-end. The digital part, i.e. the multiphase clocking has been

tested up to 3 GHz.

The whole front-end (LNA plus two decimation filters for I and Q) consumes

about 176 mW (126 mA from a 1.4 V supply). The power consumption can

be divided into three parts originating from LNA, analog circuitry, and digital
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Figure 5.11: Frequency response corresponding to a 2.4 GHz channel with: (a) A

decimation rate of 16. (b) A decimation rate of 8.
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Figure 5.12: (a) Measured 1-dB compression point (1dB-CP). (b) Measured third-

order intercept point (IIP3).

circuitry. The wideband LNA dissipates 36.4 mW (22.4 mW from the LNA core

and 14 mW from the output buffers). The power consumption of the rest of the

analog circuitry is 112 mW and includes the 50 Ω output buffers for off-chip

measurements. The digital power consumption is approximately 28 mW. This

figure is an approximation since the digital power cannot be separated from the

digital IO.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

Modern radio transceivers have to support several different standards. Due to cost

reasons a high level of integration of radio functions has become a necessity. Since

the baseband requires a lot of signal processing capability and many applications

require an extensive amount of on-chip memory, the only option is to use a deep

submicron CMOS technology. Designing RF and analog circuits that are com-

patible with digital CMOS technology is not an easy task. Adding the need for

multistandard operation and this really becomes a major challenge. RF-sampling

techniques have recently become popular in order to implement more flexible ra-

dio front-ends. Today’s CMOS technologies demonstrate very high speeds, mak-

ing the RF-sampling technique appealing in a context of multistandard operation

at GHz frequencies. The goal is to move in the direction of software-defined radio

to get more flexible radio receivers. In this thesis a few key building blocks for

flexible multistandard radio front-ends have been suggested.

Two different LNA topologies suitable for multiband multistandard wireless

receivers have been demonstrated. Extremely wideband LNAs using 0.18 µm and

0.13 µm CMOS technology. Both implementations are showing the great possi-

bility of designing wideband LNAs in deep submicron CMOS technologies. A

new form of bandpass LNA, based on the principle of active recursive filters has

also been developed. Designed circuits in both CMOS and BiCMOS show that

this approach is feasible, at least for applications with not too high performance

requirements. The noise and linearity need to be improved. However, these de-

signs show excellent frequency tunability and the possibility to tune both gain

and Q value in a broad range. The goal with all these LNAs has been to cover

a large bandwidth, either by using wideband LNAs or by using tunable narrow-

band LNAs, while still having reasonable noise figures, linearity, and impedance
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matching. Except for one of the wideband LNAs, inductors have been avoided to

decrease the cost in terms of area and make the RF circuits compatible with digital

CMOS technology. Such LNAs are essential for the implementation of low-cost

multistandard radio.

Switched-capacitor circuits are used to implement the needed filtering and

decimation. These filters initially have to operate at very high frequencies similar

to the carrier frequency. The sampled signal is filtered and decimated to a fre-

quency suitable for analog-to-digital conversion. During decimation new image

bands are introduced. These have to be removed by the switched-capacitor filter.

In this thesis we have presented switched-capacitor filters for RF sampling and

decimation with wideband image rejection.

To demonstrate the concept and feasibility of receivers based on RF sampling,

an RF-sampling front-end primarily intended for WLAN has been implemented

in a 0.13 µm CMOS process. The front-end consists of a wideband LNA and

switched-capacitor filters with wideband image rejection. Initial measurements

indicate full functionality of the entire front-end. The frequency response as well

as the linearity of the whole front-end has been measured. A 1-dB compression

point of -25.5 dBm and an IIP3 of -15.5 dBm have been measured. Unfortunately

the noise figure has not yet been measured. The switched-capacitor decimation

filters can be used for any carrier frequency up to 6 GHz with a maximum sam-

pling frequency of 3 GHz. Depending on the wanted bandwidth and sample rate

at the output, the decimation rate can be chosen as 8 or 16. This frequency scala-

bility has the potential of being utilized for multistandard applications. The only

limitation is the ADCs resolution and conversion rate. Even though not yet fully

evaluated, the presented work shows the possibilities of designing flexible RF

front-ends for wireless receivers using RF-sampling and decimation techniques.

6.2 Future Work

The presented LNAs built on the principle of active recursive filters show ex-

cellent frequency tunability. However, as a consequence the linearity and noise

performance have to some extent been sacrificed. This, since the tuning made

with the bias current also affects both noise and linearity. Instead of just tuning

the frequency by adjusting the bias current, a combination of fine tuning using the

current and a coarse tuning by changing the capacitive load on the amplifiers can

be used. The capacitive load on the amplifiers can be implemented using an array

of switched capacitors. Both noise and linearity could be improved in this way

and made more consistent over the frequency tuning range.

To avoid unnecessary noise folding from the wideband LNA in an RF-sampling

front-end, it would be advantageous if the bandwidth of the wideband LNAs could
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be adjusted along with the sampling frequency. This can be accomplished by

changing the load or the output impedance of the output stage in the LNA. This

works as long as the sampling frequency and carrier frequency are roughly the

same, i.e. subsampling is not used.

The concept of RF-sampling is still a quite new and unexplored field. Many

interesting options still remains to be investigated regarding how to implement the

decimation filters more efficient and how to reconfigure the filter function for dif-

ferent applications. It would also be interesting to look into if it is possible to use

quite simple parallel filters operating at different sampling frequencies to cancel

out certain frequency bands and interferers. Finally, finding a way to integrate the

decimation filter, or at least part of it, with the Σ∆-ADC would further improve

the RF-sampling receiver architecture.




