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Abstract

This thesis examines recommendation dialogue, in the context of dialogue strategy design for conversational recommender systems. The purpose of a recommender system is to produce personalized recommendations of potentially useful items from a large space of possible options. In a conversational recommender system, this task is approached by utilizing natural language recommendation dialogue for detecting user preferences, as well as for providing recommendations. The fundamental idea of a conversational recommender system is that it relies on dialogue sessions to detect, continuously update, and utilize the user’s preferences in order to predict potential interest in domain items modeled in a system. Designing the dialogue strategy management is thus one of the most important tasks for such systems.

Based on empirical studies as well as design and implementation of conversational recommender systems, a behavior-based dialogue model called BCORN is presented. BCORN is based on three constructs, which are presented in the thesis. It utilizes a user preference modeling framework (preflets) that supports and utilizes natural language dialogue, and allows for descriptive, comparative, and superlative preference statements, in various situations. Another component of BCORN is its message-passing formalism, PCQL, which is a notation used when describing preferential and factual statements and requests. BCORN is designed to be a generic recommendation dialogue strategy with conventional, information-providing, and recommendation capabilities, that each describes a natural chunk of a recommender agent’s dialogue strategy, modeled in dialogue behavior diagrams that are run in parallel to give rise to coherent, flexible, and effective dialogue in conversational recommender systems.

Three empirical studies have been carried out in order to explore the problem space of recommendation dialogue, and to verify the solutions put forward in this
work. Study I is a corpus study in the domain of movie recommendations. The result of the study is a characterization of recommendation dialogue, and forms a base for a first prototype implementation of a human-computer recommendation dialogue control strategy. Study II is an end-user evaluation of the ACORN system that implements the dialogue control strategy and results in a verification of the effectiveness and usability of the dialogue strategy. There are also implications that influence the refinement of the model that are used in the BCORN dialogue strategy model. Study III is an overhearer evaluation of a functional conversational recommender system called CORESONG, which implements the BCORN model. The result of the study is indicative of the soundness of the behavior-based approach to conversational recommender system design, as well as the informativeness, naturalness, and coherence of the individual BCORN dialogue behaviors.
Sammanfattning


Baserat på empiriska studier, liksom på utformning och implementering av konverserande rekommendationssystem, presenteras en beteendebaserad dialogmodell som kallas BCORN. BCORNs bas utgörs av tre konstruktioner, vilka alla presenteras i denna avhandling. BCORN utnyttjar ett preferensmodelleringsramverk (*preflets*) som stöder och använder sig av naturligt språk i dialog och tillåter deskriptiva, komparativa och superlativa preferensuttryck i olika situationer. Den andra komponenten i BCORN är dess interna meddelande-formalism PCQL, som är en notation som kan beskriva preferens- och faktiska påståenden och frågor. BCORN är utformat som en generell rekommendationshanteringsstrategi med konventionella, informationsgivande och rekommenderande förmågor, som var och en beskriver naturliga delar av en rekommendationsagents dialogstrategi. Dessa delar modelleras i *dialogbeteendediagram* som exekveras parallellt för att ge upphov till koherent, flexibel och effektiv dialog i konverserande rekommendationssystem.
Tre empiriska studier har utförts för att utforska problemkomplexet som utgör rekommendationsdialog och för att verifiera de lösningar som tagits fram inom ramen för detta arbete. Studie I är en korpusstudie i filmrekommendationsdomänen. Studien resulterar i en karakteristik av rekommendationsdialog, och utgör basen för en första prototyp av dialoghanteringsstrategi för rekommendationsdialog mellan människa och dator. Studie II är en slutanvändarutvärdering av systemet ACORN som implementerar denna dialoghanteringsstrategi och resulterar i en verifiering av effektivitet och användbarhet av strategin. Studien resulterar också i implikationer som påverkar utformningen av den modell som används i BCORN. Studie III är en medhörningsutvärdering av det funktionella konverserande rekommendationssystemet CORESONG, som implementerar BCORN-modellen. Resultatet av studien indikerar att det beteendebaserade angreppssättet är funktionellt och att de olika dialogbeteendena i BCORN ger upphov till hög informationskvalitet, naturlighet och koherens i rekommendationsdialog.
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This chapter introduces the topic of conversational recommender systems, and presents the aim, research questions, demarcations, and contributions of this thesis.

This thesis deals with dialogue strategy design for conversational recommender systems. The purpose of a recommender system is to produce personalized recommendations of potentially useful items from a large space of possible options that is hard to manually browse or search. In a conversational recommender system, this task is approached by utilizing natural language dialogue for detecting user preferences, as well as for providing recommendations. There are several reasons for pursuing the conversational approach as a viable alternative to traditional recommender system interaction. For example, natural language dialogue can allow users to express their preferences qualitatively, and in contexts where they are motivated to elicit them. Furthermore, detecting a user’s preferences and using them for recommending items is a collaborative venture, where coherent conversation with a dialogue partner seems a
natural choice of interaction style. Figure 1.1 exemplifies a recommendation dialogue between a user and a conversational music recommender system. The fundamental idea of a conversational recommender system is that it relies on dialogue sessions to detect, continuously update, and utilize the user’s preferences in order to predict the user’s potential interest in domain items (e.g. songs in the dialogue shown in Figure 1.1) modeled in the system. The design of dialogue strategy management is thus one of the most important tasks when designing conversational recommender systems. In order to place this particular work into a more complete picture, Figure 1.2 sketches a typical conversational dialogue system conceptual architecture, and shows where the focus of this thesis lies. In this work, the aim is thus to discover generic solutions for modeling conversational recommendation behavior, that are suitable for implementing in specific recommender system applications. The work is carried out in three main steps. First, we define a recommendation dialogue situation, from which we empirically study and characterize recommendation dialogue. Then, based on a verified empirical model, we construct and verify a generic model and software artifacts of recommendation dialogue that can be used in conversational recommender system implementations. Verification of these components is then done with an end-user evaluation of a conversational recommender system implementation.

### 1.1 Aim and Research Questions

Since a conversational recommender system relies on dialogue and incremental modification of a user’s preference model, the system’s dialogue strategy to initialize, update, and utilize the preference model in the interaction is crucial for its performance and usability. The overall aim of this thesis is therefore to describe and present a computational dialogue strategy model for personalized conversational recommender systems. In order to pursue this, the following specific research questions are posed:

1. How are recommendation dialogues characterized?
2. What is the structure of a recommender agent’s dialogue strategy?
3. How are user preferences stored, utilized, and updated in recommendation dialogue?
1.1. Aim and Research Questions

Figure 1.1: Sample recommendation dialogue between a conversational recommender system (S) and a user (U). [list] denotes a listing of database items, such as genres, artists, or songs.
4. What is required for a computational model for recommendation dialogue and user preference management?

1.2 Contributions

The thesis is restricted to single-domain, unimodal dialogue systems, that have as their purpose to deliver personalized recommendations to users. That is, the model does not cover switching between different domains in the same dialogue session, and we utilize natural language input as the only input channel\(^1\). Furthermore, we assume a strict turn-taking mechanism\(^2\). In particular, the focus is on conversational recommender systems in media domains, such as music and movie recommendations.

Given these demarcations, the contributions should be viewed as studies from a cross-disciplinary perspective. That is, the three first research questions are problem-oriented and expected to help us describe and understand the complex problem space at hand. While reaching the answers to these questions in a hypothesis-generating manner, we are ready to investigate the fourth research question, where we can expect more tangible components engineered to encapsulate the empirical findings previously

\(^1\) Even though the systems described use standard graphical user interfaces, on-screen direct manipulation is not part of the dialogue management model per se.

\(^2\) The framework as such, can be implemented as parallel Harel statecharts, effectively setting the scene for utilizing temporal constructs such as time-outs and delays, and thus more dynamic turn-taking. However, the focus and claims made within this work are made on the strict turn-taking assumption.
discovered. In summary, this thesis makes the following contributions:


2. PCQL: A formalism for describing preferential and factual statements and requests, as well as for supporting management of preferences in conversational recommender systems.

3. Preflets: A preference model that stores situation-dependent user preferences, and supports recommendation dialogue.


5. BCORN: A computational model of recommendation dialogue, based on dialogue behavior diagram instances. The model is implemented in the CORESONG conversational recommender system, and has been evaluated to verify the BCORN model.

1.3 Method

Language Technology is a multi-disciplinary research field that combines expertise from the humanities, natural and behavioral sciences. Scientific approaches and practical techniques are drawn from a range of disciplines, including Linguistics, Computer Science, Human-Computer Interaction, Engineering Science, Psychology, and Mathematics.

In this thesis, the focus is to provide a computational model of recommendation dialogue. Therefore, the model is not psychological or “human-like” from an internal perspective. It is, however, “human-like” (with limitations and modifications that are clarified later) and empirically studied and verified as such, from an external, behavior-based, viewpoint. Due to the cross-disciplinary approach, and the inherent...
properties of the phenomenon of dialogue interaction itself (i.e. human users with expectations on natural language use in human-machine dialogue situations), dialogue system research in general includes (exploratory) design methodology, formal specification, and empirical validation [Hulstijn, 2000]. It is therefore difficult to choose a single methodological position for this venture. Both exploratory and empirical studies have been carried out in this work, as well as software development work. The exploratory approach has been used to gain insights on the constitution of recommendation dialogue in a human-computer use context. This includes dialogue corpus collection, and qualitative corpus analysis in order to generate hypotheses concerning dialogue characterization and design. Empirical studies—in the behavioral, human-computer interaction (HCI) sense—has been chosen for end-user prototype evaluations, primarily to verify dialogue model designs. This includes analysis of questionnaires and dialogue session logs. The aim of software development research in general is to gain insights into the mechanisms and pre-conditions under which certain phenomena can be modeled and/or emerge. Although much progress has been made within this approach, the integration with results from other scientific disciplines often has weak explicit linkage to empirically derived knowledge. This is addressed in this work by mapping empirical findings to software component design as an application of empirical research [Jönsson, 1993]. Development is grounded in an engineering approach, where the focus is on functionality and robustness of software, work effort connected to the construction process, and reason about development methods from the perspective of usefulness and efficiency for programmers.

The viewpoint in this work is thus that the way forward is to cross-fertilize an engineering approach with empirical HCI studies in order to further advance the field of dialogue system research as a whole. By illuminating the stated research issues from this hybrid approach [Hulstijn, 2000] a number of interesting answers can be provided, and we will view the contributions of the thesis in the light of this.

More concretely, Figure 1.3 shows the work scheme that has been used in order to address the research questions of this thesis, and the results that will be described in the following chapters. Main work activities include Studies I–III, which are empirical studies that each results in various “artifacts”. Study I results in a corpus and recommendation dialogue characteristics; Study II is an evaluation of a dialogue strategy, as well as an exploration with implications for refinements and
1.4 Thesis Outline

The rest of the thesis’ chapters and content are organized as follows.

- **Chapter 2. Background: Conversational Recommender Systems.** As a starting point for the work, this chapter provides definitions of relevant concepts, classifications of (general) dialogue management approaches, user preference modeling and recommender system research. We also present aspects of the design and development of conversational recommender systems.
• Chapter 3. An Empirical Study of Recommendation Dialogue. The empirical basis for this thesis is a recommendation dialogue corpus, collected in a dialogue study (Study I). This results in a human-human dialogue corpus, which is systematically re-written into a human-computer recommendation dialogue through the process of dialogue distilling. The analysis of the material is presented as a characterization of the recommendation dialogue genre.

• Chapter 4. Design and Verification of a Recommendation Dialogue Strategy Model. This chapter first presents a basic dialogue strategy model for movie recommendation dialogue, based on the analysis of the previous chapter, that is implemented in a prototype conversational recommender system called Acorn. The chapter then describes an evaluation of Acorn’s dialogue strategy model with end users (Study II). We assess a range of usability metrics on the recommendation dialogue strategy based on Study I. We thus verify that the distilled dialogue that forms the model is both effective, efficient, and usable.

• Chapter 5. Storing and Utilizing Situation-Based User Preferences. In order to provide personalized recommendations to a user, the system needs a model of the user’s preferences. The topic of Chapter 5 is a situation-based user preference model called preflet, that supports natural language dialogue management and provides user preference data for content-based recommender engines. This chapter also introduces the PCQL data manipulation notation for expressing preferences and factual queries and statements, which will be used as a generic message-passing formalism in the BCORN model.

• Chapter 6. BCORN: Managing Recommendation Dialogue. In this chapter the concept of dialogue behavior diagrams (DBDs) is introduced. DBDs are used to describe a generic recommender agent’s dialogue strategy, based on the dialogue behaviors defined in Chapter 3 and the implications from Chapter 4. DBD instances update and utilize preflets for managing the personalized recommendation dialogue, and utilize various external resources such as databases and recommender engines. The presented DBDs constitute the computational model BCORN (Behavior-based Conversational Recommender). The
chapter also presents CoreSong, which is a functional conversational recommender system in the music domain, implemented as an application of the BCORN model. CoreSong is validated in an overhearer user study (Study III), which is also presented.

- **Chapter 7. Conclusion.** The last chapter first provides a summary and concluding discussion of the previous chapters. The results of the thesis are discussed, and pointers for future research in the area are provided.
Background: Conversational Recommender Systems

This chapter surveys state-of-the-art research of dialogue systems and dialogue models, user preference modeling, conversational recommender systems, and relevant software engineering methodologies.

In this introductory chapter, several research areas are briefly surveyed. The common denominator is a conversational approach to personalized recommender system design and interaction. This requires us to examine four parts. First, we look at dialogue system concepts in general (Section 2.1), where some basic definitions and components are surveyed, before moving on to (some) control architecture and formalism constructs. Second, we address user modeling and user preference management in general (Section 2.2). The usage of user models is also taken into account when we examine recommendation models and algorithms. Armed with dialogue systems, user preference models, and recommendation models we are ready to survey exist-
ing approaches to conversational recommender systems (Section 2.3). Finally, some aspects of the engineering of conversational recommender systems are covered by surveying development methodologies, interaction design issues, and the particularities of personalized dialogue system evaluation (Section 2.4).

2.1 Dialogue Systems

Advances made in the fields of language technology has provided a range of models aiming at producing “the conversational computer” [McTear, 2002]. This section describes definitions of and motivations for dialogue system concepts, a classification of dialogue modeling approaches, and the general components required for dialogue systems.

2.1.1 Concepts and Definitions

We define a dialogue system to be a computer system with which human users interact on a turn-by-turn basis, and in which natural language is an important interaction modality. The purpose of a dialogue system is to provide a natural-language interface between a user and a computer-based application [McTear, 2002]. The underlying goal is to enable users to interact in a natural and intuitive way using spoken or typed natural language. However, since general human-like conversational competence is still far beyond today’s models and technology, the naturalness of the interaction is questionable. Dialogue systems of today limit users in what they can say and how. Intuitive and natural interaction is then a case of design, and the human-computer dialogue interaction needs to be shaped accordingly, utilizing the weak and strong points of human-computer dialogue, which is significantly different from human-human dialogue [Jönsson and Dahlbäck, 1988].

One demarcation that has been proposed to this issue is to focus on practical dialogues [Allen et al., 2000; 2001]. The practical dialogue hypothesis states that [Allen et al., 2001, page 29]:

The conversational competence required for practical dialogues, while still complex, is significantly simpler to achieve than general human conversational competence.
By applying the practical dialogue approach in well-defined domains, a robust and usable conversational behavior can be achieved despite the shortcomings of today’s natural language understanding components and models [Pieraccini and Huerta, 2005]. The design of a proper dialogue management model is thus one of the most important tasks of dialogue system research. It is worth designing generic dialogue management solutions, following the domain-independence hypothesis. It states that [Allen et al., 2001, page 29]:

> Within the genre of practical dialogue, the bulk of the complexity in language interpretation and dialogue management is independent of the task being performed.

To this end several generic architecture and tool box approaches that provide implementations of dialogue models have been suggested for new-domain dialogue system customization [Allen et al., 2000; O’Neill and McTear, 2000; Degerstedt and Jönsson, 2004; Larsson and Traum, 2000].

The core of a typical dialogue system architecture is the dialogue manager. Even though there is no universal agreement of exactly what a dialogue manager is, and what capabilities it should have, there seems to be two common denominators [Pieraccini and Huerta, 2005]. A dialogue manager should: (a) keep track of session states, and (b) decide on the next system action. These aspects can then be completed with e.g. contextual interpretation, ambiguity resolution, anaphora resolution, system back-end communication, output generation, etc.

The dialogue manager is responsible for two aspects of dialogue control: management of initiative, and management of dialogue flow. Initiative may be on the system, the user, or mixed. Simple dialogue system approaches adopt completely system-driven dialogue control. That is, the user is guided through a number of pre-defined system prompts until the task is complete. Typically, such systems are implemented in a finite-state based fashion. A larger degree of user freedom exists in frame based approaches. (See Section 2.1.4 for details.) In user-driven dialogue, the system reacts to user queries and delivers the desired information. More complex dialogue system allows for mixed initiative, where dialogue control is shared. The user is free to e.g. ask questions at any time, and the system may have an agenda or plan and issue questions/prompts to the user accordingly. Plan (or agent) based
2.1.2 Dialogue Model Components

Dialogue managers utilize knowledge sources which, according to McTear [2002], collectively is referred to as the dialogue model. For the purpose of this thesis, we accept this notion of a conversational system’s dialogue model. Some fundamental knowledge sources include [McTear, 2002, page 96]:

- **Dialogue history.** A representation of (relevant aspects of) the dialogue in terms of mentioned domain entities and topics. This resource forms the basis for anaphora resolution, and focus management.

- **Task model.** A representation of the user’s current task and the information required to be gathered in the dialogue.

- **World knowledge model.** A representation of general background information to support reasoning (e.g. temporal knowledge).

- **Domain model.** A representation of domain-specific knowledge including ontological relationships, etc.

- **Conversational competence model.** A representation of turn-taking, discourse obligations (e.g. Grice’s maxims [1975]), etc.

- **User model.** A representation of user characteristics relevant to the dialogue.

All knowledge sources listed above can be more or less complex, depending on the requirements of the system application. The view in this thesis is thus that dialogue complexity exists on several levels and can be described from different perspectives.

2.1.3 Layered Control Architectures

One important question when designing and implementing dialogue systems is which architecture to use. During the past decades several architectures have been proposed; all with their own advantages and disadvantages. Most architectures are not formally specified. This means that there is a degree of freedom concerning how an architecture
is interpreted. However, the need for a formalization cannot be escaped when implementing an actual system (since a verbal description cannot be compiled and run on a computer). An important issue thus becomes; given an (informal) architecture description—which formalism should be chosen for implementing the architecture? This survey will focus on layered architecture approaches, since this relates to the contributions made in this thesis.

A general characteristic of layered systems is that they are organized hierarchically. Each layer provides service or information to the layer above it and serves as a client to the layer below. The connection between layers are defined by protocols, determining how layers will interact [Garlan and Shaw, 1993]. Outside the world of Language Technology, the most widely used applications of layers are (a) layered communication protocols such as the TCP/IP stack, and (b) operating systems, where the kernel runs in one layer, and user space and processes reside in layers above.

According to Garlan and Shaw [1993, page 11], layered systems support the following properties:

1. design based on different levels of abstraction (i.e. supporting a divide-and-conquer strategy of partitioning complex problems into incremental and manageable steps).
2. enhancement (since each layer only interacts with at most the surrounding two layers, changes in one layer affect at most two other layers).
3. reuse (i.e. different implementations of a layer can be used interchangeably, allowing for designs of reusable layer interface standards in a framework).

There are some disadvantages one must be aware of, and not all kinds of systems are suitable for a layered approach. Performance considerations need to be taken, even if a system can be structured in layers. That is, a system may require close coupling between low-level and high-level layers due to computational performance, such as large search tasks etc. This may thus violate the enhancement property above. Design considerations are also important, since some systems conceptually are hard to model in this manner. Finding the right level of abstraction for the different layers is a non-trivial design issue. For example, communications layers sometimes need to bridge several layers—an unhealthy sign since this violates both the enhancement
and the *reuse* advantages mentioned above. It may even violate the *design* property depending on the complexity of the problem the system aims to solve.

**Layered Dialogue System Approaches**

The layered and behavior-based approach to dialogue system construction is limited. This ties into the observation that the notion of layers can mean different things. Even though the general—software engineering—notation of layers have been used in several architectures adhering to the classical paradigm, implementations of a more dynamic behavior-based layer approach are rare. This section briefly describes two such approaches.

**Reactive, Process Control and Content Layers**  The Ymir system [Thórisson, 1997] employs a layered architecture that consists of three layers as shown in Figure 2.1. It is focused on communication and models speech, intonation, body language and facial gesture. The three layers are: reactive, process control, and content. Each layer contains perception and decision modules. Response times are very important in natural language communication, as a pause or delay can change the entire meaning of an utterance depending on context. The reactive layer has very short response times (in the 150–500 ms range) in order to provide realistic gaze fixation or blinking etc. Processing time increases in the higher layers. The top-most layer—the content
layer—have significantly longer response times, and consists of topic information in knowledge bases. The output of the layers is processed by a fourth main component, the Action Scheduler, which prioritizes and morphs action requests from the three layers.

Implementations of YMIR display a set of characteristics that are not usually found in dialogue systems:

- there is a non-rigid interruptible quality of the behaviors\(^1\).
- gestures and body language (including facial gestures) are integrated with the communication content, without artificial communication protocols.
- behaviors run concurrently at the expected times and without unnatural delays.
- miscommunication and speech overlaps are handled in a “natural” way, by using stops and restarts.

Recently, the YMIR architecture has been enhanced with a more elaborate turn-taking model [Thórisson, 2002]. This work addresses the fact that each participant in an ordinary dialogue may take 2–3 communication decisions every second. One interesting aspect of this work is that it assumes no protocol, or implementation of turn-taking rules.

**Content and Interaction Layers**  Another example of a multi-layer approach to spoken dialogue systems is presented by Lemon *et al.* [2003]. This work is inspired by (a) communication layers as presented by Clark [1996], and (b) robot architectures as outlined in the behavior-based AI field. As Lemon *et al.* put it [2003, page 169]:

> We view the process of natural interaction with a dialogue participant as analogous to the interaction with a dynamic environment: dialogue phenomena arise which need to be negotiated (as a new obstacle must be avoided by a robot).

The proposal is a two-layer architecture that separates interaction-level phenomena from content and context management and conversation planning. The main benefit

\(^1\)Note that this is different from barge-in, which is a general way to just skip the reminder of a system utterance.
of this approach is that the interaction layer makes use of low-level signals to provide more natural and robust interactions between dialogue systems and human participants in a way that the content layer is not able to do solely. This is supported by a number of findings in psycholinguistic literature that stresses the importance of asynchronous interaction-level processing in realistic and natural dialogue. Examples of interaction-level phenomena handled by systems implementing this architecture include: realistic timing and turn-taking, immediate grounding and thus more realistic (continuous) feedback, barge-in management, and NP selection (anaphora management). Unfortunately, no user evaluation data is available yet, but the approach nevertheless seems promising for end-users since it addresses issues that are mostly not focused on with most other dialogue systems.

From an engineering point of view, the layered approach to dialogue system construction displays some desirable characteristics: According to Lemon et al.:

In engineering terms, this division of labor is attractive in that the clarity and modularity of dialogue management is enhanced

However, some approaches in this strand have failed. Note that e.g. Steels’ non-hierarchical, massively parallel approach [Steels, 1994] was abandoned for engineering reasons since it was not practical for each behavior to model all other behaviors, even though the theory seemed sound from a biological perspective [Bryson, 2001].

**Subsumption Layer Control**

We will end the survey of layered control architectures with the subsumption architecture, somewhat radically suggested by Rodney Brooks. By organizing behaviors as layers, Brooks [1991b; 1991a] created an architecture (and methodology) called the subsumption architecture for designing and implementing robots with multiple goals and robust behavior. A crucial difference with this approach compared to those of e.g. Thórisson and Lemon et al. is that a particular behavior\(^2\) does not model other

\(^2\)In the following, a behavior is an informal term denoting a result of system actions in a context, whereas a layer is a technical term that refers to internal structures used to generate behaviors (in the former sense).
behaviors. It can instead be described as a loosely coupled approach without centralized control. Both the YMIR model and that of Lemon et al. are inspired by the behavior-based philosophy—even if they do not go “all the way” as they rely on high-level planning in one centralized control layer. Close in spirit, the SESAME generic dialogue management framework, is designed for supporting dynamic multi-domain dialogue processing [Pakucs, 2003]. It’s architecture is agent-based and agents communicate via a blackboard. However, none of the autonomous agents has access to a central representation of the problem, and there is no central agent responsible for planning. Furthermore, none of the agents knows about other agents’ internal states.

An important feature in the subsumption approach is incremental extendability, i.e. that new layers are built on top of existing behaviors, effectively supporting evolutionary design and development of system capabilities.

Briefly, subsumption means that a system’s control architecture is decomposed into sets of layers, each implementing a behavior of the system. The approach stresses sensor-motor coupling and is a rather radical reaction to the classical AI paradigm of functional decomposition, since layers run independently of each other and without a model of the environment/world. One central hypothesis is that coherent behavior can be achieved without explicit central modeling, but as an emergent result from micro behaviors [Pfeiffer and Scheier, 1999].

High-level cognition (including conceptual natural language and dialogue capabilities) in the system is not considered in Brooks’ early papers (the first paper on subsumption appeared in 1986), and the approach is only validated for simplistic behavior. Despite of this, the approach is still of high interest and has been the subject of general discussions on embodied cognitive science and general artificial intelligence [Kirsh, 1991; Pfeiffer and Scheier, 1999], which has also been replied to by Brooks in his later work, e.g. [Brooks, 1997].
2.1.4 Computational Dialogue Management Formalisms and Classifications

Traditionally, dialogue systems are roughly divided into three\textsuperscript{3} classes based on the type of dialogue management formalism employed [McTear, 2002].

1. Finite-state based systems

2. Frame based systems

3. Plan (or Agent) based systems

Note that this classification refers to the system as a whole; that is, aspects of both conceptual architecture and mathematical formalism used to implement the architecture influence how a system is classified.

Finite-State Based Systems

At the least complex end the dialogue system steps through a dialogue consisting of pre-defined states. The interaction is completely system-driven, and has been widely used in commercial (telephone-based) applications. The advantage is the simplicity of the approach. Due to the inflexibility of pre-defined states and the purely system-driven initiative, the interaction is very restricted and only suitable for very simple tasks such as long-distance dialing by voice or simple telephone banking.

Frame Based Systems

Frame (or template) based systems have more flexibility and allow users to decide the order in which information required by the task record is given. The frame is in this case viewed as a static context representation where a pre-defined set of parameters needs instantiation before a system action can be taken. In contrast to finite-state based approaches, several pieces of information can often be given in one go, if the user desires it. Examples include travel bookings, hotel reservations, etc.

\textsuperscript{3}Allen et al. [2001] has a slightly more fine-grained division, but for the purpose of this survey, McTear’s division is sufficient. Furthermore, we will not deal with probabilistic or machine learning approaches to dialogue management in this survey.
Since task representations are simple and well-understood, complete linguistic interpretation of user utterances is often not necessary. Therefore, robustness can be achieved in the natural language processing components [Allen et al., 2001; McTear, 2002].

Frame based systems can be extended with multiple context representations, thus adding complexity in the dialogue management since the user can shift between topics in one dialogue session; for instance, discussing hotel location (with a frame task representation covering aspects such as room size, price, and various hotel facilities) and flight tickets (with a frame covering seating, number of stops, and ticket price) in the same travel booking dialogue session.

As is the case of any production rule system, a potential disadvantage for frame based development is that it is difficult for the designer to foresee all contexts under which rules may fire. Examples of frame based systems include the VOICEXML framework, and MIMIC [Chu-Carroll, 2000].

Plan Based Systems

At the higher end on the task complexity scale we find plan based (a.k.a. agent based) systems. These are designed to permit complex communication about tasks that are too complex to be represented as pre-defined frames. Dialogue phenomena that can be handled include collaborative negotiation dialogues, dynamically generated topic structures [Allen et al., 2001], and advanced error detection and correction [McTear, 2002]. Since the user’s input cannot be determined in advance, a sophisticated natural language interpretation component is required for agent based systems.

The plan based approach is rooted in classical AI and is related to the logic based approach [Hulstijn, 2000]. In this approach, dialogue management is viewed as a general inference engine and dialogue is represented in a logical formalism.

Plan and logic based approaches are often theoretical and implementations are few and to this date restricted to research systems, such as TRAINS and TRIPS [Allen et al., 2001] and SUNDIAL [McGlashan et al., 1992]. This approach also has potential disadvantages [Jönsson, 1997]: First, the problem of identifying the primitives needed for describing human intention and goals. Secondly, the concern of performance of plan recognizers.
2.1.5 Other Dialogue Classification Schemes

Categorizing dialogue can be done on other dimensions than the ones described above. This section will briefly summarize some attempts.

Dahlbäck’s classification [1997] has a slightly different goal than that of Allen et al., and lists the following dimensions (or criteria) for dialogues:

- Modality (spoken or written)
- Kinds of agents (human or computer)
- Interaction (dialogue or monologue)
- Context (spatial and/or temporal)
- Number and types of tasks
- Dialogue–Task distance
- Kinds of shared knowledge (perceptual and/or linguistic and/or cultural)

For the purpose of this thesis, it is interesting to note the dialogue-task distance dimension. Dahlbäck observes that the dialogue structure can bear close or distant resemblance to the task structure. A short distance example is planning and advisory dialogue, whereas information retrieval dialogue is a long distance example. Short distance dialogue benefit from intention-based methods according to Dahlbäck [1997, page 36]:

The closer the language background task connection the more appropriate become plan or intention based models

Another classification is made by Hulstijn [2000]. Hulstijn defines inquiry-oriented dialogue as an exchange of information between two participants in different roles: an inquirer and an expert, where the inquirer has an information need, and the goal of asking the expert questions to satisfy that need. The expert’s goal is to answer questions—as well as asking clarifying questions when needed.

Along with inquiry-oriented dialogue Hulstijn suggests negotiative dialogue. Negotiative dialogue refers to dialogues where participants can discuss and compare
2.2. User Modeling and User Preferences

User modeling is a large research field with several applications. This survey briefly reports on the fundamentals of user modeling (Section 2.2.1), before focusing on one particular aspect of user modeling: user preference modeling (Section 2.2.2).

2.2.1 User Modeling

To lay a basic foundation for this overview we start off with an intuitive definition of a user model, i.e. that a user model is knowledge about the user of a system, encoded for the purpose to improve the interaction. Kass and Finin [1988] view user models as a subclass of agent models. An agent model is a model of any entity, regardless of its relation to the system doing the modeling. A user model is thus a model of the agent currently interacting with the system. Furthermore, Kass and Finin note that implicit user models are often not interesting, since they merely represent assumptions about the user made by designers of the system (at design-time). This discussion is instead focused on explicit agent models, which are constructed and utilized at use-time. There are four features that characterize agent (and thus, user) models [Kass and Finin, 1988, page 6]:

1. **Separate Knowledge Base.** Information about an agent is not distributed throughout other system components.

2. **Explicit Representation.** The knowledge about the agent is encoded in an expressive language, with support for inferential services.
3. **Support for Abstraction.** The modeling system can distinguish between abstract and concrete entities, such as classes and instances of objects.

4. **Multiple Uses.** The agent model can be used for various purposes such as support dialog, or to calculate predictions of items for a user, etc.

Since the user model concept is approached from different directions, it is multifaceted and can be categorized along the lines of several dimensions. One of the earliest works in the field identifies three dimensions [Rich, 1979], and other authors add to this list. Kass and Finin [1988] summarize these dimensions (D) as shown in Table 2.1. It is possible to imagine more dimensions of a user model. Zukerman and Litman [2001] for example, present the concept of multi-dimensional user models. While their use of “dimension” is not directly comparable to that of Kass and Finin⁴, it gives rise to the concept of interaction modality, which can be viewed as an addition to the list above. By including modalities other than language, such as mouse pointing and clicking etc., in the user model the system’s “understanding” of what the user is trying to accomplish can be enhanced.

**Advantages**

Billsus and Pazzani claim that the *information overload* problem could be overcome by user modeling in the context of information agents [Billsus and Pazzani, 2000, page 148]:

> [User modeling systems] locate and retrieve information with respect to users’ individual preferences. As intelligent information agents aim to automatically adapt to individual users, the development of appropriate user modeling techniques is of central importance.

Such user modeling systems are known as *recommender systems* and make use of user models consisting of user *preferences*, detailed in Section 2.2.2.

The benefits of user modeling systems are [Sparck Jones, 1989; Kay, 2000]:

---

⁴Rather, Zukerman and Litman’s use of “dimension” seems to be more related to Kass and Finin’s *number of models* dimension.
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Table 2.1: User model dimensions according to Kass and Finin’s classification [1988].

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1 Specialization</td>
<td>The user model may be <em>generic</em> or <em>individual</em>. Typically, a stereotype model [Rich, 1989] can act as a “bridge” between a generic and an individual model. For the class of personalized recommender systems, the user model is naturally individual.</td>
</tr>
<tr>
<td>D2 Temporal extent</td>
<td>The dimension of temporal extent is defined on a <em>short-term – long-term</em> scale. A short-term user model is discarded as soon as the interaction ends. Long-term models are stored between sessions, and are suitable for individual models.</td>
</tr>
<tr>
<td>D3 Modifiability</td>
<td>If the user model can be changed during the course of an interaction, it is <em>dynamic</em>. Otherwise, it is <em>static</em>. User models that continuously track goals and plans of the user during a session are dynamic.</td>
</tr>
<tr>
<td>D4 Number of agents</td>
<td>Some systems are not limited to a one-to-one relationship between user and system. There might be several agents involved in the interaction, such as in a medical diagnosis system where there is one doctor interacting with the system, and one patient. Both the doctor and the patient can be modeled in separate agent models. The system could also have a model of itself.</td>
</tr>
<tr>
<td>D5 Number of models</td>
<td>For each given agent, it is possible to have several models. Separate models for an individual agent corresponds to real-life situations where humans can “wear different hats” depending on if they act as a private person, or represent a company etc. Kass and Finin claim that there has to be a central model responsible for deciding which sub-model to employ in any given situation.</td>
</tr>
<tr>
<td>D6 Method of use</td>
<td>User models may be <em>descriptive</em> (i.e. described in a simple database which can be queried), or <em>prescriptive</em> (i.e. where the system simulates the user to check the user’s interpretation of a system response).</td>
</tr>
</tbody>
</table>
• **Effectiveness.** The prime object of the user model is that the system reaches the correct decision. A correct user model is thought to help the system improve its decision-making.

• **Efficiency.** A user model can also serve to reach the correct decision in an economical way.

• **Acceptability.** The system may utilize a user model to support its decision-making in a comprehensible and agreeable way.

**Disadvantages**

The lack of utility evaluations of user modeling and personalized interaction points out one of the problems with user modeling and personalized systems; the tendency to non-determinism. That is, the interface and the available commands may differ depending not only on who the user is; but could also differ for the same user at different times depending on the task she is currently attending. This is really walking on the edge in terms of usability, since it is very close to violate established usability principles, such as “recognition rather than recall”, and the principle of making things visible [Norman, 1988].

Höök et al. [1996] point out that adaptive systems run the risk of leaving the user without a sense of control. It is necessary for all software systems that they are inspectable, controllable and predictable. This can be addressed by transparent systems. Transparency occurs when the system is built as a “glass box” (i.e. the user is informed of the user model and its use in the system). Fischer [2001, page 14] claims that:

> it will be a major challenge to find ways to avoid misuses, either by not allowing companies to collect this information\(^5\) at all or by finding ways that the individual users have control over these user models.

In order to avoid some of these ethical and social pitfalls, Kobsa [Kobsa, 1993] provides the following guidelines:

\(^5\)i.e. “user models”. (Author’s note).
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- Users should be aware of the fact that the system contains a user modeling component.
- Users should be instructed that computer systems make errors, and merely relies on assumptions.
- Users should be instructed that a system might pursue non-cooperative interests.
- Users should have the possibility to inspect and modify their user model.
- If technically possible, users should be able to switch off the user modeling component.
- Long-term characteristics should be modeled with caution, since misuse is more likely to have a larger effect, and because they are often more intimate/personal than short-term characteristics.
- Results in user modeling research should be made accessible to the general public, since they will eventually be affected by it.

Systems following these guidelines would have an “interactive user model”, and thus be adaptable.

A related problem, which could yield negative social implications, is the issue of incorrect models. A recommending system, such as a TV guide, with an incorrect user profile could start recommending TV shows that a user is not interested in—or worse: would not want to be affiliated with. In some contexts (e.g. watching TV with friends), such recommendations could result in a social faux pas.

2.2.2 User Preferences

One may argue that preferences could be treated as goals. However, while there are situations in which the two seem related, Carberry et al. [1999] suggest that goals are conscious at the beginning of an interaction, whereas preferences come into play as users must evaluate alternatives and choose between them. Preferences influence the way users desire to achieve their goals. Satisfying strong preferences is more important than satisfying weak ones, and partially satisfying preferences are better than ignoring
them; even if the underlying goal can be reached in both cases. Therefore, preferences
are considered to be influencers on the actions that need to be taken in order to reach
a goal. This has implications on how and when preferences should be requested
[Carberry et al., 1999, page 189]:

Dynamically recognizing user preferences as they are expressed in dialogue,
rather than querying the user about those preferences beforehand, may
be the only way to obtain an accurate model of the user’s preferences [...] The user may not have an accurate model of her preferences until she is
faced with an actual decision, so querying her preferences before a decision
is made will be ineffectual.

According to Kay [2000], four principal techniques for acquiring user preference
data exist. The techniques listed are at a rather abstract level and says little of
how the actual acquisition can be implemented in a system. However, they serve the
purpose of providing a framework for continuing the discussion. The four techniques
are:

- **Elicitation.** Elicitation is a straightforward method of simply asking the user.
The quality of the data is quite high, but the drawback is that it demands the
user’s attention, possibly hindering her from focus on the task at hand.

- **Monitoring.** This unobtrusive method demands no attention from the user’s
part, since it resides in the background. However, the data is typically of low
quality and can never be better than a guess.

- **Stereotypic reasoning.** A stereotype is one the oldest and most common
elements in user modeling work. This approach is mostly used to quickly as-
ssess default values about a user, which inferential reasoning can be based on.
Disadvantages include that stereotypes by definition are nothing more than
rough guesses about individual characteristics, and that it requires a signifi-
cant amount of knowledge engineering to chart relevant stereotypes and related
implications for a domain.

- **Domain- or knowledge-based reasoning.** This approach is related to
stereotypic reasoning and relies on inferences drawn from some sort of domain
model or ontological relations. For example, a user indicating that she knows nothing about concept $C_2$, allows the system to infer that she is also ignorant of concept $C_1$, if it follows from the knowledge model of domain $D$ that $C_1$ is a prerequisite for $C_2$.

Obviously, taking all possible techniques for acquiring user preference data into account is a huge task, considering e.g. the range of available interaction modalities that can be viewed as orthogonal to the techniques listed above. For the purpose of this thesis, we focus on the approach of elicitation and domain- and knowledge-based reasoning.

There are several ways of encoding preference data. Scales (e.g. 1–5, or “Bad–Ok–Good”, etc.) are used in several commercial and research systems. In a natural language approach one runs into the problem of quantifying preferential statements and mapping them onto a chosen scale. This issue has been addressed by employing machine learning techniques (cf. [Pang et al., 2002]), and lies beyond the scope of this thesis. An alternative approach is to differentiate between positive and negative preferences, and focus on preference strength and reliability measures. This is the approach of Carberry et al. [1999].

Carberry et al. claim that since people often weigh their preferences when making a decision, some preferences may be more important than others. Thus, preference strength is an important aspect of preference modeling. The model presented by Carberry et al. dynamically recognizes user preferences in planning dialogues. A complete preference representation contains an attribute–value pair according to a domain description, a strength of the preference, and the system’s confidence in the preference (reliability).

Preference strength

Preference strength modeling depends on (a) semantics of the user’s utterance, and (b) the dialogue context in which preferences are given. The utterance types considered are:

1. **Direct.** Directly expressed preferences (such as “I like Language Technology”) represent the strongest type of preference.
2. **Indirect.** Some utterances contain implicit preferences. That is, they are not direct statements, but rather express a potential interest. An information query is an example of this. Indirect preferences have weaker strength than direct preferences.

3. **Hedging.** Uncertain preferences are conveyed by using “hedging” that introduces uncertainty about a preference (e.g. the utterance “I might like to take a Language Technology course”). Hedgings represent the weakest form of preference strength.

Carberry et al. propose to utilize dialogue context as a second influencer of preference strength. Four conversational circumstances are identified and ranked according to the difference in preference strength:

1. **Reject-Solution.** User gives preferences as a reason for rejecting a recommendation/solution.

2. **Volunteered-Background.** User includes preferences as part of a background problem description.

3. **Volunteered.** User volunteers preferences without prior prompting from the system.

4. **Question-and-Answer.** User provides preferences in response to a direct system query.

Preferences may also be deducted from a history of recommendations\(^6\) as well as stereotypes or generalization. Figure 2.2 shows the preference strength ranges for conversational circumstances.

Utterance types, dialogue context, and deductions are combined into a preference strength measure in the ordinal range $\text{weak-2, weak-1, mod-2, mod-1, str-2, str-1}$. This range can be translated to an integer preference strength interval $[1, 6]^7$.

---

\(^6\)Called a proposal history in the work by Carberry et al.

\(^7\)This is for positive preferences. For negative preferences the scale is inversed, and the strength interval thus ranges between $[-1, -6]$. 
Reliability

Reliability is modeled by the use of endorsements, which are viewed as explicit factors that affect the modeling agent’s certainty in a preference strength hypothesis. Carberry et al. utilize endorsements that reflect how a preference is detected and ranked on an ordinal scale as shown in Table 2.2. Endorsements that do not match conversational circumstances represent ways to detect implicit preferences. This is done by deducing facts from a structure that keeps track of system proposals (Proposal

Table 2.2: Reliability ratings of endorsements. From [Carberry et al., 1999]. PH = Proposal History.

<table>
<thead>
<tr>
<th>Value</th>
<th>Reliability</th>
<th>Endorsement</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Very-Strong</td>
<td>Reject-Solution, Volunteered-Background</td>
</tr>
<tr>
<td>4</td>
<td>Strong</td>
<td>Volunteered, Question-and-Answer</td>
</tr>
<tr>
<td>3</td>
<td>Moderate</td>
<td>PH-Deduction-Strong</td>
</tr>
<tr>
<td>2</td>
<td>Weak</td>
<td>PH-Deduction-Weak, Stereotypical, Indirect-Propagation</td>
</tr>
<tr>
<td>1</td>
<td>Very-Weak</td>
<td>PH-Deduction-Initial</td>
</tr>
</tbody>
</table>
History), or by using stereotypical reasoning (if applicable depending on domain). The main reason for using endorsements for reliability is to allow for accumulation and combination of several (weak) pieces of evidence for preferences. Second, a motivation generation component for recommendations can justify and better explain a recommendation by taking preference reliability into account. The intricate details of the use of endorsements and reliability measures are not necessary for the current overview, and we refer to the original source for more details. We will return to reliability and preference strengths in Chapter 5.

Attributes

Carberry et al.’s model focuses on attribute-value type preferences, and they identify three attribute types: disjoint, scalar, and complex. Disjoint attributes carry values for which preferences do not conflict, such as artist in the music domain. A user can like or dislike artists in any combination without conflict. Scalar attributes are viewed as having values on a scale, where different values would conflict with each other. As an example of this, consider difficulty level of university courses. A preference toward very easy courses is viewed as being in conflict toward a preference toward very difficult courses. Complex attributes also have values that are scalar, but where values may fall on different points on the scale without conflicting. In the music domain, a user might like both an artist’s albums released 1955–1960, as well as albums released 1968–1972 (but perhaps not the ones in between).

Carberry et al.’s work shows how dialogue interaction efficiently can work together to model variations in preference strength by utilizing the modality- and interaction technique-specific properties of natural language.

2.2.3 Recommendation Models and Algorithms

The purpose of recommender systems is to produce personalized recommendations of potentially useful items from a large space of possible options. To accomplish this, the system employs one or more recommendation algorithms (also known as prediction techniques), that operate on a model of user preferences. Recommender systems can be characterized in a number of ways. One taxonomy, suggested by Burke [2002], bases the categories on the used data sources and algorithms used. For a survey of
various recommender systems currently used on the Internet, see [Montaner et al., 2003]. The following categories are considered in Burke’s taxonomy:

- Collaborative filtering
- Content-based
- Demographic
- Utility-based
- Knowledge-based

These models have their own advantages and disadvantages, and each is described below.

**Collaborative filtering (CF) systems** are widely used and perhaps the most familiar recommendation technique. CF systems utilize the rating information of several users (hence the term “collaborative”) in order to predict item ratings for a specific user. A preference model typically consists of a vector of items rated by the user. This vector is sometimes called a “basket”\(^8\). The vector is compared to other users’ vectors with an appropriate similarity measure and a neighborhood of similar users is identified. Recommendations then basically consist of previously unseen/unrated items in the neighborhood for each user. The ratings in the vectors can either be binary (e.g. seen or not-seen; purchased or not-purchased etc.), or valued (e.g. rated on a scale from -1 to 1, or 1 to 5). The main advantages with the CF approach are that it:

- works well for domains where the items consist of aspects that are hard to model correctly, such as music, movie, and book taste.

- always is a “correct” and relevant model of end-users’ preferences, and where each user’s personal preference is catered for in the community. This assumes that users’ ratings do not change too often and that users keep rating items continuously.

\(^8\)As in “shopping basket”, due to the many commercial online shopping implementations that use CF.
• can cope with cross-genre recommendations; e.g. making confident predictions of comedy movies to a user U that never rated comedies before (as long as the neighborhood of U contains comedies).

• requires no domain knowledge.

• is adaptive, i.e. the model improves over time as more ratings are added to the preference model.

CF systems work best if the domain objects do not change too often, in which case other users’ ratings become less important. Furthermore, if ratings in general are sparse it becomes hard to identify a correct and relevant neighborhood. There is also a problem if a specific user’s basket is too small. This raises the question of how to “fill the basket” as quickly as possible. This issue is known as the new-user cold-start problem. A related issue is when a new object (such as a newly released movie) enters the domain, and thus contains very few (if any) ratings in the community. This issue is called the new-item cold-start problem.

Content-based (CB) systems utilize a user preference model based on the features of the objects rated by the user. Instead of deriving a user-to-item correlation and defining neighborhoods, item-to-item correlation is used. User preference models are—as in the case of CF models—long-term and improved as users rate more items in the domain. The advantages and disadvantages are basically the same as CF systems with two important exceptions. On the one hand, CB systems can not identify cross-genre items and thus tend to stick to the same type of recommendations, whereas CF systems can introduce new types (see above). On the other hand, the new-item cold-start problem is not apparent in CB systems, since all its features are known as soon as it is introduced and not dependent on user ratings. Another feature of CB systems is that items are limited to their initial description—or features—and this makes the technique dependent on the features that are explicitly given. CB systems naturally require a domain model; often in the form of attribute-value descriptions of the included items. Both CB and CF systems suffer from the new-user cold-start problem.
Demographic systems rely on explicit user attributes and base recommendations on the demographic cluster that a user belongs to. This kind of recommender is thus stereotypical, since they build on the assumption that all users belonging to a certain demographic group have similar taste or preference [Rich, 1989]. One of the first recommendation systems—GRUNDY—was a book recommendation system developed by Rich [1979]. The main disadvantage with demographic systems is the need to gather demographic information, with all the difficulties and privacy issues that comes with it. Both new-user and new-item cold-start problems exist in demographic systems [Burke, 2002].

Utility- and Knowledge-based systems are related to each other and for the purpose of this survey it is suitable to group them together. A utility-based system is typically short-term, and bases recommendations on utility values of each item in a domain for a specific user. Knowledge-based systems employ functional knowledge, i.e. explicit knowledge about how items in the domain meet user needs [Burke, 2002]. Knowledge-based systems do not require a utility function from the user. However, they require knowledge engineering, which is very expensive. Knowledge-based systems have the power to identify how features in an item explicitly address user preferences (or problems that the user wants to solve) and reason about how items meet needs. Knowledge engineering may take many forms, but according to Burke [2002, page 338] all knowledge systems require: (a) catalog knowledge about all objects (such as ontological relationships etc.) in the domain, (b) functional knowledge describing how user needs map to item features, and (c) knowledge about users. User knowledge can be of varying form depending on the application.

Both types share the advantage of not being prone to cold-starts. This is definitely a big advantage. However, together they share two (probably just as big) disadvantages: First, utility-based systems require the user to input the utility function which is to be satisfied. This function must cross all features of the objects. A benefit of this is on the one hand that a skilled user can express non-product specific attributes. On the other however, this demands that the user is a skilled professional who can design her utility functions efficiently, since they require the user to take all attributes of the domain into account. Second, these systems are static and cannot learn or improve their recommendations as e.g. CB and CF systems can. The inflexibility of the
utility-based approach does not fit casual browsing, since moving around in the item space is cumbersome due to the fact that a new utility function must be conveyed for each such move. Finally, knowledge-based systems require knowledge engineering.

### 2.2.4 Recommendation Performance Factors

It is hard to state if one of the above recommender system types generally are better than the others, since they all have trade-offs. Indeed, much attention is given to combine the above techniques into hybrid recommenders in order to utilize the best (and eliminate the worst) characteristics of the different techniques [Burke, 2002; Carenini et al., 2003]. Hybrid recommenders show promise to address the most crucial part for recommender system performance: the accuracy of item recommendations and predictions. However, the combination of algorithms is only one of the key factors to efficient and accurate recommender systems.

A second important factor is the content and density of the set of user ratings [Carenini et al., 2003], or the user preference model. While this problem exist for all recommender types (except utility-based systems), the problem has received most attention in CF systems. In CF systems, the preference model (“basket”) consists of ratings of items in the domain. The more ratings in the model, the better predictions (and thus recommendations) the CF algorithm can compute. Building user model content is highly related to the new-user cold-start problem.

For completeness, a third key factor can be added to algorithms and preference model density: The use of domain knowledge management and ontologies as proposed by Middleton et al. [2002]. They report on successful integration of the QUICKSTEP recommender system and an ontology. QUICKSTEP is a hybrid recommender system and bases its user interest profiles on an ontology of research paper topics. The construction of ontologies requires knowledge engineering and this approach thus suffers from the disadvantages from the knowledge- and utility-based system class.

Recommender system research should thus be focused on (a) developing recommendation techniques and algorithms (including combinations of existing techniques), and (b) interaction design for efficient preference data acquisition [Johansson, 2003b]. According to Carenini et al., the latter aspect has been neglected to a large extent [Carenini et al., 2003].
As hinted above, one problem prominent in all types of recommenders (except for the utility-based systems is the new-user cold-start (or “ramp-up” [Burke, 2002]) problem. In order to give personalized recommendations, systems have to know about the user’s preferences. The process of acquiring these preferences demands time and effort from a new user. This delayed benefit is in effect the new-user cold-start problem. Users want to be able to efficiently start using the system right away, and get relevant information the minute they start using it. The cold-start problem is a serious problem, since it has been shown that most users tend to resort to non-personalized information-browsing instead of investing the effort of conveying the preferences needed by the system. Indeed, asking for preferences in advance might even be impossible in some cases as discussed in Section 2.2.2; and Baudisch and Brueckner [2002] recommend that regular information-providing behavior thus should be a necessary functionality of recommender systems in order to ensure immediate benefit.

The process of getting to know a user’s preferences varies depending on the application, and the recommendation technique used. Most CF systems require the user to go through a process of explicitly rating a number of pre-defined items in the chosen domain as they are provided by the system. This is for example the approach taken in the MOVIELENS movie recommendation system [Rashid et al., 2002]. Recommendations in such systems start out being based on the “average” user preferences. As the user rates more and more items, the recommendations gradually improve.

Another approach is to let the user give explicit content-based preferences in some sort of sign-up process. This is currently a common practice in several commercial systems, such as Amazon\textsuperscript{9}.

With sparse data in the preference model, we will always face the cold-start problem—no matter how good prediction techniques and algorithms we develop. Hence, research toward devising suitable interaction techniques for preference eliciting is important. The next section surveys some contemporary attempts to address this issue.

\textsuperscript{9}http://www.amazon.com
2.3 Conversational Recommender Systems

A conversational recommender system utilizes natural language dialogue between the user and the system to initialize, continuously update, and put the user’s preferences to use in order to calculate and present personalized item recommendations.

One underlying motivation for exploring a human-like conversational approach to recommender system interaction is voiced by Aksoy et al. [2006, page 297]:

it helps consumers to use a recommendation agent that thinks like them, either in terms of attribute weights or decision strategies

This implies that preference attribute weights detected in the human-system dialogue should reflect how humans detect preferences, and that preferences and recommendations should be handled in a human-like fashion in the interaction.

A second motivation for the conversational approach is that it aims to exploit situations where the user has a high motivation to provide preference data. For this purpose Carenini et al. [2003] propose the Conversational and Collaborative Model (CC), in contrast to what they refer to as a Standard Interaction Model. The Standard Interaction Model preference acquisition occurs at registration time, after which user and system communicate in “an independent and asynchronous way” [Carenini et al., 2003, page 13], resulting in delayed benefit for the user. Carenini et al. identify four situations where users have a high motivation to provide preference data:

- The user asks for a rating for an item she is interested in, but the system signals that it does not have a sufficient preference model and asks the user for more ratings.

- The system predicts an average rating (i.e. recommendation is not good enough to decide whether or not the user should be interested). The user is willing to provide more ratings to get a better supported recommendation.

- The user is puzzled by a recommendation (e.g. the user believes a prediction for an item would be significantly different).

- If the user rates items, the accuracy of other users can be improved. In the future, they may reciprocate. (Certain systems also implement “rewards” in the user community for this type of behavior.)
Even though the CC model aims for conversational interaction, and indeed employs something like a dialogue flow, it lacks a natural language processing component.

The conversational approach is also exemplified by Burke et al. [1997], who present a range of recommender systems based on the FindMe Assisted Browsing framework (e.g. assisting users to browse through car, video, apartments, stereo equipment, and restaurant information). Burke et al.’s focus lies on structuring information retrieval based on users’ critique of previously retrieved items in the domain. The FindMe systems are knowledge-based and the framework can be applied to interaction situations where the user faces a large, fixed set of choices and where the domain is too complex for users to fully articulate a specific information query. However, when faced with a retrieved item, the domain is familiar enough for the user to articulate some critique of the solution. The crucial point here is that the critique can be different for different users; the critique signals what attributes are important for a specific user. This is called tweaking in the FindMe framework. Consider the following movie recommendation implementation tweaking: Let us say that a user U is recommended the violent science-fiction movie Terminator II starring Arnold Schwarzenegger. Theoretically, the user can criticize each single attribute of this movie in response to the recommendation. Responses such as (a) “it’s too violent”\(^{10}\), (b) “I don’t like science fiction”, or (c) “I don’t like Arnold Schwarzenegger” are all valid, and signal what attributes are important to user U. The next recommendation will be very different depending on which of the responses (a, b, or c) U chooses.

FindMe systems aim to reduce complexity, but maximize functionality. However, Burke et al. acknowledge that using only direct manipulation in a purely graphical user interface falls short compared to natural language when describing the movie recommendation systems Video Navigator and PickAFlick [1997, page 16]:

Interface constraints also entered in the decision not to employ tweaking in Video Navigator and PickAFlick. There are simply too many things that the user might dislike about a movie for us to present a comprehensive set of tweak buttons. ... natural language tweaking capacity ... is the most likely candidate for a tweaking mechanism in this domain.

\(^{10}\)Even the statement “it’s not violent enough” is a possible ground for rejecting the recommendation; emphasizing the importance of expressing preferences qualitatively.
Another approach based on users’ critique of system solutions is the Candidate-Critique Model (CCM) proposed by Linden et al. [1997]. The CCM is implemented in an automated travel assistant, and builds on the assumption that communication between the system and the user is in the form of system candidate solutions to a problem, and user critiques of those solutions. Although not implemented in the system, free-form natural language dialogue is the ultimate aim of the system, since that would [Linden et al., 1997, page 69]:

allow solution information to be communicated concisely from the system to the user and allow arbitrary information about the user’s preferences to be communicated from user to system

The CC, assisted browsing, and CCM approaches all use graphical user interfaces with direct manipulation and typing of search terms as means of interaction, even though they all acknowledge the possibility and potential benefit of using natural language interaction [Carenini et al., 2003; Burke et al., 1997; Linden et al., 1997].

As an example of an approach that utilizes spoken natural language interaction, consider the conversational recommender system Adaptive Place Advisor [Thompson et al., 2004]. It was first presented with a graphical user interface [Langley et al., 1999], and then with a natural language interface [Göker and Thompson, 2000; Thompson et al., 2004]. The latter implementation is one of the first spoken personalized conversational recommender systems. The approach contrasts against the ranked-list approach commonly used in other recommender systems. Instead, the goal of the Adaptive Place Advisor is to narrow down the alternatives by having the user remove instead of re-order items. As noted by Göker and Thompson [2000], deriving preferences from on-going interaction, and gradually narrowing down choices by allowing partial descriptions of items, is a suitable recommendation strategy for conversational systems. The benefits are that (a) the user is not overwhelmed by a myriad of items, and (b) the user is aided in her understanding of the domain and her preferences by thinking about questions in the dialogue. The Adaptive Place Advisor utilizes dialogue moves to modify both the current query and the user preference model. For example, if the result set size for a query is larger than four items, the user is asked to constrain the query with attributes or values of item properties. If the result set is empty, the system asks the user to relax
the current constraints. Sizes in between (i.e. 1–4) are manageable by the user and thus recommended.

Finally, the ADAPT system serves as an example of a multi-modal recommender system. ADAPT is a dialogue system that helps the user to find apartments by asking questions and providing guidance in a dialogue [Gustafson et al., 2000]. The system employs an animated talking head and presents information both graphically on maps, and auditory by the talking head. Furthermore, the system allows for both direct manipulation of the graphical user interface by means of mouse pointing, as well as speech recognition. According to Gustafson et al., the apartment domain is complex enough to warrant natural language interaction as one major interaction modality. Since the research focus of ADAPT is on multi-modal interaction—and not on recommendation techniques as such—issues related to recommendations in the dialogue are not thoroughly described. Indeed, it is questionable if ADAPT should be categorized as a proper personalized recommendation system, since there is no explicit, individualized user preference model built. ADAPT instead utilizes an implicit user model that presupposes cooperative dialogue behavior from the user. ADAPT follows the ADAPTIVE PLACE ADVISOR’s notion of eliminating items from ranked lists. (ADAPT tries to limit the matching number of hits to 7 or less, whereas ADAPTIVE PLACE ADVISOR tries to limit the list to 4 or less).

Since conversational recommender systems rely heavily on dialogue and incremental modification of queries and preference models, a system’s dialogue strategy to initialize, update, and utilize the preference model in the interaction is crucial for the system’s performance and usability.

2.4 Development of Conversational Recommender Systems

Dialogue system development is naturally viewed as a case of software development. As a subclass, sets of general methods and evaluation criteria have evolved and is slowly maturing. For instance, the DISC project aims at defining best practice methodology regarding specification, design, usability, and evaluation of (spoken) dialogue systems [Dybkjaer et al., 1997].
The topic of dialogue system development is vast, and this section can only deal with a small part of it. The interested reader is encouraged to consult works such as McTear’s [2002]. The rest of this section gives an overview of development methodologies (Section 2.4.1), interaction design and usability (Section 2.4.2), and evaluation (Section 2.4.3).

2.4.1 Design and Development Methodologies

As software systems tend to become more and more complex, and given the human limitations in keeping an overview of complex systems, products developed according to a methodology that requires up-front analysis, followed by design, and then implementation—such as the waterfall method as it is commonly applied—run the risk of ending up being filled with flaws [Martin, 1999]. Such heavy (or monumental) methodologies are contrasted to agile (or light-weight) methods [Fowler, 2000]. The cornerstones of agile methods are iterative and incremental software development. Iterative and incremental development [Larman and Basili, 2003], is viewed as consisting of iterative development cycles, where each iteration may consist of e.g. incremental additions of functionality or re-factoring of code. The term evolutionary development is used to describe an iterative and incremental methodology. Simplicity in both tools and design is crucial for agile evolutionary development in general [Beck, 2000, page 103], and in the case of dialogue systems in particular [Degerstedt and Jönsson, 2001; Johansson et al., 2002].

According to Bryson [2001], the chosen architecture greatly influences the design method. It is thus, given the arguments for evolutionary development above, important that the dialogue system architecture supports evolutionary development [Degerstedt and Johansson, 2003]. That is, functionality should be easy to add, remove, and modify as requirements might change during the life-cycle of the project. Refactoring in terms of separating dialogue management, preference models, and back-end resources, etc. should be encouraged and supported by the architecture. If the architecture supports the principle of making generics as generic as possible, and specifics as specific as possible, it helps making the engineering sound.
2.4.2 Interaction Design and Usability

For a conversational recommender system interaction design needs to be approached from two aspects: the natural language interaction aspect, and the recommender system aspect. A smooth integration of both aspects is necessary for achieving a usable system.

Natural Language Interaction Design

Natural language interaction differs from traditional graphical user interface interaction, and requires its own set of methods to ensure user acceptance and usability issues [Yankelovich, 1997]. If system design methodology for dialogue system construction is a young field, usability issues and interaction design for natural language interaction have only recently started to attract attention, since there hitherto has been a strong functional focus on the systems. Indeed, we have previously said that it might be a good idea to pursue the goal of human-like conversational recommender systems (see Section 2.3). However, it is important to note that solely aiming for unrestricted human-human dialogue is not a guarantee for ensuring usability. This builds on the assumption that an unrestricted dialogue system is more usable than one that is not. In theory this might be true, but the significant deficiencies in current natural language understanding technology and theory is a fact that voids this assumption [Pieraccini and Huerta, 2005]. While we take inspiration from human-human dialogue when designing a conversational system, we still need to define and address explicit usability aspects in order to achieve successful interaction.

Natural language interaction is typically based on human-human dialogue analysis; Wizard-of-Oz (woz) dialogues; dialogue theory and guidelines such as Gricean maxims [Grice, 1975], or the Dialogue Evaluation Tool [Dybkjær et al., 1998]; or a combination. In woz studies [Dahlbäck et al., 1998], the aim is to collect human-machine dialogue corpora, where the machine is emulated by a human “wizard”—whose existence is supposedly unknown to the user. One advantage is that it is economical, since there is no need to build a functional system beforehand. An interaction protocol of some sort which the wizard follows is “enough”. A second advantage is that it is practical, since the alternative (that of analyzing unrestricted human-human dialogue) may be too large of a step to restricted human-machine
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dialogue.

However, there is a viable alternative—or middle-way—to the two approaches: dialogue distilling, which is a corpus analysis method with a particular aim for dialogue system development [Jönsson and Dahlbäck, 2000; Larsson et al., 2000]. In the distillation process, human-human dialogues are re-written to resemble human-computer dialogue. This task is systematically carried out by applying guidelines. The resulting corpus can then be used as base for dialogue modeling. The motivation for choosing distillation of human-human dialogues in the beginning of a dialogue system development project is economical (the same argument as for WOZ studies), and design-theoretically sound, since free flowing dialogue between two humans may provide data that correspond better to the relevant tasks and behaviors in the domain—without the inbuilt assumptions inherent in the design of a WOZ environment [Jönsson and Dahlbäck, 2000]. Dialogue distilling is more thoroughly described in Chapter 3.

An important aspect of successful natural language interaction design is the prompt design and surface realization. By carefully formulating system prompts a smoother interaction can be achieved. This is emphasized in commercial applications and much effort is devoted to customizing prompts. Within the research community, this falls under the Natural Language Generation field [Jurafsky and Martin, 2000], and includes following Gricean maxims [Dale and Reiter, 1995], and generating human-like referring expressions, e.g. [Viethen and Dale, 2006], etc.

In their studies of natural language interaction in electronic TV program guides, Berglund and Johansson [2004] and Ibrahim and Johansson [2002a] present interaction design issues and guidelines for natural language dialogue-based information systems. In their study, users reported that they found natural language dialogue efficient and flexible since they could specify a lot of information in queries in certain situations, and rely on the mixed-initiative capability of the system to aid completion of partial user queries in others. Natural language generation of query results tailored for the user was appreciated by the participants of the study; indicating that careful attention should be paid to the design surface realization of system output.

Ibrahim and Johansson [2002b] propose a separation of the user, agent, and back-end resources in their three-entity interaction model. The separation is done on interaction modality, as well as concretely communicating it in the graphical presentation on-screen. Ibrahim and Johansson found that this separation communicates the di-
alogue capabilities of the system more efficiently, and encourages the users to take advantage of them.

**Recommender System Interaction Design**

We now turn to the other aspect of conversational recommender system interaction design: recommender system-specific interaction issues. Since recommender systems constitute a subclass of user-adaptive systems (i.e. systems that adapts its behavior at use-time, depending on detected characteristics of an individual user), we are presented with specific problems such as non-determinism and the difficulties of predicting system behavior at design-time (see Section 2.2.1). Furthermore, there are specifics concerning the delivery of recommended items that need to be considered. The research in this area is limited to date, and what exists is targeted toward traditional recommender systems with graphical user interfaces and direct manipulation interaction (e.g. [Swearingen and Sinha, 2002]). Therefore, some care has to be taken when applying the guidelines to conversational recommender systems.

In short, the following guidelines should be observed in recommender system interaction design:

- Users’ trust in the system increases if the system logic is transparent; if there is familiarity of both the recommended items and the process of receiving them; and if previously liked items is included in the recommendation delivery. Indeed, Buczak et al. [2002] found that users thought a recommender system was broken when it recommended TV shows unknown to the user, without an accompanying explanation relating to the users’ preferences.

- Users dislike bad recommendations more than they dislike providing a few additional ratings or preferences. This needs to be carefully approached however, due to the cold-start problem of delayed benefit (see Section 2.2.4).

- The process of eliciting preferences should be easy and engaging (e.g. a mix of different type of questions, and continuous feedback during the input phase).

- The system’s categorization of e.g. genres should map to users’ mental models. Filtering over genres should be easy and self-explanatory.
• Users should not perceive the recommendation set as a dead end, but rather as a dynamic set that changes due to additionally elicited preferences or item ratings.

• Additional subjective and objective item information should be easily available. Reviews and ratings by other users are important, as well as clear paths to detailed item information.

2.4.3 Evaluation

In the area of user-adaptive systems (such as personalized recommender systems), evaluation has gradually become more and more critical, due to their dynamic nature. Requiring evaluation and verification for scientific results is far from a new and bold statement, but according to a recent survey, empirical evaluations in user-adaptive systems research are still quite rare [Chin, 2001].

For researchers and developers working on adaptive conversational systems several evaluation frameworks are available depending on the focus. If the focus is on Language Technology research (i.e. focusing on dialogue more than adaptive functionality), one of the most well-known and widely accepted frameworks available for dialogue system evaluation is the PARADISE evaluation framework [Walker et al., 1998; Litman and Pan, 1999]. PARADISE provides elegant metrics for assessing dialogue strategy comparison, with a strong focus on task-oriented (spoken) dialogue systems. PARADISE is typically applied on fairly mature systems and relies on a definition of an ideal “key” to resolve specific tasks in the system’s domain.

If, on the other hand, the focus is on adaptive functionality a number of general evaluation frameworks are available. Examples include Gupta and Grover’s layered approach for adaptive hypermedia systems [2003], and Paramythis et al.’s modular approach [2001]. The modular and layered approaches to adaptive system development are in general sound, since they cater for the fact that comparing adaptive functionality with a non-adaptive version of the system can be an absurd approach, since the adaptive functionality often is an integral part of the system [Höök, 2000; Weibelzahl and Weber, 2002]. However, these evaluation methods are not optimal when considering systems that uses natural language and dialogue interaction, since they have been designed for traditional user interfaces such as web and desktop ap-
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Applications. The problem is the sometimes overlooked fact that there are no established standards for dialogue system interaction as in the case of visually oriented interaction, such as the dominating Window-Icon-Menu-Pointer (WIMP) interaction metaphor. Only in certain application types is there a gradually maturing standard and end-user deployment, such as information-providing services in the travel reservation domain. The lack of dialogue system interaction standards can be attributed to the incomplete operationalization of pragmatics and different dialogue genres. It is therefore important to adopt an exploratory approach in the evaluation and focus on issues not necessarily covered by the general methods in order to gradually reach sound dialogue system standards.

According to Hulstijn [1999], usability is one of the key quality factors for dialogue system performance, that concern both design and evaluation. Hulstijn considers the following properties for dialogue system evaluation:

- **Effectiveness.** The accuracy and completeness with which users achieve their task.

- **Efficiency.** The relative effectiveness of a system set in relation to the effort to achieve it.

- **Transparency.** A system is transparent if the user’s mental model of the system capabilities and behavior coincides with the design of the system.

- **Coherence.** The coherence of the system is to what degree the system’s utterances are combined into a well-formed dialogue.

- **Satisfaction.** Satisfaction is defined as they way users perceive the system and may be seen as a measure of usability.

Hulstijn [1999] notes that corpus-based methods tend to be conservative since a change in system functionality is likely to change users’ behavior. As this quickly may render the corpus inadequate we want to keep corpus dependency to a minimum. Therefore, collecting and analyzing corpora should be fast and cheap, and more importantly so in the beginning of exploring the system and domain requirements. According to this view, the evaluation step has a strong implication on the
initial design method, even though evaluation typically is employed at the final stages of system design.

One rapid evaluation paradigm is called the “overhearer” model [Whittaker and Walker, 2004]. The reason for using the overhearer model is to avoid natural language interpretation problems (e.g. for projects where the coverage of grammar and lexicon is not in focus). Furthermore, it allows for comparison of alternative dialogue strategies in the same dialogue context, and has been used to evaluate adaptive generation tasks for dialogue systems [Foster and White, 2005].

To gain feedback on system interaction and functionality, additional forms of user input is needed. There are several HCI methods available for this purpose, such as surveys and interviews (subjective in nature) that could be used as a complement to dialogue session logs and other more objective metrics.

2.5 Summary

Conversational recommender systems dwell in the intersection of dialogue system, user modeling, and recommender system research, tied together by general software development and evaluation methodology including empirical approaches and HCI. Setting this scene has been the topic of this background chapter. While these research efforts provide us with many pieces of the puzzle, the integration of them, as well as the quest for the missing ones, remains to be carried out.

Some dialogue genres, such as inquiry-oriented dialogue, are well-known phenomena. However, the particularities of recommendation dialogue deserves more attention, both in terms of an empirically based description of recommendation dialogue, as well as recommendation dialogue as it should be designed and developed in computational systems. One natural next step is thus to study human-human recommendation dialogue in detail, and then perform steps, with the existing pieces of previous research in mind, toward a computational model of human-computer recommendation dialogue.
This chapter describes Study I, which is a human-human dialogue corpus study in the domain of movie recommendations. The analysis of the study consists of a dialogue distillation, and results in a characterization of recommendation dialogue, and forms a base for a first prototype implementation of a dialogue control strategy for movie recommendations, which will be presented and evaluated in Chapter 4.

A first step toward understanding the dialogue genre of conversational recommendation is to study how humans carry out recommendations and gathers preferences that will influence recommendations in dialogue. It is a well-documented fact that human-human dialogues are not identical to human-computer dialogues [Jönsson and Dahlbäck, 1988; Reeves and Nass, 1996]. However, we ended the last chapter with noting the problem of the lack of dynamics when employing expensive corpus-
based methods in an exploratory, evolutionary dialogue system design process, since a change in system functionality is likely to change users’ behavior (rendering the original corpus inadequate). Therefore, collecting and analyzing corpora should be fast and cheap, and more importantly so in the beginning of exploring the system and domain requirements (see Section 3.2.3). Along these lines, our first data collection is a human-human dialogue corpus, intended to capture initial characteristics on recommendation dialogue.

In Section 3.1, the experimental design and procedure is described. As analysis method, the choice is (the economical) dialogue distilling method [Jönsson and Dahlbäck, 2000; Larsson et al., 2000], which is the topic of Section 3.2. Armed with the data of the analysis we characterize recommendation dialogue informally in Section 3.3, which will form the basis for our first stab at a recommendation dialogue strategy model in Chapter 4.

### 3.1 Experimental Design

The study was set up to record dialogues about movie preferences and recommendations. The dialogues were between one dialogue partner playing a movie recommender role, and one partner acting as a customer looking for movie recommendations.

#### 3.1.1 Participants

Forty-eight participants (24 female and 24 male students at Linköping University) were recruited. The participants did not know each other. More specifically and importantly, they did not know each other’s movie preferences. Each dialogue session required two participants, one acting in the role of a movie recommender, and the other in the role of a customer wanting movie recommendations. In order to avoid repetition of recommendation strategies in the dialogues, each session had a new recommender. The benefit of receiving varying dialogue strategies is judged to outweigh the benefit of having a more experienced recommender (i.e. that would have acquired more “recommendation skill” due to his/her acting in several sessions). An experienced recommender would obviously be an advantage, but at this stage we prioritize variation.
3.1. Experimental Design

All sessions were kept as varied as possible in terms of gender and roles, including male-female, male-male and female-female dialogues, as well as mixing the recommender and customer roles in order to ensure as much variation as possible in the dialogues. The participants were not paid.

3.1.2 Apparatus

The study was set in a home environment designed for usability studies. Apparatus for the study included:

- A laptop connected to an extensive movie information database\(^1\) for the recommender to use as information source. The database contains over 540,000 movie titles with information on actor, director, genre, plot, year, award, language, and several other attributes for each title.

- A movie recommendation protocol—also called the “to-see list”—where the recommender writes down movie recommendations for the customer.

- Scratch pads and pencils for both customer and recommender to use for note-taking.

A stereo microphone connected to a digital recorder was used to record each dialogue session.

3.1.3 Procedure

One of the dialogue partners in each session was assigned the role of a professional movie recommender, and got a 15-minute tutorial on how to use the movie information database. The second dialogue partner was assigned the role of a customer, and received no training.

One scenario was specifically designed for the customer, which included a short background story. This scenario, in combination with the home environment was aimed to put the customer in the right mood; and to provide motivation for conveying preferences and be cooperative in the dialogue with the recommender.

\(^1\)The Internet Movie Database (http://us.imbd.com).
The recommender also received a scenario prior to the tutorial, which provided her with the task of recommending in total ten movies. Five of these should have been seen by the customer and verified as “good” recommendations (in order to indicate that the recommender acquired and utilized the customer’s preferences), and five should be previously unseen. When the recommendation protocol (referred to as “the to-see list”) was completed, the session was terminated. Translated versions of the scenarios are available in Appendix B.

Both dialogue partners were allowed to use the scratch paper and pencils provided in order to keep notes throughout the session. Furthermore, even though the recommender used the online movie database, both participants were allowed to look at the information on the laptop screen.

3.1.4 Results

A total of 24 dialogues were recorded with two participants in each session, resulting in 7.5 hours of recorded material. In addition to recording, two observers were present (however residing in the background to avoid interference). The scratch pads were collected along with observation notes from the two observers. Transcription of the dialogues resulted in 2684 utterances with a mean of 112 utterances per dialogue. All dialogues are in Swedish, and excerpts below have been translated to English.

3.2 Analysis

The human-human dialogue corpus was systematically re-written to human-machine dialogues through the process of dialogue distilling. The method can be seen as a complement to woz studies (see Section 2.4.2).

This section gives a brief overview of the process of dialogue distilling, followed by an account of the guidelines used in the analysis phase of User Study I, and the results of the distillation.

3.2.1 The Dialogue Distilling Process

When distilling, we aim at re-writing an original human-human dialogue corpus into a plausible human-machine dialogue. In the movie recommendation corpus, we ap-
point the recommender participant to function as “the system”, and the customer as “the user”. In the following, this is how they are referred to. In general, dialogue distillation is a two-step process [Larsson et al., 2000] consisting of:

1. Guideline development

2. Guideline application

It is important to realize that even the most thoroughly developed guidelines cannot be fully objective and exact, and in the application of them, issues will most certainly arise where the distiller may have to go back and refine or re-define the guidelines [Larsson et al., 2000].

3.2.2 Guideline Development

Defining the guidelines is a complex task, because all communication characteristics and phenomena are less than perfectly understood—both concerning human-human as well as human-machine communication. In order to perform methodological changes to the corpus, Jönsson and Dahlbäck [2000] suggest two sets of guidelines, which are further developed by Larsson et al. [2000]. This boils down to four sets of guidelines: general guidelines, linguistic properties guidelines, functional properties guidelines, and ethical properties guidelines. Each set consists of a number of specific guidelines, as well as rules of thumbs for applying them. For the corpus collected in User Study I, several guidelines were developed based on these suggestions. They are summarized in Table 3.1.

3.2.3 Guideline Application

Several issues arises when trying to apply the guidelines. As noted by Larsson et al. [2000], the guideline application step boils down to “common sense”, and perhaps the most notable benefit of using the distillation method is that the distiller is forced to confront abstract principles with the concrete dialogue data, and thereby gains an understanding of the dialogue system that is to be built. As the collection of issues provided in this section shows, the distillation process provides us with a large number of observations that enhance understanding of the dialogue behavior of a conversational recommender system.
Table 3.1: Dialogue distilling guidelines used in the movie recommendation dialogue corpus analysis. (S = system, U = user). Adapted from Larsson et al. [2000].

<table>
<thead>
<tr>
<th>Guideline</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linguistic properties</strong></td>
<td></td>
</tr>
<tr>
<td>Syntax</td>
<td>S speaks syntactically correct in full sentences, and does not mumble or hesitate.</td>
</tr>
<tr>
<td>Turn-taking</td>
<td>S does not interrupt U, and always allows U to take initiative.</td>
</tr>
<tr>
<td>Focus</td>
<td>S presents the information in such a way that coherence with the focus of the user’s utterance is maintained.</td>
</tr>
<tr>
<td><strong>Functional properties</strong></td>
<td></td>
</tr>
<tr>
<td>Relevance/Quantity</td>
<td>S only presents relevant information.</td>
</tr>
<tr>
<td>Quantity</td>
<td>S asks only for the information it needs to complete its task; no more and no less.</td>
</tr>
<tr>
<td>Immediacy</td>
<td>S gives all relevant information at once.</td>
</tr>
<tr>
<td>Memory</td>
<td>S does not forget information and does not ask user twice about the same piece of information.</td>
</tr>
<tr>
<td>Orderliness</td>
<td>S follows a certain order when asking questions; S does not skip between questions.</td>
</tr>
<tr>
<td>Repetition</td>
<td>S does not repeat itself unless asked to.</td>
</tr>
<tr>
<td>Mapping</td>
<td>S is responsible for mapping the NL representation of a database request to a suitable one.</td>
</tr>
<tr>
<td><strong>Ethical properties</strong></td>
<td></td>
</tr>
<tr>
<td>Honesty</td>
<td>S does not lie and does not try to cheat the user.</td>
</tr>
<tr>
<td>Politeness</td>
<td>S is polite.</td>
</tr>
<tr>
<td>Seriousness</td>
<td>S is not ironic, does not flirt, etc.</td>
</tr>
<tr>
<td>Voluntariness</td>
<td>S does not try to persuade the user.</td>
</tr>
<tr>
<td>User Initiative</td>
<td>S does not take the initiative (including the turn) from the user.</td>
</tr>
<tr>
<td>Neutrality</td>
<td>S does not express its own opinions.</td>
</tr>
</tbody>
</table>
have you seen *Star Wars*?

C1 Yeah the new *Star Wars* movies are quite lousy / the first / uhmm / episode one / was really bad because of that computer animated clown that jumped around and squealed / of course they removed him in the second movie / which was good / but that movie didn’t have any plot at all

R2 Okay

C2 But then again they’re good to watch / you know lots of special effects and great sound / so I’d watch them anyways

R3 Right / I see / have you seen *The Matrix*?

Figure 3.1: Excessive customer input from the human-human dialogue that will be modified in the distilled version. Movie titles are in *italics*. R = Recommender, C = Customer.

**Modification of Excessive User Utterances**

The biggest challenge is to apply distillation guidelines on user input. On the one hand, we want to stay as true as possible to the human way of expressing herself—as in the human-human corpus—since we do not want to build a dialogue system that restricts the user. On the other, several difficulties arise as many utterances are very complex and ambiguous and thus hard to implement in a dialogue system. Furthermore, capturing the multi-faceted user preferences in a human-human dialogue with existing recommender engine technology in mind is next to impossible. The general rule is to modify user utterances as little as possible. However, the closer we get to implementing a speech-based dialogue system, the more restrictive we need to be with what sort of input we will accommodate. This is because, the longer the utterances, the harder it is to recognize and interpret them with contemporary speech recognizers.

Another issue related to both utterance length and content is when customers are very talkative and provide information that even a very advanced recommender engine will not be able to make use of. An example of this sort of user input as a response to a movie recommendation is shown in Figure 3.1. Recognizing and interpreting utterances C1 and C2 in Figure 3.1 is beyond the capabilities of the
Figure 3.2: Distilled version of the dialogue excerpt of Figure 3.1. Movie titles are in *italics*. S = System, U = User.

dialogue systems reported on in this thesis. Given that a speech recognizer succeeds in correctly recognizing and interpreting C1 and C2, the only really usable fact for future recommendations is that the user ratings for the episode I and II in the *Star Wars* series are less than average. Even if the recommender engine could utilize and model preferences concerning e.g. computer animation and special effects in movies, we would not be able to draw any conclusions about this from C1 and C2, since the user first states that the movie is lousy because of the “computer animated clown”, but then says that the movies are good because of the “special effects”. Thus, the distilled version of the dialogue in Figure 3.1 becomes quite severely changed (see Figure 3.2). This particular dialogue is even harder to accommodate correctly, since *Star Wars* is both one of currently six episodes in a series, as well as one unique movie in that series. It is not clear whether the recommender in R1 was originally referring to the movie or the series. We can view the excerpt in Figures 3.1 and 3.2 as an application of the *Mapping* guideline (see Table 3.1) since neither the information nor the recommender engine of the system can handle the content of the original dialogue in Figure 3.1.

**System Utterance Syntax**

As the guidelines dictate, the system should not make use of ambiguous ellipses, since this may confuse the user. Repairing such misunderstandings requires complex dialogue tracking and makes the dialogue less efficient. Figure 3.3 shows an example of this from the dialogue corpus. The confusion in the dialogue in R7-C8 is avoided if we make sure that the system never uses ambiguous expressions such as R7.
3.2. Analysis

User Initiative

Even though the recommender in the human-human dialogue generally tries to accommodate customer requests, she sometimes ignores customer requests and maintains initiative according to her plan. Since the recommender has a legitimate “expert” role, this behavior is accepted by both parts in the dialogue. However, in a human-machine dialogue this sort of behavior will probably be less easy to accept for the user. When distilling, we need to accommodate this and abide to the User Initiative guideline. That is, when the user takes initiative, the system should let her do that without question.

The typical example of this is when the user initiates an information request before responding to a pending system-initiated preference request.
R1 it seems that you like movies where the story is not chronological?
C1 yeah / like the story jumps back and forth with cool cuts
R2 right / then I think you’d like *Memento*

Figure 3.4: Dialogue excerpt with a complex preference attribute. Movie titles are in *italics*. R = Recommender, C = Customer.

“Do Not Diagnose What You Cannot Treat”

As pointed out by Höök [2000], user modeling applications should not include data that are of no relevance for the task being performed. That is, the system should not request user model properties that have no relevance for the recommendation task. This seems intuitive and clear, but when applying this guideline to the corpus we are required to know the workings of the recommender engine that we will put to use in the final conversational recommender system. Otherwise, we might remove too much from from the corpus, as well as remove too little. For example, one human recommender in the study asked for a customer’s age. Demographic recommender systems (see Section 2.2.3) utilize age information in their user model, whereas e.g. CF systems do not. When distilling, we thus complement the guidelines with the relevance recommendation of Höök, as well as taking the chosen recommender engine into account.

Another example of preference conveying covering attributes that are hard to model is found in the excerpt of Figure 3.4. The preference in C1 in Figure 3.4 would require a knowledge-based recommender system with explicitly encoded information for “non-chronological storyline” and “cool cuts”. Allowing for such—and other equally complex—attributes is perhaps possible, but it obviously requires a massive knowledge engineering effort.

**Wasting Turns: Immediacy and Forgetfulness**

Human recommenders tend to “waste turns” by not giving all relevant information at once, as the guidelines suggest. This is partly due to that it takes time for a human recommender to browse and overview the information in the movie database.
3.2. Analysis

C1 do you have any Spanish movies
R1 Spanish? / uhm how do I find that //
C2 I think I’ve heard about a Spanish move called *Amores*
something
R2 uhmm / maybe
C2 supposed to be a gang movie
R3 sorry / what was the title?
C3 like *Amores Peros* I think

Figure 3.5: Dialogue excerpt showing how the dialogue can be affected by database browsing difficulties and human memory limitations. Movie titles are in *italics*. R = Recommender, C = Customer.

Figure 3.5 shows how this affects the dialogue (R1, R2). Another turn-waster is due to human memory limitations. Several dialogues contain utterances where the recommender asks the customer to remind her of a title or an actor name, as in Figure 3.5 (R3). While this dialogue behavior is natural between humans, it is not suitable in a human-machine dialogue according to the FORGETFULNESS guideline.

Orderliness: Is it there or not?

The ORDERLINESS guideline has been applied with care, since it is hard to characterize the original corpus as having a quality of order. Human recommenders differ greatly in their strategy, and sudden “interruptions” from the users in form of preference volunteering and information requests cause the dialogue to take unpredicted ways. This mutual breaking of order from both recommender and customer seems to work out fine in the human-human context. The dialogue discussed here may require seemingly unordered skipping between issues in order to arrive to qualified movie suggestions. Thus, the recommended ORDERLINESS guideline has been treated with moderation.

The Unbiased Recommender

In the excerpt in Figure 3.6 the recommender poses a leading question (R2), that makes it hard for the customer to disagree without “losing face”. In R2 in Figure 3.6 the recommender indicates that the customer is “a bit childish” if she admits to
R1 have you seen *Harry Potter*?
C1 yeah /
R2 it was a bit childish right?
C2 uhm / yeah / I guess

Figure 3.6: Example of a leading recommender question unsuitable for an unbiased dialogue system. Movie titles are in *italics*. R = Recommender, C = Customer.

liking the movie *Harry Potter*. The response in C2 is very hesitant, indicating that the customer only agrees with the recommender in order not to seem childish. In effect, the inferred low “rating” of the movie in question thus might be incorrect and in turn affect future recommendations. In order to avoid such negative effects, leading questions are re-written as unbiased questions (e.g. “What did you think about it?” instead of R2).

A related issue on bias that is commonplace is when the recommender motivates her recommendations by claiming personal experience of the movie in question. This is fine in a human-human situation where the more knowledgeable recommender is the expert. Indeed, subjective explanations of this sort occur in the original corpus. However, in a human-computer situation users are probably less likely to accept a system that states “I have seen this movie myself, and I enjoyed it very much”. Thus, all recommendation explanations and motivations in the distilled corpus are based on objective attributes of the movie (such as genre and cast), as the Neutrality guideline prescribes. This is in line with the Relevance guideline, that suggests that the system should only present relevant information. In this case, this is done by using matching attributes in the current recommendation base in the explanation.

3.3 Characterization of Recommendation Dialogue

As a second step in the analysis, a number of characteristics are identified in the corpus. The characterization consists of: (a) the roles and attached initiatives, which have an impact on how the dialogue progresses (Section 3.3.1); (b) the relations between information requests and preferential statements (Section 3.3.2); (c) a list of re-occurring dialogue act types in the corpus (Section 3.3.3); and (d) a classification of two principal dialogue behaviors (Section 3.3.4).
3.3.1 Roles and Dialogue Flow

We start by defining a *recommendation dialogue* as an exchange of dialogue acts between two participants; one acting in a *recommender* role, and the other in a *customer* role (i.e. receiver of recommendations). The recommender is assumed to have extensive domain knowledge (such as access to a database of domain items), as well as a strategy for getting to know the customer’s preferences, and a way of using this information in order to recommend relevant items. In a human-machine situation this translates naturally to the *system* having the recommender role, and the *user* having the customer role. Note the deliberate deviation from the roles in inquiry-oriented dialogue [Hulstijn, 2000]. Roles are slightly different since the distance between task and dialogue is closer than in traditional information retrieval dialogue [Dahlbäck, 1997]. Furthermore, *inquiry* is viewed as a part of recommendation dialogue, and *negotiation* plays a large role in recommendation dialogue. (See Section 2.1.5.)

Looking at the overall dialogue flow in a typical recommendation dialogue, we can distinguish three phases:

1. Establishing initial descriptive preferences.
2. Free exploration by query, and additional preference acquisition.
3. Refinement of preferences using comparatives and superlatives.

In phase 1, the recommender (i.e. a recommender system implementation) aims at establishing some basic preferences, preferably distributed over the majority of the domain’s entity types (e.g. some preferred artists, some genres, and some album preferences in the music domain). Here, the initiative is mostly the recommender’s who is guiding the customer (i.e. the user) to efficiently acquire preferences through direct questions.

The customer (or user) may then, in phase 2, take initiative and explore the domain by posing factual questions about the domain. In the dialogue corpus it is common that preference statements occur as a result of being exposed to query results. This is consistent with the observations of e.g. [Carberry *et al.*, 1999, page 187] who claim:
S1a These movies belong to the genre Thriller: [list]
S1b Any of these you like in particular?
U1 I like The Usual Suspects better than The Silence of the Lambs
S2a Ok.
S2b Are there any other genres, actors or directors you prefer?

Figure 3.7: Sample distilled dialogue excerpt from the dialogue corpus with factual statements and queries; and descriptive, comparative and superlative preferences. S = system, U = user.

users are often unaware of their preferences at the outset of planning and only bring these preferences into play as they must evaluate alternative actions and choose among them.

When an initial set of preferences have been accumulated, preferences may be refined by introducing comparative statements in phase 3 (e.g. utterance U1 as response to S1a/S1b in Figure 3.7). It is noteworthy that preference statements in the early phases (1–2) typically deals with classes (entity types and values that describe attributes of domain items), whereas phase 3 typically deals with instances (individual domain items that are being recommended). Recommendations may occur in all three phases, but typically the recommender can only provide high-quality recommendations in phases 2 and 3 when enough preferences have been collected from the customer. Initiative in the third phase is not as clear-cut as in the previous two. The corpus indicates that about half of the recommenders re-gained more control over initiatives in phase 3 and asked customers’ comparative questions. The other half simply acknowledged comparative preferences as they were stated by customers. For dialogue system strategy design, this behavior is thus an open choice using the human-human dialogue corpus as guideline.

The phases are not one-directional since they may overlap each other to a certain extent in the dialogue. Each phase may also occur several times in a longer dialogue. Furthermore, all phases are not mandatory in all preference dialogues (e.g. there may be dialogues without much exploration by query). The three phases serve as useful guidelines when designing a dialogue strategy that describe human-like preference
Table 3.2: Utterance content taxonomy. Percentage of utterances in the corpus.

<table>
<thead>
<tr>
<th>Category</th>
<th>%</th>
<th>Sub-category</th>
<th>%</th>
<th>Sub-category</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>79.3</td>
<td>Factual</td>
<td>28.6</td>
<td>Class</td>
<td>8.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Preferential</td>
<td>50.7</td>
<td>Instance</td>
<td>19.7</td>
</tr>
<tr>
<td>Communication management</td>
<td>14.5</td>
<td></td>
<td></td>
<td>Class</td>
<td>18.3</td>
</tr>
<tr>
<td>Irrelevant</td>
<td>6.2</td>
<td></td>
<td></td>
<td>Instance</td>
<td>32.4</td>
</tr>
</tbody>
</table>

dialogue behavior.

One observation on preference dialogues is that humans prefer to start out simple and then gradually refine factual queries/statements and preference statements in the on-going dialogue as opposed to construct complex utterances in one go. This should thus be supported in the dialogue strategy design.

With this bird’s eye perspective of the general flow of a recommendation dialogue, we move on to utterance level to characterize requests and statements of dialogue participants.

3.3.2 Factual and Preference Requests and Statements

When examining the dialogue corpus at utterance level, it was found that 50.7% of the customer utterances in the dialogues were descriptive (32.7%), comparative (9.0%) or superlative (9.0%) preferential utterances. A smaller part, 28.6%, of the utterances were factual utterances about the domain and its entities. Preferential and factual utterances are considered to be the principal task-related utterances in preference dialogues. The remaining part consisted of communication management such as repeats, etc. (14.5%), and irrelevant utterances such as questions concerning the experiment situation, etc. (6.2%) [Johansson, 2003a]. Table 3.2 shows the distribution of utterances. As noted in Section 3.3.1, preference statements occur for both classes (e.g. actor or genre in the movie domain), and instances (e.g. movie titles).

It is interesting to note that information requests occur as part of the recommendation dialogue, often as a sub-dialogue to a preference interview. Indeed, it often drives the dialogue forward. This interleaving of factual requests and preference statements
R1  Rene Russo acts in these movies / any you like there?
(R displays a list of movies on the screen)
C1  yeah / that one is great (C points at one of the titles on the list)
R2  I see / please name another good movie
C2  uhm / who’s starring in Ransom
R3  here are all the actors in Ransom: (R shows list)
C3  so what other movies has Mel Gibson done?
R4  all of these (R points at Gibson’s filmography list)
C4  right / oh yeah / Braveheart is one of my absolute favorites
R5  Oh then I think you’d like Gladiator

Figure 3.8: Dialogue excerpt showing how user-initiated information requests move the more general preference dialogue forward. The overall goal for the recommender is to retrieve movie preferences (R1, R2), based on movie titles from the filmography list of the actress Rene Russo. Subsequently, the customer initiates information requests (C2, C3), thereby retrieving another filmography list. Actions are denoted within parenthesis. Movie titles and actor names are in italics. R = Recommender, C = Customer (the excerpt is not distilled).

is exemplified in Figure 3.8.

### 3.3.3 Dialogue Acts

Task-related utterances in recommendation dialogues can be viewed in terms of traditional dialogue acts such as statements and information requests [Bunt, 1994]. Even though general and domain-independent dialogue act taxonomies have been suggested, they often seem too general for specific applications, especially as user model acquisition heuristics [Pohl et al., 1995]. As hinted above, the division between factual and preferential acts is important and serves as a useful tool to categorize acts specific for the recommendation dialogue. In order to arrive at a design of a formalism specifically targeted for recommendation dialogue we identify the following acts:\footnote{Note that the focus is not on general domain-independent act types, but rather on the studied class of recommender systems. Conventional acts, such as ACKNOWLEDGE, OPENING, and CLOSING, etc. naturally occur in recommendation dialogues.}
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3.3. Characterization of Recommendation Dialogue

**Factual-Request**  Requests take two distinct shapes. In the first sense, it is a question of factual nature (typically from the customer’s part) about the domain. This is the information request in the traditional information retrieval dialogue system sense, where the system’s task is to deliver a database result (as a FACTUAL-STATEMENT). This is a typical act found in inquiry-oriented dialogue.

**Preference-Request**  In the second sense, the request is a preferential question from the recommender to the customer, where the goal is to acquire preferences as an answer from the customer. These PREFERENCE-REQUESTS are mostly descriptive, but occur as comparatives or superlatives in some dialogues. PREFERENCE-REQUESTS typically take three forms, ranging from specific to generic. The most specific form requests explicit entity type values (such as “What do you think about thrillers?”). In the second form, preferred entity types are requested in a more open-ended fashion where the user is free to give the preferred value, given an entity type (such as “Please state a genre that you like”). Third, open PREFERENCE-REQUESTS encourage the user to elicit both entity type as well as value. The open PREFERENCE-REQUEST may contain valid entity type suggestions (e.g. “What other genre, actor, or director preferences do you have?”), or be completely open (e.g. “What else do you like?”).

**Answer**  As in the case of requests there are both factual and preferential ANSWERS. These are responses from the customer to PREFERENCE-REQUESTS from the recommender. Answering is an abstract act that can take several shapes: FACTUAL-STATEMENT, PREFERENCE-STATEMENT, and the simple YES/NO answer. FACTUAL-STATEMENTS as answer is most common for the recommender and PREFERENCE-STATEMENT is mostly a customer act. YES/NO answers exist for both roles.

**Factual-Statement**  The FACTUAL-STATEMENT is a fundamental characteristic of information retrieval dialogue and is the standard response to a FACTUAL-REQUEST, typically carried out by the recommender. In an implementation, providing an answer from a database or other domain description is naturally the task of the system.

**Preference-Statement**  Comparative PREFERENCE-STATEMENTS naturally refer to two entity types or entity values (arity 2), whereas descriptive and superlative state-
ments refer to one entity type or value (arity 1). Naturally, this act is reserved for
the customer in the studied recommendation situations. However, it does occur that
human recommenders provide their own preferences as statements, e.g. before pro-
viding a recommendation. This is unsuitable for human-computer dialogues and has
been removed in the distillation process. The reason PREFERENCE-STATEMENT is
separate from the ANSWER category is that PREFERENCE-STATEMENTS also occur as
volunteerings, i.e. without a preceding PREFERENCE-REQUEST. This is an important
feature of preference detection in Carberry et al.’s theory [1999].

Agreement The abstract agreement act can be of two types: (ACCEPT or REJECT).
These two are common in this domain as ANSWERS to RECOMMENDATIONS, and take
the form of two acts in sequence\(^3\). The REJECT act is viewed as a NO combined
with a PREFERENCE-STATEMENT (e.g. “No. I don’t like thrillers”). The ACCEPT act
is a YES (or ACKNOWLEDGMENT in some schemes), combined with a PREFERENCE-
STATEMENT.

Recommendation The recommendation act is central to preference dialogues in
recommendation situations, and is the goal of a recommender system. A RECOM-
MENDATION is invoked when the recommender has gathered “enough” preferences
from the customer in order to present an entity that she believes the customer will
like. However, RECOMMENDATION is an abstract act, since it can be realized as a
QUESTION (“Have you seen film x?”), as a STATEMENT (“You will probably like film
x”), or even as a sequence of the two (“Have you seen film x? I think you will like
it”).

Motivation A recommendation is often accompanied with an explanation of why
the recommendation was made. Motivations can help build trust between partici-
pants, since it helps the customer understand what preferences the recommender has
picked up on. It also naturally relates to transparency in terms of human-computer
interaction (see Section 2.2.1). This act is called MOTIVATION, and typically relates
previously collected preferences to the recommended item. Table 3.3 exemplifies a

\(^3\)They may also be viewed as a compound act, depending on how the encoding formalism of the
act is designed.
Table 3.3: Dialogue excerpt with a RECOMMENDATION and a MOTIVATION dialogue act. The actor and genre preferences used in the MOTIVATION were previously detected in the dialogue. Movie titles and actor names are in *italics*. U = User, S = System.

<table>
<thead>
<tr>
<th>Utterance</th>
<th>Dialogue Act</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1 Have you seen <em>Entrapment</em> (1999)?</td>
<td>RECOMMENDATION</td>
</tr>
<tr>
<td>U1 No</td>
<td>ANSWER(YN)</td>
</tr>
<tr>
<td>S2 I think you will like it since it is a thriller starring Sean Connery.</td>
<td>MOTIVATION</td>
</tr>
</tbody>
</table>

RECOMMENDATION and a MOTIVATION expressed with regard to this particular user’s previously detected preferences.

**Compound Acts** Certain utterances can best be described as being compounds of the dialogue acts listed above. The two AGREEMENT acts (ACCEPT and REJECT), can be viewed as either a compound, or a sequence of two acts. Another common compound is a merge of a preferential and a factual statement, as in “I like comedies when I want to relax”. The preferential part concerns the genre comedy, and the factual part concerns the situation relax.

As described in Chapter 2, the model presented by Carberry et al. [1999] describes three utterance types in which preferences are conveyed: direct (e.g. “I like Bruce Willis”), indirect (e.g. as part of queries; “What thrillers are there?”), and hedging, which signals an uncertain preference (e.g. “I might like Pulp Fiction”). Direct statements and hedgings falls into the descriptive PREFERENCE-STATEMENT category, whereas indirect statements belongs to the FACTUAL-QUESTION category. Carberry et al. focus on descriptive preferences and do not mention comparatives and superlatives in their model. However, we feel they should naturally be included in the direct PREFERENCE-STATEMENT category.

Connecting the findings in the corpus analysis with the theory of Carberry et al., we provide an extension to the conversational circumstances category (see Section 2.2.2):
**Accept-Solution:** The user gives a preference as part of accepting a recommendation. Figure 3.9 shows an example. The preference strength is comparable to that of Volunteered-Background, and the Accept-Solution circumstance is affected by the utterance type in the same fashion, ranging from mod-2 (3) to str-2 (5)\(^4\). As endorsement, it has a reliability rating of Very-Strong (5)\(^5\).

### 3.3.4 Delivery and Interview Dialogue Behaviors

With the completion of the characterization of recommendation dialogues, we have an empirical ground to start developing a computational model for recommendations in natural language dialogue. The first step is to define recommendation dialogue strategies. This is done by clustering the distilled corpus into re-occurring patterns. Two principal dialogue patterns were identified: delivery, and interview [Wärnestål et al., 2007b]. The hypothesis is that a recommendation dialogue strategy model suitable for implementing conversational recommender systems can be seen as a combination of interview and delivery strategy instances of varying complexity.

**The Delivery**

The goal of a delivery is to present information. We identify two kinds of delivery: (a) direct delivery, and (b) indirect delivery. In the former case, a delivery simply consists of presenting a solution as a response to an explicit request (such as a traditional information retrieval dialogue system). In the latter, the delivery is due to an implicit request, or a long-term goal, influenced by preferences detected in the on-going dialogue. For instance, a recommender system user has the long-term goal of getting recommendations. However, it is in collaboration with the recommender

---

\(^4\)See Figure 2.2.

\(^5\)See Table 2.2.
agent that this is achieved, and the agent cannot be certain that the next recommendation is previously unknown to the user. This requires caution in terms of the delivery. Furthermore, the agent could motivate its choice of recommendation with a motivation, as well as follow-up questions regarding the quality of the given recommendation. Such motivations are central for building trust [Swearingen and Sinha, 2002] and help explaining the inner workings of the recommendation algorithm [Höök, 2000]. They are frequently used in recommendation situations and therefore desirable in conversational recommender system interaction. Asking the user for feedback on the delivered item is also considered part of the indirect delivery strategy.

At certain points, a delivery request may result in exceptional results. Exceptional results arise when the user has provided too little, ambiguous, or erroneous information; and needs guidance in order to achieve her goal. The amount and quality of such information depends on what background resources the deliverer has at her disposal. A dialogue system that employs a complete ontological model of the domain can, for instance, “know” that certain concepts are not covered by an underlying database (out-of-domain concepts). Other examples of exceptional results are empty result sets, or under-specified queries.

In our view of recommendation and inquiry-oriented dialogue, exceptional results is what drives the interview strategy. There is a symmetry between under-specified queries and resulting clarification dialogues, and preference acquisition for indirect delivery (such as recommendations). This similar structure makes it possible to use the interview strategy for both user preference interviews, as well as for sub-dialogue clarification for poorly understood requests. The generality of the interview and delivery strategies makes them suitable to use for both phenomena, as exemplified in Chapter 6.

It is important to note that the occurrences of exceptional results increases in human-computer dialogue compared to human-human ditto. A typical example is information about out-of-domain concepts which is a direct consequence of the limited domain descriptions in information systems to date.
S1  Is there a particular genre you like?
U1  I like thrillers
S2a  These are the actors and directors that belong to the genre *Thriller*: [list]
S2b  Any of these you like in particular?
U2  I like the actor *Kevin Spacey*
S3a  These movies star the actor *Kevin Spacey*: [list]
S3b  Any of these you like in particular?
U4  The first one is good
S4a  Ok. Do you have any other preferences?
U4  What *drama* movies are there?
S4a  These movies belong to the genre *Drama*: [list]
S4b  Any of these you like in particular?

Figure 3.10: Preference constraint selection strategy in an interview. Example from the music domain. Entity values are in *italics*. S = system, U = user.

**The Interview**

The purpose of the *interview* is to collect information about opinions on domain entity types (e.g. genres, directors or actors in the movie domain) and specific items (i.e. specific movies). We refer to this information as *preferences*, which form the base for deliveries (e.g. product recommendations, or database search results). The user (interviewee) is assumed to respond cooperatively, but may also volunteer preferences not explicitly asked for. The question-selection strategy (i.e. the order in which entity type and value preferences are requested by the system) follows a certain default order, often ranked by a pre-defined importance in the domain and usually ends in “open” preference requests (e.g. utterance S4b in Figure 3.10). Our corpus analysis suggests a question-selection strategy that moves from generics to specifics (i.e. asking about genre preferences before asking about actor preferences). Note however, that the default order can be revised since interviewees may volunteer preferences in a different order and inform the interviewer of specific importance of certain attributes. Recommender systems that implement this kind of interview strategy is said to have a *dynamic* question-selection strategy (cf. [Bridge, 2002]), since the questions are chosen at run-time depending on what preferences have been given by the user. As the dialogue progresses it may become impossible to provide more deliveries based
3.3. Characterization of Recommendation Dialogue

S1a There are no more movies matching the current criteria.
S1b Would you like to ignore any director preferences?
U2 Yes, skip all directors
S2a Ok, I have a recommendation ready for you.
S2b I think you will like the movie *The Usual Suspects*.

Figure 3.11: Relaxing a specific constraint in a preference interview (S1b), which is followed by a delivery (S2b). Example from the movie domain. S = system, U = user.

on the current preference model. The system then takes on the interview strategy, but tries to relax the constraints. When asking for relaxations, the system uses the inverse order in which attributes were requested in the constrain strategy. Figure 3.11 shows a sample relaxation interview from the movie domain. When the preference requests on the interviewer’s agenda has been fulfilled and the resource responsible for reaching a solution, a delivery can be made. This depends on the task and the nature of the resource. In some cases the interviewer has a fixed agenda stating which attributes that need values supplied by the interviewee. The dialogue then progresses with repeated constrain requests in a slot-filling fashion. When all slots have been filled a delivery (typically in the form of a database result set) can be made. This strategy is standard for information retrieval dialogue systems.

In other cases the requests for constraints are more dynamic. For instance, in recommender systems the number and nature of the “slots” that need to be filled depends on the interviewee’s preferences. Consider a conversational movie recommender system. For one interviewee (the user) it might be enough for the interviewer (the system) to ask for a handful constraints\(^6\) if her preferences are narrow enough to quickly reach high-quality movie predictions. For another interviewee (e.g. one with “too normal” preferences that does not make her easy to place in a collaborative filtering neighborhood) the interviewer might have to keep constraining for several turns until the recommendation engine is ready to provide a movie prediction.

---

\(^6\)This depends on the nature of the recommender engine. It might mean a dozen or more movie titles in a collaborative filtering engine; or perhaps one or two genre preferences and a few actor preferences if the engine has a content-based flavor.
3.4 Summary

This chapter described Study I, where a human-human corpus was collected and analyzed using a systematic method to re-write the corpus into human-computer recommendation dialogues. The analysis revealed three phases of recommendation with different uses of descriptive and comparative preference statements, a dialogue act classification, as well as two clusters of behavior: interview and delivery. This forms the base for designing and implementing a dialogue strategy model that can be implemented and evaluated in a prototype conversational recommender system—which is the topic of the next chapter.
Design and Verification of a Recommendation Dialogue Strategy Model

First, we describe a dialogue strategy implementation based on the analysis of the previous chapter. Second, an end-user evaluation of the implementation is described. The result is a verification of the effectiveness and usability of the dialogue strategy design. Furthermore, we find implications for “conversational impetus”, variation of motivation strategy, and domain exploration support, that will influence the refinement of the recommendation dialogue strategy model put forward in the following chapters.

This chapter describes a basic recommendation dialogue control strategy in the movie domain, based on the characteristics of the analyzed corpus from Study I in Section 4.1. Second, and in line with an iterative development approach, we are interested in quickly getting a running system which can be used in an end-
4.1 Movie Recommendation Dialogue Control

As detailed in Chapter 3, the recommendation dialogues in the corpus can be viewed as interviews and deliveries consisting of a combination of (a) system-driven preference requests, (b) user-driven information requests, (c) user deliveries of preferences, and (d) system deliveries of information and recommendations. The mixed-initiative character of the dialogue can be said to correspond to a seamless integration of these initiative types. Based on this assumption, we can define a basic dialogue control structure for managing recommendation dialogues in the movie domain.

4.1.1 System Initiative

The system-driven preference interview and indirect recommendation delivery strategy is implemented as a hierarchical Harel statechart [Harel, 1987], where black dots denote entry nodes, circled black dots denote exit nodes, rounded squares denote super- and sub-states, and the circled \( \mathcal{H} \) denotes a “history” node that keeps track of the encapsulating node’s current state. Each node corresponds to a system prompt (with either canned text, or a template that is filled by back-end resources), and transitions correspond to influences of various types. Figure 4.1 shows a graph that corresponds to initiative types (a), (c), and (d) above.

Initiating the Recommendation Dialogue

When starting the statechart execution, a canned welcome message is produced before traversing to the \texttt{InitRecBase} node. In \texttt{InitRecBase}, a “recommendation base” is established, which is the principal attribute set that future recommendations will be based on. There are several possible responses to the \texttt{InitRecBase} depending on what attribute the user prefers. Most users want to base their recommendations on genre (e.g. a \textit{drama}, \textit{comedy}, or \textit{action} movie), whereas some users aim for movies starring their favorite actor (e.g. “I would like a movie starring Cary Grant please”).
Figure 4.1: A recommendation dialogue statechart graph covering dialogue flows of the 24 distilled dialogues from the movie recommendation dialogue corpus. Sub-states correspond to system utterances (with the exception of the shaded RecEngine node which “silently” queries the recommender engine to determine the next system move), whereas super-states correspond to user model initialization, user model usage, and user model update from a dialogue point of view. Transitions are influenced by user utterances, previously recorded user preferences, and database content. (Transition conditions are not shown in the graph for readability reasons.)
Getting Attribute Values

GetValGenre is responsible for trying to assess what genre(s) the user is interested in. The GetValActor node functions in a similar way, asking the user for names of their favorite actors or actresses. The information retrieved by these two GetVal nodes is integrated in the recommendation base.

Acquiring Title Ratings

A central issue when utilizing recommender engines is to acquire title ratings from the user [Rashid et al., 2002]. The more titles that are included in the user preference model, the better recommendations the engine can provide. Furthermore, the system needs some way of keeping track of which movies the user has seen, so the system does not recommend them again.

Thus, we have three GetTitle nodes, each based on one of the attributes genre, actor, and director. The typical GetTitle node usage is when the user has provided an attribute value (such as the name of an actor). The system then provides the user with a list of titles matching the given attribute values and asks her to identify movies that she likes. Note that this list is a non-personalized list and not a recommendation set. The GetTitle nodes typically occur before any requests have been passed to the recommendation engine. Interleaved information requests can influence how the lists turn out (such as the excerpt in Figure 3.8). Thus, there is no hard connection between the GetTitle node and the current recommendation base, since the titles in the list at any given moment do not need to reflect the recommendation base. This serves two purposes. First, we do not decrease the user’s freedom of posing information requests, and indeed utilize these in the recommendation task. Second, it is good for the user preference profile to be as diverse as possible and not only include ratings for movies matching the current recommendation base.

RateTitle comes into function after a recommendation has been proposed. Its function is to extract the rating of an already seen recommended movie, so that we constructively can utilize an otherwise “useless” recommendation, while maintaining a conversational tone in the interaction.
4.1. Movie Recommendation Dialogue Control

S1    Have you seen *The Fifth Element*
U1    yeah / awesome
S2    It seems like we have covered all movies. Is there any other kind of movie you would like to watch?
U2    uhm / are there any movies directed by *Oliver Stone*?

Figure 4.2: Dialogue excerpt showing how Acorn suggests a relaxation of the recommendation base when the matching titles have been exhausted. Movie titles and director names are in *italics*. S = System, U = User.

**Delivering Recommendations**

`SEENTITLE` is one of the central nodes in the usage situation, since this is where the system presents a movie suggestion to the user. The corresponding system utterance for this node is “Have you seen this movie?” along with the title of the highest ranked recommendation. All nodes that have arches leading to `SEENTITLE` need to pass a check\(^1\), since there are cases where it is not possible to traverse to `SEENTITLE` (i.e. perform a recommendation). This depends on the chosen recommendation engine. The `SEENTITLE` node is thus called only if the recommendation engine is able to deliver a suggestion. Otherwise, there is a need to continue to get ratings from the user (by returning to an appropriate `GETTITLE` node), or to change the current recommendation base.

**Handling Changes**

As pointed out above, the user may change the recommendation base. A change in the recommendation base can also arise from the system’s part (e.g. to relax the constraints posed by the current recommendation base). The excerpt in Figure 4.2 shows an example of how the system suggests to change the recommendation base. In terms of network traversing, S1 is an instantiation of the `SEENTITLE` node. The response in U1 is a positive rating of the recommended title, causing the system to return to the `RECENGINE` node to perform another suggestion based on the current recommendation base. Now, since all movies based on the current recommendation base have been considered, we traverse to the `RELAXRECBASE` node (S2). From

\(^1\)This check is represented as the `RECENGINE` node in Figure 4.1.
this node there are several options, depending on the user’s response. Since the user provides a new recommendation base (recommendations should henceforth be based on the director in U2) the system moves to the GETTITLEDIRECTOR node according to Figure 4.1.

Managing Recommendation Dialogue

In case the suggested title in a SEENTITLE node is indeed unseen by the user, we have a potential recommendation delivery. The system now needs to explain, or motivate, the recommendation objectively following the theory of building trust [Buczak et al., 2002], and according to the findings in the dialogue corpus. This is done in the TOSEE node, which (a) generates an explanation by relating to the matching attributes in the current recommendation base, and (b) provides the user with the option of putting the recommended movie on the recommendation protocol. In case the user declines, the system needs to verify the current recommendation base, since this response is interpreted as negative feedback to the recommendation. On the other hand, if the user responds positively, we have a successful recommendation. The system can then add the recommended movie to the protocol and move on.

After a successful recommendation has been made the system asks if the user wants a new recommendation in the NEWREC node. A wide range of responses may follow this question. A simple “no” indicates that the session is terminated (moving the EXIT node), whereas a “yes” is equally easy to handle, since we simply test if we can go to the SEENTITLE node to perform a new recommendation (after passing the REENGINE check). However, the user may also change the recommendation base if she decides to continue the dialogue. It is easy to assume that this is because the users want variation in a set of recommendations in a session and desires e.g. one action movie, one drama comedy starring their favorite actor, and one animated movie. Example responses to the question “Would you like a new recommendation?” include:

- “Yes, something like Gladiator please.”
- “A drama starring Mel Gibson would be nice.”
- “Do you have any animated movies?”
• “Sure, give me movies directed by Ridley Scott.”

In the case of a changed recommendation base, we traverse to the appropriate GET-TITLE node (depending on which attribute(s) has been changed), in order to get a complete picture of any modifying attributes to the new recommendation base before moving on to a new SEENTITLE node.

### Influencing Transitions

As evident in Figure 4.1, several nodes have multiple arches branching to different nodes. It was discovered early in the distillation process that similar system preference queries can be responded to in very different ways.

By comparing the surrounding dialogue context and taking into account how long dialogues have progressed (i.e. how many previous preference requests had been completed), and the available information from the database, three ways of influencing the network node transition are identified:

1. User utterances
2. User preference model
3. Database content and recommendation base

**User Utterances**  The first—and most obvious—way to guide transitions is to take the content of the user’s utterance to a system query into account. This is done by having each node check the interpreted utterance and decide which node to traverse to next. The content of the user utterance is thus the most important as well as straight-forward way to influence dialogue node transitions. However, while this is the default and most common transition influence, there are cases where the content of a user utterance may yield two (or more) equally valid system responses. We then need to consider other parameters.

**User Preference Model**  One alternative parameter is what the recommender agent believes to be true about the user’s movie preferences. This reflects that the recommender needs to know a number of preferences (ideally covering both positive and negative preferences about the bulk of all available attributes) before a qualified
Figure 4.3: Dialogue excerpt showing how the system fails the RecEngine check twice (S2, S4) and continues to ask the user for movie ratings. In S5, we reach SeenTitle since RecEngine is passed, since the recommendation engine now has enough data to provide a recommendation. The established recommendation base consists of dramas (U1). Movie titles and director names are in italics. S = System, U = User.

recommendation can be issued. It seems sound to assume that the recommender utilizes previously known preferences about movies, actors, and genres to dictate his or her next utterance.

In recommender system terms, this relates to the density and size of the user preference model (see Section 2.2.3). Concretely, a CF recommendation system is not able to calculate any prediction scores unless the user preference model has reached a certain density and size\(^2\). Figure 4.3 shows how the system returns to the GetTitleGenre node after failing the RecEngine check due to an incomplete user preference model. Thus, the size and content of the user preference model serves as an input to the dialogue nodes’ transition decisions. In Figure 4.1, this is shown as the dashed arch from the RecEngine node to the GetTitle node.

Database Content and Exhausted Recommendation Base A third, but still important, issue is when the recommender realizes that the user’s preferences takes

\(^2\)A CF system is not required to cover any other attribute than titles, which is not a strategy typically employed by a human recommender.
the form of too demanding constraints for the search for movies. This is true both for regular database queries, and recommendations. It then often happens that the recommender asks the user to relax these constraints. This happens both when an information query from the user is too narrow, or when all movies matching the current recommendation base have been considered.

When there are no matching movies—or when all movies matching a specific preference set have been considered—in the dialogue, the system must have ways to proceed if the user does not take initiative and starts introducing new preferences or search constraints.

An exhausted recommendation base can thus be the reason for traversing to a RelaxRecBase node instead of a new SeenTitle node (see Figures 4.2 and 4.1).

4.1.2 User Initiative

Hitherto we have focused on system-driven preference requests and recommendations. However, as noted above, a recommendation dialogue control structure will also have to accommodate user-driven information requests. Fortunately for our rapid prototyping approach, there is a fairly large body of research addressing exactly this issue. One such initiative is the phase-based PGP design pattern\(^3\) that allows for information-providing dialogue system construction [Degerstedt and Johansson, 2003].

The dialogue strategy presented above has been implemented in the ACORN movie recommender system\(^4\) by adopting the PGP pattern and integrating the finite-state recommendation dialogue network with the information-providing capabilities [Johansson, 2004]. Each node in the graph in Figure 4.1 thus holds the same basic phase-based information-providing machinery, so that users can issue information requests at any time in the underlying system-driven dialogue, as the empirical corpus findings dictate.

---

\(^3\)PGP is hosted at the NLPFARM open source initiative (http://herd.ida.liu.se/nlpfarm/) as part of the MOLINC component.

\(^4\)ACORN is described in more detail in Section 4.2.2.
4.2 Evaluation

The evaluation presented in this section has as its purpose to verify the dialogue strategy model described above. The evaluation is inspired by the PARADISE framework, as well as Hulstijn’s evaluation properties [1999] (see Section 2.4.3).

The following nine aspects of user satisfaction with ACORN was measured:

- Task ease: How well the user feels that a particular task can be carried out with the system.
- Adaptation: How well the system adapts to an individual user’s preferences.
- System response time and pace: How fast the system responds, and whether the interaction pace feels satisfactory for the user.
- Domain coverage: Measures whether there are enough items in the domain to solve a task, and whether there is enough information about each item.
- Interpretation performance: The user’s experience of how well the system understands her input.
- Generation performance: How well the system performs when generating linguistic responses (phrase choice, clarity, and verbosity).
- Expected behavior: Measures how intuitive and natural the dialogue interaction is, in terms of initiative and grounding etc.
- Entertainment value: Assesses how entertaining and interesting it is to engage in a dialogue with the system.
- Future use: Whether it is likely that the user will use the system in the future or not.

These factors are assessed by analyzing (a) dialogues from the user sessions, and (b) a post-study questionnaire filled out by each of the participants.

In this study the set of user satisfaction aspects—and corresponding questions in the questionnaire—were enhanced in order to address e.g. entertainment value and adaptation assessment.
4.2. Evaluation

4.2.1 Participants

Twenty participants of varying age, gender, and background were recruited as users. None of them had any special knowledge of dialogue systems\(^5\), but were all proficient computer users. They were not paid.

4.2.2 Acorn

ACORN is a text-based dialogue system built specifically to implement and evaluate a recommendation dialogue strategy in the movie domain. It is programmed in Java\(^6\) with a MySql\(^7\) database back-end.

The user interface (see Figure 4.4) consists of a chat-style panel where the dialogue between ACORN and the user takes place and a text field where the user types her input. To the right of the chat panel is a result presentation panel where movie information and other pieces of domain information is displayed.

ACORN’s architecture is phase-based [Degerstedt and Johansson, 2003] and builds on the MOLINC component\(^8\). The main components of ACORN are: a dialogue manager (implementing the recommendation dialogue control strategy described in Section 4.1), a domain knowledge manager (including a hybrid collaborative filtering and content-based recommendation engine and a movie database), and a preference manager (described below). The Linguistic Analysis phase uses a parser module that produces a task representation of the user utterance. In the Pragmatic Interpretation phase a refined interpretation based on dialogue context is carried out by using a dialogue memory to add/change information in the task representation. The Pragmatic Interpretation phase is required for simple sub-dialogue capabilities, such as asking for clarifications or additional information, or refinements if the database returns too many or no hits. The Task Handling phase executes the task by retrieving information from the database. The result set is transformed to suitable output in the Generation phase with slot-filling templates.

Whenever an information request has been addressed by ACORN, the preference and recommendation dialogue continues to gather preferences and provide recommen-

\(^5\)None of the participants had previously engaged in Study I.
\(^6\)JDK 1.4
\(^7\)MySql 4.3
\(^8\)Available at http://herd.ida.liu.se/nlpfarm/.
Figure 4.4: ACORN’s graphical user interface.
4.2. Evaluation

ratings, until a new information request is detected.

ACORN’s back-end part consists of a hybrid CF server\(^9\), and a movie information database holding information on actors, genres, directors, and plot information. The database is used both to accommodate information requests, as well as providing attributes for the recommendation base. The recommendation engine is thus a hybrid engine [Burke, 2002], since it utilizes both the CF server as well as the domain-dependent database.

Assessing ratings is a tricky issue, as we need to convert natural language judgments about movies to some sort of ordinal scale. ACORN utilizes a rather simple approach. The grammar allows users to use a variety of judgmental descriptions of movies, ranging from single-word utterances (e.g. “good”, “excellent”, “dreadful”, etc.) to multi-word expressions (e.g. “I really like this”, “Gone With the Wind is fantastic”, etc.). These words and phrases are based on the utterances in the distilled dialogue corpus. As noted in Chapter 2, the problem of mapping natural language statements to numerical sentiment is naturally the “fuzziness” of language.

The approach adopted in ACORN is a vast simplification of the preference-detection theory of Carberry et al. [1999]. ACORN records only direct preference statements (that is, hedgings and indirect statements leave no trace in the preference model). Furthermore, reliability measures and closeness-of-match is ignored (see Section 2.2.2). This approach does not accommodate comparative statements, nor does it model factual questions as indirect preference statements. This basic approach is clearly not scalable for long-term end-usage; but given the purpose of ACORN as a prototype for this user evaluation study, it is sufficient and quick to implement. Figure 4.5 exemplifies dialogue interaction in ACORN.

4.2.3 Procedure

Each participant received a quick tutorial explaining rudimentary facts about ACORN (e.g. it being a movie information and recommendation system, that the interaction is typed, and that the language of interaction is Swedish, etc.). Next, the participant was presented with a short scenario consisting of three sub-tasks (see Appendix B).

\(^9\)The user rating matrix is provided by the GroupLens (http://www.grouplens.org) research group.
The tasks ranged from strict (tasks 1 and 3) to a bit more open-ended (task 2) in order to ensure that the sessions are comparable (cf. [Walker et al., 1998]), but at the same time allow for some variety in the solutions. In addition to the comparable quality, strict tasks are also a way to determine efficiency (i.e. that a specific task is resolved), since users have no reason to persist in artificial constructed open-ended tasks and may settle for almost anything if there is no “real” or personal motivation.

During the dialogue session, the participants noted their solutions/results of each task on a protocol. After completing the scenario, they were asked to fill out the questionnaire. The questionnaire consists of 23 questions regarding user attitudes toward task solution, system performance, and dialogue interaction. Response values are encoded on an ordinal scale of 1–4 corresponding to the statements I strongly disagree (1), I somewhat disagree (2), I somewhat agree (3), and I strongly agree (4).

The sessions were also logged during the interaction and time-stamped and saved on file.

4.3 Results

The study yielded two kinds of data. First, the dialogue logs constitute data for a dialogue corpus analysis. Second, the questionnaire responses provides data for a user satisfaction analysis.
4.3. Results

4.3.1 Dialogue Corpus Analysis

Session logs of the interactions resulted in a corpus with a total of 226 complete turns, and a total elapsed time of 4 hours (mean 12 minutes per dialogue). The dialogues are in Swedish, and the excerpts presented herein have been translated to English. The corpus was annotated manually with the number of system interpretation failures, and the number of system restarts. Furthermore, each dialogue was compared to an “optimal” scenario solution which represent the shortest number of turns that are required to solve all sub-tasks in the scenario. The scenario can be completed in seven turns, which is the “key” to an efficient dialogue. However, since the scenario can be resolved in a variety of ways, an additional turn or two may still feel both optimal and natural for a particular user. All twenty subjects accomplished all tasks in the scenario. The average number of turns for completing the tasks is 11.3, and 10 subjects accomplished the scenario within the optimal range (7–9 turns, depending on their strategy, and personal choice in the open-ended task).

Dialogues longer than 7–9 turns are the result of (i) system interpretation failures (due to a variety of factors, such as lack of linguistic coverage on the system’s part, or on uncooperative behavior or misspellings on the user’s part, etc.); (ii) domain exploration (e.g. asking for more recommendations, or additional information not required by the scenario); or (iii) miscellaneous turn types, such as clarification sub-dialogues due to too many database hits, etc. Table 4.1 shows some interesting aspects of the data, which will be discussed below.

**Interpretation failure turns (FAL)** are defined as turns that were not successfully parsed by the system, i.e. not covered by ACORN’s linguistic resources. The total interpretation failure rate for the complete corpus is 1.2 turns per dialogue, with twelve completely error-free dialogues.

**Domain exploring turns (EXP)** are requests that are “not necessary” in order to complete scenarios. Examples include asking for plot information even though no task in the scenario requires that kind of information, or asking for more recommendations than required. Nine of the users used one or more turns for such additional domain exploring. The dialogue excerpt in Figure 4.6 is an example of when the user asks for more information and recommendations than required by the scenario.
Table 4.1: Total number of dialogue turns (TRN), number of interpretation failure turns (FAL), domain exploring turns (EXP), miscellaneous turns (MSC), and mean user satisfaction over the nine categories from the questionnaire (SAT).

<table>
<thead>
<tr>
<th>User</th>
<th>TRN</th>
<th>FAL</th>
<th>EXP</th>
<th>MSC</th>
<th>SAT</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>14</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>2.5</td>
</tr>
<tr>
<td>02</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.1</td>
</tr>
<tr>
<td>03</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2.7</td>
</tr>
<tr>
<td>04</td>
<td>14</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>3.2</td>
</tr>
<tr>
<td>05</td>
<td>9</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>3.3</td>
</tr>
<tr>
<td>06</td>
<td>12</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>3.2</td>
</tr>
<tr>
<td>07</td>
<td>15</td>
<td>0</td>
<td>5</td>
<td>3</td>
<td>3.3</td>
</tr>
<tr>
<td>08</td>
<td>17</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>2.7</td>
</tr>
<tr>
<td>09</td>
<td>17</td>
<td>0</td>
<td>6</td>
<td>4</td>
<td>3.2</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.3</td>
</tr>
<tr>
<td>11</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.9</td>
</tr>
<tr>
<td>12</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.9</td>
</tr>
<tr>
<td>13</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.3</td>
</tr>
<tr>
<td>14</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3.0</td>
</tr>
<tr>
<td>15</td>
<td>23</td>
<td>7</td>
<td>1</td>
<td>8</td>
<td>2.6</td>
</tr>
<tr>
<td>16</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2.8</td>
</tr>
<tr>
<td>17</td>
<td>9</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3.0</td>
</tr>
<tr>
<td>18</td>
<td>9</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3.0</td>
</tr>
<tr>
<td>19</td>
<td>12</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2.8</td>
</tr>
<tr>
<td>20</td>
<td>13</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>3.0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>226</strong></td>
<td><strong>24</strong></td>
<td><strong>26</strong></td>
<td><strong>36</strong></td>
<td><strong>N/A</strong></td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td><strong>11.3</strong></td>
<td><strong>1.2</strong></td>
<td><strong>1.3</strong></td>
<td><strong>1.8</strong></td>
<td><strong>3.0</strong></td>
</tr>
</tbody>
</table>
4.3. Results

U1 please recommend a drama with Sean Connery
S1 Have you seen the movie Action of the Tiger (1957)?
U2 no
S2 Action of the Tiger (1957) is a drama starring Sean Connery. Do you want another recommendation?
U3 yes please
S3 Have you seen the movie Anderson Tapes, The (1971)?
U4 what is it about?
S4 Here is the plot for Anderson Tapes, The (1971). Have you seen it?
U5 no
S5 Anderson Tapes, The (1971) is a drama starring Sean Connery. Do you want another recommendation?
U6 yes a comedy with Adam Sandler

Figure 4.6: Excerpt where the user deviates from the scenario requirements in order to explore the domain. The turns U3–S5 are clearly outside the scope of the scenario since it only requires one recommendation based on the attributes in U1, and no additional information requests such as U4. The dialogue has been translated from Swedish. S = System, U = User.

Miscellaneous turns (MSC) include a variety of turns, and have deliberately been merged together for the purpose of this analysis since they are not in focus here. These turns include e.g. sub-dialogue clarifications when the database returns none or too many hits. Another example of turns in this category arises due to the constructed and artificial nature of the scenario: A user may for example not like the actor Adam Sandler, and may dislike his comedies even more; and this has an impact on the dialogue of Task 3 (see Appendix B), since users may respond negatively to the resulting recommendation. This causes ACORN to spend turns trying to find out what is wrong with its preference model of the user. This phenomenon would not arise in “real” situations because users disliking Adam Sandler’s comedies would not ask for such recommendations.

User satisfaction (SAT) is a metric that consists of mean values of the questionnaire responses (graded 1–4) for each of the nine aspects. The mean values should naturally be interpreted with care, since the questionnaire provides an ordinal scale.
4.3.2 User Satisfaction Analysis

The 23 questionnaire items were grouped into the nine categories, and the responses were weighed together. For example, for the category Adaptation users responded to the following questionnaire:

1. Acorn’s responses were relevant and helped me solve the tasks.

2. Acorn’s recommendations were effective and matched the preferences I had put in.

3. Acorn adapted continuously to my preferences.

Figure 4.7 shows the results of each of the nine user satisfaction categories for all twenty users.
4.4. Discussion

It is noteworthy that nine out of twenty users engage in domain exploration dialogues. This should be considered rather high, since the users were not instructed or even encouraged to engage in such dialogues. Domain Coverage (mean score 3.9) and Entertainment Value (3.7) are the two highest-ranking aspects, and users engaging in exploration turns give the highest entertainment value ratings.

In the higher range we also find Expected Behavior (3.6), Generation Performance (3.5) and Future Use (3.5). Adaptation (3.2) is slightly lower, and could be affected by that the given scenario contains tasks that do not fit certain users, such as the given choice of actors and genres in task 3. Another important factor to consider is that adaptation typically requires more long-term use than just one session.

System Response Time (2.0) is significantly lower than the other rankings and is due to the slow response-time because of the large database.

4.4 Discussion

The study shows that Acorn’s dialogue strategy allows for efficient dialogues, since all users accomplished the scenario, and that several even completed the tasks within the optimal number of turns. This capability may be seen as a prerequisite for conversational recommender systems, not to say for dialogue systems in general.

The low interpretation error rate would suggest that the user satisfaction rates are indeed measuring the desired aspects, without them being influenced by a general dissatisfaction with interpretation performance of the system.

One interesting observation is that the dialogue interaction has an entertaining quality. The number of domain exploring initiatives suggests that users finds the interaction interesting enough to deviate from the scenario, and engage in the dialogue out of personal interest. Exploratory behavior seems to happen toward the middle or end of the dialogue sessions, which indicate that such behavior is not only an attempt to familiarize with the system. Users engaging in exploration turns also seem to give the highest Entertainment Value ratings. This suggests that exploring the large domain space is an entertaining feature of interacting with Acorn. The questionnaire analysis shows that this is one of the most high-ranked satisfaction aspects. It is thus clear that dialogues longer than the “optimal efficiency” may have a high user satisfaction value attached. This is especially true in exploratory dialogues.
where it is a quality in itself for the user to be able to learn more about the domain than initially planned. Obviously, this comes with the domain and the purpose of the system: Exploring the movie domain and receiving personalized recommendations is different from e.g. finding train table information.

As pointed out in Chapter 2, previous research suggests that an important reason for investigating and developing conversational recommender systems is that they allow the system to capture user preferences when users are as motivated as possible to give them. Since most users are not explicitly aware of all their preferences at the outset of a dialogue session, the system should trigger preference volunteering. It is mostly when exposed to information that the user brings her preferences into play [Carberry et al., 1999].

This triggering by information exposure we call *conversational impetus* since this could help drive the preference dialogue forward [Wärnestål, 2005]. An implication of this study is thus to integrate a mechanism for such conversational impetus in a recommender agent’s dialogue strategy.

An interesting fact is that the users’ opinion on Interpretation Performance according to the questionnaire seems rather low compared to the factual number of interpretation failures (FAL rates in Table 4.1). When examining these dialogues in detail it seems that users that encountered an interpretation failure in the beginning of their session, did not read Acorn’s responses as carefully in the remainder of the session. An example of this is found in Figure 4.8 where utterance U1 was not understood by Acorn, resulting in the help message S1. After the additional help message the user does not seem to care much about Acorn’s prompts, and fails to realize that her request has been addressed correctly. This stresses the importance of interpretation performance since a lack thereof takes away the feeling of interacting with a competent conversational partner, and this causes the user to pay less attention to the system’s utterances and dialogue. Another possible explanation for this behavior is concerned with *when* to issue explanations. Objective explanations of recommendations serve two key points in the interaction: to provide transparency of the system logic, and inspire trust between the user and system [Swearingen and Sinha, 2002]. In the original human-human corpus—on which Acorn’s dialogue strategy is based (see Chapter 3)—utterance sequences such as S2-U3-S3 in Figure 4.9 are standard. That is, the recommender provides an explanation of the recommendation
I want to know about Brad Pitt.

To be able to provide recommendations I need to know about your movie preferences. Say for example: “I would like a drama”.

a movie starring Brad Pitt.

Ok. I need more information in order to give you a recommendation. You can for example provide a genre you’re interested in.

comedy.

Have you seen the movie Snatch (2000)?

Just give me a comedy starring Brad Pitt, can you do that?

Who is acting in the movie Entrapment?

Entrapment (1999) has the following cast. [ACORN displays a list of actors: Sean Connery, Catherine Zeta-Jones, ...].

Can you recommend a drama with Sean Connery?

OK. Have you seen Finding Forrester (2000)?

No.

Finding Forrester (2000) is a drama starring Sean Connery.

Who else is starring in it?
only if the respondent has *not* seen the recommended title (compare to S4-U5-S5 in Figure 4.5). However, providing the explanation of the recommendation afterward seems not to be suitable for the dialogue in Figure 4.8. Here, it would perhaps be better if the explanation that *Snatch (2000)* is in fact a comedy starring *Brad Pitt* could be provided as part of utterance S3. A dialogue strategy could thus present recommendation explanations earlier, or better yet; provide *adaptive* recommendation explanations that depends on e.g. the number of previous successful transactions and recommendations.

### 4.5 Summary

This chapter presented the recommender system ACORN, which implements a dialogue strategy model based on the empirical investigations of human-human recommendation dialogues. The properties of ACORN’s dialogue model was investigated in a study with end-users. The study verified that an efficient and effective dialogue management model with high usability measures can be achieved using the dialogue distillation of the human-human recommendation dialogue corpus. The study also results in implications for improvements of the model, including explicit support for conversational impetus for driving the dialogue forward and supporting domain exploration in the dialogue; and the importance of generating explanations for recommendations at the right time in the dialogue.
This chapter describes a user preference modeling framework that supports and utilizes natural language dialogue, and allows for descriptive, comparative, and superlative preference statements, in various situations. The chapter also covers the PCQL notation used for describing factual and preferential statements and requests.

In the previous chapter, it was shown that we could design and customize a domain-dependent conversational recommender system based on the investigation reported on in Chapter 3. In order to explore dialogue strategies for other domains and applications, we now aim for mechanisms to manage preferences in the dialogue in a more elaborate and generic way, as well as laying the ground work for easier modification of a conversational recommender system’s dialogue behavior.

Before defining a recommendation dialogue strategy model based on the find-
ings of the previous chapters, we will use this chapter to provide a user preference model framework that supports and utilizes natural language dialogue tailored for recommendation dialogue. In this matter, the work is based on—and extends—the preference-detection model of Carberry et al. [1999]. Two components are involved in this matter. Therefore, we first identify the desired characteristics and requirements of the preference model framework by relating it to the user modeling classifications reported on in Chapter 2. This is done in Section 5.1.

Second, a data manipulation notation called PCQL for representing factual and preferential statements and requests in a compact and unambiguous form is presented in Section 5.2. PCQL accommodates the preferential dialogue theory of Carberry et al. [1999], and the notation will also be used as the message-passing format in the recommendation dialogue strategy model in Chapter 6.

In Section 5.3, we outline how recommendation dialogue and a preference model could cross-fertilize each other. All these aspects are taken together in the specification of the preflet model, which is the topic of Section 5.4. PCQL and preflets form two important corner-stones of the BCORN model, which is the topic of the next chapter.

5.1 Defining the Preference Model Framework

The aim for this chapter is to design a user preference modeling framework suitable for conversational recommender systems. The characteristics of the user preference model is captured by placing them in the dimensions suggested by Kass and Finin [1988] (see Table 2.1, Section 2.2.1). Table 5.1 summarizes the requirements, dimension characteristics, and limitations of the user preference modeling framework about to be constructed in this chapter.

5.1.1 Requirements

The first overall requirement (R1) is that the model is directly compatible with natural language dialogue; i.e. it should both support dialogue modeling and management, and be correctly updated by the dialogue. Concretely, we build on the investigation by Carberry et al. [1999]. Thus, the user preference model should support preference strength variation of the utterance types direct, indirect, and hedging (R1a), as
Table 5.1: Characterization of capabilities, dimensions, and limitations for the proposed user preference model (compare Table 2.1). Q-A = Question-and-Answer, Vol = Volunteered, Vol-Bg = Volunteered-Background, Rej-Sol = Reject-Solution, Acc-Sol = Accept-Solution, CB = content-based, CF = collaborative filtering.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Value(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1a Utterance types</td>
<td>direct, indirect, hedging</td>
</tr>
<tr>
<td>R1b Conversational circumstance</td>
<td>Q-A, Vol, Vol-Bg, Rej-Sol, Acc-Sol</td>
</tr>
<tr>
<td>R1c Preferential statement types</td>
<td>descriptive, comparative, superlative</td>
</tr>
<tr>
<td>R2 Situations</td>
<td>multiple</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1 Specialization</td>
<td>individual</td>
</tr>
<tr>
<td>D2 Temporal extent</td>
<td>long-term</td>
</tr>
<tr>
<td>D3 Modifiability</td>
<td>dynamic</td>
</tr>
<tr>
<td>D4 Number of agents</td>
<td>one-to-one</td>
</tr>
<tr>
<td>D5 Number of models</td>
<td>multiple</td>
</tr>
<tr>
<td>D6 Method of use</td>
<td>descriptive</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Limitation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1 domain complexity</td>
<td>independent attributes</td>
</tr>
<tr>
<td>L2 attribute types</td>
<td>disjoint, scalar, complex</td>
</tr>
<tr>
<td>L3 recommender engine support</td>
<td>CB engine</td>
</tr>
</tbody>
</table>

5.1. Defining the Preference Model Framework
well as support the conversational circumstances *question-and-answer*, *volunteered*, *volunteered-background*, and *reject-solution* (R1b). As discovered in the corpus analysis, there is also an *accept-solution* circumstance that has a preference strength comparable to *volunteered-background*. This circumstance is included as requirement R1b. As argued in Chapter 3, supporting human-like preferential statements requires not only descriptives, but also comparatives and superlatives. Our preference model should thus be able to handle relative preferences expressed by comparative statements, as well as superlatives, along with basic descriptives (R1c).

Preferences are often situation-dependent and it is therefore important that a recommender system can handle that. For example, even though a user may have a strong preference toward mellow jazz while casually driving her car, she may prefer upbeat dance music when working out. The second overall requirement (R2) is thus to provide a model that captures user preferences for multiple situations.

### 5.1.2 Dimensions

Following the agent model dimensions (D) found in Section 2.2.1, we pin point the proposed user preference model as follows: For the application type we have in mind it is desirable to capture (D1) *individual* and (D2) *long-term* characteristics of the user. Furthermore, user preferences are built up incrementally and evolves through new discoveries in the dialogue interaction depending on what, how, and when, a user elicits a preference; thus being an instance of a (D3) *dynamic* user model. We limit the model to model a one-to-one relationship between user and system, and therefore model one user in the system interaction (D4). As dictated by R2, we allow each user to have multiple models (D5), one for each situation. To keep the solution as simple as possible, we maintain a plain database of preference data entries, which makes the model *descriptive* (D6).

### 5.1.3 Limitations

In addition to the dimensions listed above, we make some limitations (L) regarding domain model complexity and back-end resource suitability:

In line with Carberry et al. [1999], we make an *independent attribute assumption* (L1). For instance; in the music domain, a preference for an entity value for the type
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Artist (e.g. Metallica) does not have any explicit implication on the preference for the type genre values (e.g. Heavy Metal) of that artist. Furthermore, the model supports attributes that are disjoint, scalar, or complex (L2) (see Section 2.2.2).

The preference model suggested in this chapter is targeted for content-based (L3) recommender engines, since it deals with entity types as well as entity values (see Section 2.2.3).

5.2 PCQL

Having laid out the basic requirements based on previous user modeling research (see Chapter 2) and recommendation dialogue studies (see Chapters 3 and 4), we need a data manipulation language in order to computationally model recommendation dialogue. As we have seen in the preceding investigations, there is a need for both factual and preferential statements and requests in recommendation dialogue. A notation language aiming to cover recommendation dialogue in a dialogue strategy management framework should thus allow for a compact and efficient formulation of conventional, preferential and factual statements and requests. PCQL\(^1\) is a formalism that consists of action statements that represent dialogue act specifications of recommendation dialogues [Wärnestål et al., 2007c]. PCQL action statements are used for representation of user and system acts as well as for communication with external resources. The formalism is targeted for human-like preferential and factual expressions and intended to be used as a message passing format for the dialogue manager module in conversational recommender systems.

Since PCQL is a Conversational formalism, the PCQL action statements have a double function. On the one hand, each statement describes some aspects of the factual and preferential state (the FP state) of the dialogue system. On the other hand, each PCQL action statement expresses an action performed by the dialogue participant, a dialogue act, where the acting agent is doing something that will result in a response from the dialogue partner. The description is subordinate to the dialogue action, but the latter requires the first to be fully understood. In that sense, the descriptive expression is a parameter to the stated action.

\(^1\)Preferential Conversation Query Language.
5.2.1 FP State Formulas

The expressions of PCQL that are used to describe (aspects of) the FP state are called FP state formulas. In this section, we define the syntax of this formalism\(^2\).

The FP state formulas express relations and entities of the domain that are in focus in the dialogue. The basic constituents of this language are constraints over entity types and entity values. The entity types are predefined types of possible entity values, such as Genre, which can be enumerations of known entities or open domains such as “any string”. The entity values are either atomic domain entities—such as Electronic— or sets/regions of entity values—such as {Rock, Electronic} and [1989..1999]. The domains that we aim to cover are assumed to deal with attribute type sets that are finite.

The constraints can be formed using the factual operators shown in Table 5.2. A special entity type is YN consisting of the values Yes and No. References to entities through other entities (relations or attributes) are handled with two constructs. The first is to use the \(\pi\) operator to mark entity types whose values are inferred from the other constraints in a formula. For example, “Albums of The Beatles and Deep Purple” can be described as

\[
\pi \text{Album, Artist} \in \{\text{The Beatles, Deep Purple}\}
\]

Informally, we may read this as follows: Artist \(\in\) \{The Beatles, Deep Purple\} specifies a set of entities (in this case two); \(\pi\) Album projects this set of entities on the albums (in this case all albums by either The Beatles or Deep Purple). The second construct is that entity values can indirectly be referred to as attributes of other entity values using dot notation on the entity type names, for example ‘My Song’.Album denotes the album of which the song ‘My Song’ belongs.

We form constraints from atomic entity types and entities, and by augmenting atomic constraints with factual operators (see Table 5.3 for examples). From the factual constraints, we form conjunctive formulas, called factual FP state formulas, where comma is used as conjunction sign. Intuitively, the meaning of the factual

\(^2\)We use an abstract syntax notation for the FP state formulas. A concrete syntax suitable for implementation exists, but it is less readable in text. For example: \(\oplus\) corresponds to ++, and \(\triangleright\) corresponds to \(\gg\).
Table 5.2: Factual and preferential operators of the fp state formulas. The factual operators are used to form unary and binary constraint expressions. The preferential operators are used on the factual constraints to formulate: Descriptive, comparative, and superlative ratings’ polarities are either positive or negative. Note that hedges (⋄) can be combined with descriptive, superlative, and comparative preferential operators.

<table>
<thead>
<tr>
<th>Operator</th>
<th>Name</th>
<th>Arity</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>◦</td>
<td>Operator type</td>
<td>1 or 2</td>
<td>don’t know</td>
</tr>
<tr>
<td>⊤/⊥</td>
<td>max/min</td>
<td>1</td>
<td>newest/oldest</td>
</tr>
<tr>
<td>π</td>
<td>projection</td>
<td>1</td>
<td>entity reference</td>
</tr>
<tr>
<td>=/≠</td>
<td>(not) equals</td>
<td>2</td>
<td>is/is not</td>
</tr>
<tr>
<td>&lt;&lt;=</td>
<td>comparison</td>
<td>2</td>
<td>newer/older</td>
</tr>
<tr>
<td>∈/∉</td>
<td>(not) member</td>
<td>2</td>
<td>one of/not one of</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Preferential</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operator</td>
</tr>
<tr>
<td>☰</td>
</tr>
<tr>
<td>⊤</td>
</tr>
<tr>
<td>⊕/⊖</td>
</tr>
<tr>
<td>□/□</td>
</tr>
<tr>
<td>↘/↗</td>
</tr>
<tr>
<td>◊</td>
</tr>
</tbody>
</table>
state formulas can be read as specifications of sets of entities. The unary operators are really aggregate operators on such sets, where the aggregate is given implicitly by the remaining formula.

Given the set of factual FP state formulas, we form atomic preference formulas by augmenting the preference operators shown in Table 5.2. It is not allowed to nest the preference operators in the same atomic preference formula (since this would increase the complexity of the language without being useful). From the factual FP state formulas and the atomic preference formulas, we form conjunctive formulas using comma as the conjunction sign. Furthermore, each preference operator may be indexed with a hedging symbol (⋄), that indicates uncertainty about the preference [Carberry et al., 1999]. The intuitive reading of the preference formulas are as statements of like and dislike of the sets of entities described by the factual part of the formula.

Finally, the factual and preference operator symbols form two operator types, denoted by ◦ and ⊚ respectively. The type symbols ◦ and ⊚ can be used in any formula in place of an operator to express uncertainty or requests concerning the operator’s position. For example, the question “Is Bob Dylan an artist or not?” can be described using ◦, as the FP state formula

(\text{Artist} \circ \text{Bob Dylan})

Similarly, the preference statement “Is Elvis Presley better or worse than Deep Purple?” can be described using ⊚, as the FP formula

(\text{Artist} = \text{Elvis Presley}) \otimes (\text{Artist} = \text{Deep Purple})

This forms the complete FP state formula language, for which various examples can be found in Tables 5.4 and 5.5. The format of the FP state formulas is influenced by how formulas of modal (and intentional) logic keep a clean separation between the factual level and the belief of the agents, but at the same time allows for mixing levels freely in compound formulas.

An FP state formula describes a conjunctive aspect of the total FP state that is

\(^3\)The Max/Min operators have higher priority than projection, in formulas where both occur.
Table 5.3: FP state formula mappings for factual utterance types. The table shows by prototypical examples how expressions of factual state in utterances correspond to FP state formulas.

<table>
<thead>
<tr>
<th>Explicit</th>
<th>Utterance Example</th>
<th>FP State Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entity Type</td>
<td>What is genre?</td>
<td>Genre</td>
</tr>
<tr>
<td>Entity</td>
<td>One of genre, artist and album</td>
<td>Genre, Artist, Album</td>
</tr>
<tr>
<td>Enumeration</td>
<td>Both Dylan and Waits</td>
<td>Artist ∈ {Dylan, Waits}</td>
</tr>
<tr>
<td>Yes/No</td>
<td>Yes</td>
<td>YN = Yes</td>
</tr>
<tr>
<td>Negation</td>
<td>Not Dylan</td>
<td>Artist ≠ Dylan</td>
</tr>
<tr>
<td>Interval</td>
<td>Album three to five</td>
<td>(AlbumNo ∈ [3..5])</td>
</tr>
<tr>
<td>Relative</td>
<td>Newer than 1975</td>
<td>(Year &gt; 1975)</td>
</tr>
<tr>
<td>Aggregate</td>
<td>The latest</td>
<td>⊤ Year</td>
</tr>
<tr>
<td>Aggregate</td>
<td>Most sold album of the 1970’s</td>
<td>⊤ SoldCopies, (Year ∈ [1970..1979])</td>
</tr>
</tbody>
</table>

### Referential

<table>
<thead>
<tr>
<th>Explicit</th>
<th>Utterance Example</th>
<th>FP State Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entity</td>
<td>An album by Dylan</td>
<td>π Album, Artist = Dylan</td>
</tr>
<tr>
<td>Enumeration</td>
<td>Albums by either Dylan or Waits</td>
<td>π Album, Artist ∈ {Dylan, Waits}</td>
</tr>
<tr>
<td>Negation</td>
<td>All albums except The Beatles’</td>
<td>π Album, Artist ≠ The Beatles</td>
</tr>
<tr>
<td>Interval</td>
<td>Songs from the 70s</td>
<td>π Song, Year ∈ [1970..1979]</td>
</tr>
<tr>
<td>Relative</td>
<td>Albums older than Weathered</td>
<td>π Album, (Year &lt; Weathered.Year)</td>
</tr>
<tr>
<td>Aggregate</td>
<td>The first of Dylan’s albums</td>
<td>π Album, ⊥ Year, (Artist = Dylan)</td>
</tr>
</tbody>
</table>

relevant for a particular dialogue act. We say that each FP state formula expresses an FP state mapping from the dialogue act to some entities of the FP state that are in focus.

### 5.2.2 Factual State Mapping

The factual FP state formulas deal with information-providing aspects of the system state. We distinguish between factual FP state formulas that concern explicitly stated entities and those that are indirectly referenced using the projection operation (π).

Table 5.3 shows the identified classes of factual descriptions in dialogue acts we have found from the examined material, as discussed in Chapter 3.

In the explicit factual FP state formulas, entities are referred to by their name (in the system). In explicit aggregates and relative statements, it is the aggregate or
relative value that is explicit. For example, in “most popular in the 70s” the aggregate set “the 70s” is explicitly mentioned.

In the referential factual FP state formulas, entities are referred indirectly through properties or relations that specify them. This means that the formula must also specify of what type the referred entity is. Referential formulas are most obviously occurring in questions, but may also occur in informative statements. In particular, they may be part of the informative part of user preference utterances.

5.2.3 Preference State Mapping

Preferential user utterances are built “around” factual FP state formulas, using the preference operators. Descriptive and superlative statements are syntactically handled in the same way in FP state formula mapping schemes, as shown in Table 5.4. Both types of constructs amount to similar 1-arity formulas. However, observe that the meaning of superlatives is a form of aggregate functions operating on sets, which is more complex than the descriptive case. Since these aggregates are given implicitly by the context, this complexity is hidden from the formula. For example, the FP state mapping of the sentence “The Beatles is the best Pop artist” can be described by the FP state formula

$$\sqcup \text{(Artist = The Beatles), (Genre = Pop)}$$

Most factual constructs make sense as part of a preference statement. The constructs that make little sense are: explicit and referential negation, and Yes/No. In real dialogue, some of the listed utterances are less important than others. However, recall that we want to be able to use PCQL after contextual interpretation. In some cases this means that the FP state formula at hand actually contains the collected information of a whole sub-dialogue. In a collected formula, more complicated constructs may have been gathered over time. Thus, PCQL covers both the collected formulas and the simpler ones in a natural way.

Compound FP is a type of formula that occur only on the preference level. This class contains utterances that separately combines one part that is expressing a preference with one part that is factual (see Table 5.4).

Comparative utterances are 2-arity constructs, and are handled differently than the 1-arity preference formulas. Table 5.5 shows how the factual classes are handled
Table 5.4: FP state formula mappings for descriptive and superlative preference utterances.

<table>
<thead>
<tr>
<th>1-Arity</th>
<th>Utterance</th>
<th>FP State Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Explicit Entity Type</strong></td>
<td>Genre and artist are important, but not album</td>
<td>⊕ (Artist, Genre), ⊙ Album</td>
</tr>
<tr>
<td></td>
<td>The artist does not matter</td>
<td>⊙ Artist</td>
</tr>
<tr>
<td></td>
<td>Artist is most important</td>
<td>☐ Artist</td>
</tr>
<tr>
<td><strong>Explicit Entity</strong></td>
<td>I like The Beatles</td>
<td>⊕ (Artist = The Beatles)</td>
</tr>
<tr>
<td></td>
<td>Techno is not good</td>
<td>☐ (Genre = Techno)</td>
</tr>
<tr>
<td></td>
<td>Dylan is the best artist</td>
<td>☐ (Artist = Dylan)</td>
</tr>
<tr>
<td><strong>Explicit Enumeration</strong></td>
<td>I like Dylan, The Beatles, and Deep Purple</td>
<td>⊕ (Artist ∈ {Dylan, The Beatles, Deep Purple})</td>
</tr>
<tr>
<td></td>
<td>I like Dylan and Waits the best</td>
<td>☐ (Artist ∈ {Dylan, Waits})</td>
</tr>
<tr>
<td><strong>Explicit Interval</strong></td>
<td>I like Album three to five</td>
<td>⊕ AlbumNo ∈ [3..5]</td>
</tr>
<tr>
<td></td>
<td>I like Album three to five the best</td>
<td>☐ AlbumNo ∈ [3..5]</td>
</tr>
<tr>
<td><strong>Explicit Relative</strong></td>
<td>I might like everything older than 1975</td>
<td>⊕ (Year &lt; 1975)</td>
</tr>
<tr>
<td></td>
<td>I like everything older than 1975 the best</td>
<td>☐ (Year &lt; 1975)</td>
</tr>
<tr>
<td><strong>Explicit Aggregate</strong></td>
<td>I like the most sold albums from the 70’s</td>
<td>⊕ (∫ SoldCopies, (Year ∈ [1970..1979]))</td>
</tr>
<tr>
<td><strong>Referential Entity</strong></td>
<td>I like all of Dylan’s albums</td>
<td>⊕ (∃ Album, (Artist = Dylan))</td>
</tr>
<tr>
<td><strong>Referential Enumeration</strong></td>
<td>I like songs with Creed and Bush</td>
<td>⊕ (∃ Song, (Artist ∈ {Creed, Bush}))</td>
</tr>
<tr>
<td></td>
<td>I don’t like songs with Creed and Bush</td>
<td>⊙ (∃ Song, (Artist ∈ {Creed, Bush}))</td>
</tr>
<tr>
<td><strong>Referential Interval</strong></td>
<td>I like songs from the 60’s</td>
<td>⊕ (∃ Song, (Year ∈ [1960..1969]))</td>
</tr>
<tr>
<td></td>
<td>I like songs from the 60’s the best</td>
<td>☐ (∃ Song, (Year ∈ [1960..1969]))</td>
</tr>
<tr>
<td><strong>Referential Relative</strong></td>
<td>I like all Moby’s albums before Play</td>
<td>⊕ (∃ Album, (Artist = Moby), (Year &lt; Play.Year))</td>
</tr>
<tr>
<td></td>
<td>I like Dylan’s latest album</td>
<td>⊕ (∃ Album, ⊥ Year, (Artist = Dylan))</td>
</tr>
<tr>
<td></td>
<td>Dylan’s latest album is the worst</td>
<td>☐ (∃ Album, ⊥ Year, (Artist = Dylan))</td>
</tr>
<tr>
<td><strong>Referential Aggregate</strong></td>
<td>I like Elvis when I am working</td>
<td>⊕ (Artist = Elvis), (Situation = Work)</td>
</tr>
<tr>
<td></td>
<td>Elvis is the best when I am working</td>
<td>☐ (Artist = Elvis), (Situation = Work)</td>
</tr>
<tr>
<td><strong>Compound FP</strong></td>
<td>I like Elvis when I am working</td>
<td>⊕ (Artist = Elvis), (Situation = Work)</td>
</tr>
<tr>
<td></td>
<td>Elvis is the best when I am working</td>
<td>☐ (Artist = Elvis), (Situation = Work)</td>
</tr>
</tbody>
</table>
Table 5.5: FP state formula mappings for 2-arity comparatives.

<table>
<thead>
<tr>
<th>2-Arity</th>
<th>Utterance</th>
<th>FP State Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explicit Entity Type</td>
<td>Artist is more important than Album</td>
<td>Artist $\triangleright$ Album</td>
</tr>
<tr>
<td>Explicit Entity</td>
<td>Master of Puppets is better than Ride the Lightning</td>
<td>(Album = 'Master of Puppets') $\triangleright$ (Album = 'Ride the Lightning')</td>
</tr>
<tr>
<td>Explicit Entity</td>
<td>I prefer techno to songs by Creed</td>
<td>(Genre = Techno) $\triangleright$ (Artist = Creed)</td>
</tr>
<tr>
<td>Explicit Enumeration</td>
<td>I like Dylan and Waits better than The Beatles</td>
<td>(Artist $\in$ {Dylan, Waits}) $\triangleright$ (Artist = 'The Beatles')</td>
</tr>
<tr>
<td>Explicit Interval</td>
<td>I like Album three to five better than the others</td>
<td>AlbumNo $\in$ [3..5] $\triangleright$ AlbumNo $\notin$ [3..5]</td>
</tr>
<tr>
<td>Explicit Relative</td>
<td>I prefer newer than 1975 over older</td>
<td>(Year $&gt;$ 1974) $\triangleright$ (Year $&lt;$ 1975)</td>
</tr>
<tr>
<td>Explicit Aggregate</td>
<td>I like the most sold from the 70’s better than rock</td>
<td>(⊤ SoldCopies, (Year $\in$ [1970..1979])) $\triangleright$ (Genre = Rock)</td>
</tr>
<tr>
<td>Referential Entity</td>
<td>I like Dylan’s genre better than Scooter’s</td>
<td>(π Genre, (Artist = Dylan)) $\triangleright$ (π Genre, (Artist = Scooter))</td>
</tr>
<tr>
<td>Referential Interval</td>
<td>I like songs from the 90’s better than classical music</td>
<td>(π Song, (Year $\in$ [1990..1999])) $\triangleright$ (π Song, (Genre = Classical))</td>
</tr>
<tr>
<td>Referential Enumeration</td>
<td>I like albums by Dylan or Waits better than Bush</td>
<td>(π Album, (Artist $\in$ {Dylan, Waits})) $\triangleright$</td>
</tr>
<tr>
<td>Referential Relative</td>
<td>I like all Moby’s albums before Play better than Dylan</td>
<td>(π Album, (Artist = Moby), (Year $&lt;$ Play.Year)) $\triangleright$ (Artist = Dylan)</td>
</tr>
<tr>
<td>Referential Aggregate</td>
<td>I like Dylan’s latest album better than Creed</td>
<td>(π Album, ⊥ Year, (Artist = Dylan)) $\triangleright$ (Artist = Creed)</td>
</tr>
<tr>
<td>Compound FP</td>
<td>I like Bush better than Moby when I am working</td>
<td>(Artist = Bush) $\triangleright$ (Artist = Moby), (Situation = Work)</td>
</tr>
</tbody>
</table>

by FP state formulas in comparative preference contexts using infix notation.

### 5.2.4 PCQL Action Statements

When we use PCQL to model natural language utterances we attach action tags to FP state formulas. An action tag is a domain or applications-specific category that accepts specific FP state formulas as valid arguments. PCQL does not make any assumptions on action tag categories, and it is up to the designer to select a set of tags that suits her needs [Pohl et al., 1995].
An action tag can be used to assert facts, give answers, preferences and/or values. Such a tag accepts one or two arguments, where the (optional) second argument is a collection of values (e.g. a database result set).

The operator $\oplus$ can used to request type of preference. For factual requests (such as asking questions about domain items), projection $\pi$ and aggregates are normally used. However, any formula can be seen as an implicit question, which may warrant the addition of projections to all kinds of formulas. For example, the FP state formula

$$\oplus (\pi \text{Album, (Artist} = \text{Bob Dylan}))$$

can be seen as the wh-question “Which albums by Bob Dylan do you like?”, or as the implicit yes/no question “Do you like the albums of Bob Dylan?”, which can be made explicit by adding of $\pi \text{YN}$. In situations where the type of statement (e.g. wh- or yes/no-question) is important, action tags can be used. Similarly, action tags can express conventional actions. These statements usually accept one (possibly empty) argument. For example, an action tag GREET could be implemented as an empty-argument action to represent the utterance “Hello”, but it could also accept an FP state argument such as: GREET[ (Name = Tom)] to represent “Hello Tom”.

Each dialogue act may correspond to a PCQL action tag. The complete PCQL action statement (action tag and FP state formula) expresses the PCQL action mapping that specifies the dialogue act performed by the agent. Table 5.6 shows some of the possible mappings for the identified dialogue act types discussed in Section 3.3.3 used in the CORESONG system. We will return to the action tag set and its relation to the dialogue acts in Chapter 6. In these examples the focus is on the structure of the dialogue act and action tag. Therefore, only simple FP state descriptions are used, but any of the previously discussed mappings can be used here as well.

### 5.3 Utilizing and Supporting Dialogue

We look at the relationship between recommendation dialogue and preferences from two perspectives: First, we describe ways in which the recommendation dialogue is utilized in order to detect and calculate preferences. Second, we describe how the preference model can serve the recommendation dialogue. This forms the ground-
Table 5.6: A sub-set of PCQL action mappings in CORESONG for dialogue acts in the recommendation dialogue.

<table>
<thead>
<tr>
<th>Act</th>
<th>Utterance</th>
<th>PCQL Action Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Factual Question</strong></td>
<td>What electronic albums are there</td>
<td>ASK [π Album, (Genre = Electronic)]</td>
</tr>
<tr>
<td>Preference Question</td>
<td>Is Moby better or worse than Creed?</td>
<td>ASK [(Artist = Moby) ⊕ (Artist = Creed)]</td>
</tr>
<tr>
<td></td>
<td>Which artists are better than Metallica?</td>
<td>ASK [(π Artist) ⊳ (Artist = Metallica)]</td>
</tr>
<tr>
<td></td>
<td>What do you think about techno?</td>
<td>ASK [⊕ Genre = Techno]</td>
</tr>
<tr>
<td></td>
<td>Which song do you like best on album Weathered?</td>
<td>ASK [⊕ (π Song, (Album = Weathered))]</td>
</tr>
<tr>
<td></td>
<td>Which genres or artists do you prefer?</td>
<td>ASK [⊕ (Value ∈ {Genre, Artist})]</td>
</tr>
<tr>
<td><strong>Factual Statement</strong></td>
<td>These artists belong to the genre rock: [X, Y, Z, ...]</td>
<td>INFORM [π Artist, (Genre = Rock)] VALUES [Artist : {X, Y, Z, ...}]</td>
</tr>
<tr>
<td>Preference Statement</td>
<td>I like techno but I don’t like Moby</td>
<td>INFORM [⊕ (Genre = Techno), ⊕ (Artist = Moby)]</td>
</tr>
<tr>
<td></td>
<td>I like Creed when I work</td>
<td>INFORM [⊕ (Artist = Creed), (Situation = Work)]</td>
</tr>
<tr>
<td><strong>Recommendation</strong></td>
<td>Have you heard the song Just One?</td>
<td>ASK [π YN, (Song = ‘Just One’)]</td>
</tr>
<tr>
<td><strong>Agreement (Reject)</strong></td>
<td>No, I don’t like Hoobastank</td>
<td>INFORM [YN = No, ⊕ (Artist = Hoobastank)]</td>
</tr>
<tr>
<td><strong>Greet</strong></td>
<td>Hello</td>
<td>GREET</td>
</tr>
<tr>
<td><strong>Bye</strong></td>
<td>Good bye</td>
<td>BYE</td>
</tr>
</tbody>
</table>
Table 5.7: Preference utterance types and their connection to dialogue acts. Examples from the music domain.

<table>
<thead>
<tr>
<th>Type</th>
<th>Act</th>
<th>Example</th>
<th>PCQL FP state</th>
</tr>
</thead>
<tbody>
<tr>
<td>direct</td>
<td>PREFERENCE-STMT</td>
<td>I like jazz</td>
<td>⊕ (Genre = Jazz)</td>
</tr>
<tr>
<td>indirect</td>
<td>FACTUAL-QUESTION</td>
<td>What jazz artists are there?</td>
<td>π Artist, (Genre = Jazz)</td>
</tr>
<tr>
<td>hedging</td>
<td>PREFERENCE-STMT</td>
<td>I think I might like jazz</td>
<td>⊕ (Genre = Jazz)</td>
</tr>
</tbody>
</table>

work for the user preference model construct called a preflet put forward in detail in Section 5.4.

5.3.1 Utilizing Dialogue

This section connects the empirically discovered dialogue acts presented in Section 3.3.3, with the theory of Carberry et al. [1999] (see also Section 2.2.2).

According to the theory, a preference utterance type can be classified as direct, indirect, or a hedging. Table 5.7 shows correspondence between utterance types as defined by Carberry et al., and the dialogue acts in the corpus analysis. Classification of utterances into types and dialogue acts are performed by examining the PCQL statements. The occurrence of a preference operator in a PCQL statement signals that the dialogue act is a PREFERENCE-STATEMENT. A preference hedging operator (⋄) further classify the preference statement as a hedging. A projection operator (π), and the absence of any preference operators, indicates a FACTUAL-QUESTION. Preference and projection operators are explained in Section 5.2.1.

Second, we can modify the preference strength by moving up from utterance level and examine the conversational circumstance in which the utterance occurs (Question-and-Answer, Volunteered, Volunteered-Background, Reject-Solution, and Accept-Solution). Table 5.8 shows (sequences) of dialogue acts corresponding to conversational circumstances that have impact on preference detection. A prerequisite for the Question-and-Answer circumstance classification is that the topic of the preference-question from the system and the preference-statement from the user are the same. Otherwise the user’s PREFERENCE-STATEMENT will be classified as VOLUNTEERED. Agreement acts such as REJECT and ACCEPT are con-
Table 5.8: Conversational circumstances and their connection to dialogue acts. Examples from the music domain. Q-A = Question-and-Answer, Vol = Volunteered, Bg = Background, Rej-Sol = Reject-Solution, Acc-Sol = Accept-Solution, S = system, U = user, STMT = Statement.

<table>
<thead>
<tr>
<th>Circ. Act(s)</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q-A</td>
<td>What genre do you like?</td>
</tr>
<tr>
<td></td>
<td>I like jazz</td>
</tr>
<tr>
<td>Vol</td>
<td>I like Eric Clapton</td>
</tr>
<tr>
<td>Vol-Bg</td>
<td>I want to setup a playlist for work</td>
</tr>
<tr>
<td></td>
<td>I like techno</td>
</tr>
<tr>
<td></td>
<td>What techno artists are there?</td>
</tr>
<tr>
<td>Rej-Sol</td>
<td>Have you heard Waterloo by ABBA?</td>
</tr>
<tr>
<td></td>
<td>No. I don’t like ABBA</td>
</tr>
<tr>
<td>Acc-Sol</td>
<td>Have you heard Waterloo by ABBA?</td>
</tr>
<tr>
<td></td>
<td>Yes. I like ABBA</td>
</tr>
</tbody>
</table>

considered as described in Section 3.3.3. Note that it is also possible to use a compound FACTUAL-STATEMENT/PREFERENCE-STATEMENT dialogue act in the case of Volunteered-Background, such as I like Elvis Presley when I work. This is managed with PCQL compound statements. The example above would have the following PCQL FP state formula:

⊕ (Artist = ‘Elvis Presley’), (Situation = Work)

Preference strength and reliability are calculated according to Carberry et al. [1999] (see Section 2.2.2). Utterance type and circumstance are combined into a preference strength measure in the ordinal range weak-2, weak-1, mod-2, mod-1, str-2, str-1, translated to an integer preference strength interval [1, 6] (or [−1, −6] for negative preferences). As noted in Section 2.2.2, reliability is modeled by the use of endorsements, which are viewed as explicit factors that affect the modeling agent’s certainty in a preference strength hypothesis. They are translated to an integer interval [1, 5].

Based on the findings in the corpus study, we provide the following extensions of the original theory:

- **Superlative preference statements** are interpreted as the strongest kind of preference, with preference strength 6 or −6, and reliability measures depending on
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5.3. Utilizing and Supporting Dialogue

• Strengths arising from comparative preference statements are resolved as detailed in Section 5.4.6.

• The conversational circumstance ACCEPT-SOLUTION is assigned with preference strength and reliability as outlined in Section 3.3.3.

Utterance type and circumstance identification patterns (as exemplified in Tables 5.7 and 5.8) can obviously be made more elaborate if needed. However, the examined material indicates that the patterns presented here are sufficient for the kinds of systems dealt with in this thesis.

5.3.2 Supporting Dialogue

The previous section described how the dialogue should utilize the preference modeling framework in order to detect and record preferences. In this section we take the opposite perspective, and examine how the preference structure can support a recommendation dialogue flow.

Constraining and Relaxing Values in Interviews

Generally, constraints are needed when the information space is too big. On the other hand, constraints need to be relaxed when there are no items in the space that match. A collaborative dialogue partner will inform her inquirer of the status, and suggest suitable attributes that should be modified (i.e. relaxed or constrained). Two principal cases of constraining and relaxation of entity types are considered, based on the interview dialogue behavior described in Chapter 3 (Section 3.3.4).

First, factual queries may be incomplete (such as underspecified, ambiguous, or outright erroneous) or over-specified, and thus need to be modified with additional specification before a database query can be carried out. This relates to inquiry-oriented dialogue and may consist of constraining or relaxation. Second, preferences may need to be relaxed or constrained in a similar manner. The dialogue excerpts shown in Figures 3.10 and 3.11 exemplify constraining and relaxation of preferences in dialogue. The two cases are similar. Indeed, we have already established that
factual queries are considered indirect preferences. One might argue however, that the intention of the participant requesting explicit information from e.g. a database is different from the participant who elicits preferences in order to get recommendations.

There are several ways to handle the dynamics of suggesting attribute relaxation and constraining, depending on how complex the domain is, and how advanced (“intelligent”) the attribute selection should be.

A straight-forward and simple way to handle the problem is to pre-define a ranked list of the available domain attributes. For example, in the movie domain, one strategy is to start with generics and go toward specifics for constraining, and reverse the order for relaxation. The “initialization” step of the movie recommendation dialogue strategy model in Figure 4.1 suggests the following constrain order for the movie domain: \textit{Genre, Actor, and Director}.

More elaborate techniques are sometimes required. In particular, there should be some guarantee that e.g. a relaxation of a suggested attribute leads to a possible solution to the original inquiry. Therefore, depending on processing capability and domain description, the ranked-list approach could be augmented with a check that the suggested modification really results in a query that delivers a database result set within a desired range (e.g. larger than 0, but smaller than some pre-defined limit).

Another way to augment the selection process is to let the relaxation and constraining be guided by the content of the user’s preference model. Here, the system would retain strong preferences with high reliability as long as possible and suggest modification of weaker preferences or preferences with lower reliability first. The preference modeling framework suggested below supports both the generic-to-specific approach, as well as a preference dependent approach (see Section 5.4.4).

**Motivations in Indirect Deliveries**

When issuing indirect deliveries, motivations are central for building trust [Swearingen and Sinha, 2002] between user and system, and help explaining the inner workings of the recommender system [Höök, 2000]. Our preference modeling framework supports this by using reliability measures and preference strengths to determine what attributes should be included when generating motivations. Note that this is a domain-dependent issue, since the chosen recommender engine type ultimately
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will dictate what attributes and preferences are available. For content-based engines, which naturally require a domain model in the form of attribute-value descriptions of the included items, users’ preferences can be mapped directly onto these features. A recommended item’s attributes are matched to the user’s preferences for the current situation. Only preferences with reliability above a specified threshold (see Section 5.4.3 below) are considered, and are ranked based on the preference strength. Accordingly, motivations consist of relating features of an item to the strongest preferences with a high reliability in the user’s preference model. This can be expressed in generic PCQL as follows for an attribute-value description of a domain item with a ranked list of entities derived from the preference model.

\[
\text{MOTIVATE} \left[ (\text{Item} = \text{ItemName}), \{e_{\text{type}_1}, e_{\text{type}_2}, \ldots, e_{\text{type}_n}\} \right]
\]

When generating a natural language statement from such a PCQL statement instance, the choice could be to design templates that take into account the number of allowed items on the ranked list [Buczak et al., 2002]. In Chapter 6 (Section 6.4.2) examples of such a template-based approach are described for a music recommender system. Other ways to generate motivations for other types of recommender engines (e.g. CF engines) have been suggested by e.g. Herlocker et al. [2000]. Examples of how the preference model can assist motivation generation and attribute constraining and relaxation are found in Chapter 6.

5.4 The Preflet Construct

Equipped with the specification described in the previous sections, we are ready to implement the preflet user preference model.

5.4.1 Definitions

A basic assumption for our framework to be useful is that domain objects are described by a set of entity types and entity values, (i.e name-value pairs). For example, an object in the music domain can be described by the set of attributes \{ Genre=Alternative, Artist=Audioslave, Album=Revelations, Title='Wide Awake' \}. 
Following Carberry et al. [1999], preference strength is expressed on an integer interval \([1, 6]\), or \([-1, -6]\) for negative preferences. Reliability is expressed on an integer interval \([1, 5]\) and corresponds to the ordinal scale presented in Table 2.2. Entity types are indexed with an importance function value, which is a positive real number. The default value of 1.

We define a sentinel to be of one of three types:

- maximum: \((\top psr(x) : s)\)
- minimum: \((\bot psr(x) : s)\)
- modification: \((\check{\downarrow} psr(x) : s)\)

A maximum sentinel sets an upper-limit preference strength \(s\) for \(x\). Usually \(s\) is a dynamic reference to the strength of another preference, but there may be cases where a static strength defines the sentinel. A minimum sentinel similarly sets a lower-limit preference strength. A modification sentinel guarantees that the preference strength of its subject increases or decreases \(s\) steps, unless the ceiling or floor of the strength interval is reached.

Given the definitions above, a complete preference can be formulated as:

\[ e_f \rightarrow v_{(psr,r,<S>)} \]

\(psr\) is the preference strength in an integer interval \([-6, 6]\) of the entity type \(e\) with an importance function value \(f\), and value \(v\) with a reliability measure\(^4\) \(r\) in the five-graded ordinal interval described in Section 2.2.2, and \(S\) is an optional sentinel expression. Sentinels are used to model comparative preference statements, and are explained in Section 5.4.6.

We further define a preflet descriptor to consist of a mapping from a descriptor name to a value. A preflet descriptor name and value pair is unique and can therefore be used for identification.

Finally, a preflet is a structure that consists of (a) a collection of preferences grouped on entity types, and (b) a set of preflet descriptors.

\(^4\)Unless the reliability measure is explicitly needed for the discussion at hand, we omit it for clarity in the following.
5.4.2 Preflet Descriptors

In general, the preflet uses a finite set of preflet descriptors, with at most one preflet descriptor for each name. Intuitively, each such set combination of preflet descriptors defines a preflet type. For each preflet type, the user builds up user-specific attribute preferences. Each preflet descriptor can be thought of as a dimension of that type.

For example, let us assume that preflets in a certain domain are one-dimensional and describe different situations (we simply call the descriptor name - Situation). The descriptor set is a set of four pre-defined situations (e.g. Work, Exercise, Relax, and Party). This means that each user has at most four preflets to flesh out in our implementation of this domain.

In another example the preflet descriptor set can consist of two descriptors and is thus two-dimensional. The two names are Situation and Mood. A value is here any token assigned by the user. For example, the value of Situation can be defined by the user (such as Exercise) and likewise, the value of Mood (e.g. Happy, Mellow, etc.). The set of valid preflet types in this example is infinite since the user can create as many situations-mood pairs as she wants with one preflet for each pair (e.g. Happy-Exercise, Mellow-Driving, etc.).

In theory a preflet can have any number of preflet descriptors, and each value domain may be closed with pre-defined values (as in the first example) or open for arbitrary tokens (as in the second example). Typically, the number of preflet descriptor names is fixed for a given system, but preflet instances may not use all of them, and the number of preflets connected to a user increases gradually. For example, only Situation but not Mood may have been specified for a preflet at a certain point in a dialogue from the second example domain.

We suppose that exactly one preflet is active, and under discussion, at any given time in the dialogue. The user needs to explicitly switch and/or update preflets by referring to descriptors. That is, Preflet $p_1$ (with the preflet descriptor Situation = $u$) can be updated in the context of Preflet $p_2$ (with a preflet descriptor Situation = $v$) explicitly, such as in the following user utterance example (as response to a recommendation of the song Song x (p2 is active): “No thanks, but Song x is good in Situation $u$”. This updates $p_1$ with a volunteered (positive) preference for Song x, and $p_2$ with a reject-solution (negative) preference for Song x. However, the following dialogue will
still concern $p2$ until the user explicitly activate $p1$ by saying e.g. “Let’s talk about Situation v”.

### 5.4.3 Preference Evaluation

A user’s set of preflets is used for the preference evaluation of domain objects. We assume that in any given moment of the dialogue only one preflet is active, selected based on the preflet descriptors (which in turn could reflect e.g. the situation currently under discussion, or the user’s mood at the moment, depending on how the preflet descriptors for the system are designed). Therefore, the preference evaluation is always performed for a domain item (e.g. movie or song title) w.r.t. one particular preflet—or more precisely w.r.t. the preference set of that preflet.

The recommender engine utilizes the preference model when calculating prediction scores for song entities in the database. Each song is an entity (of entity type `Song`) that is described by a set of attributes from the entity types `Genre`, `Artist`, `Album`, and `Title`, with associated values. When calculating the predicted evaluation score for a specific song, the engine uses the preference strengths of matching genre, artist, and album values; and the importance for each entity type.

More formally, consider a set $S = T_0, \ldots, T_n$ of entity types that is a partition of a finite entity set $E$. For each entity $e$ in $E$, by the set of attributes $A(e)$ we understand the set of pairs of the form $\langle e_i, T_i \rangle$ such that $e_i$ is an entity of type $T_i$. For each such pair $\langle e_i, T_i \rangle \in A(e)$, $e_i$ is called an attribute of $e$. Similarly, let $A(T)$ denote the set of all types $T_i$ of the attributes of the entities of $T$.

Let $I_T$ denote an importance function from $T$ to the set of positive real numbers. Let $S_T$ denote a preference strength function that is a mapping from $T$ to the interval of integers $[-6, 6]$. Moreover, let $C_T$ stand for a closeness-of-match function that is a mapping from $T$ to the interval of integers $[0, 3]$.

Let $T$ be an entity type in $E$ where $I_T, S_T, C_T$ exist for each type $T_i$ occurring in

---

5The reliability measure is used as a threshold. Only preferences with a reliability higher than 2 are considered. However, low reliability preferences are still useful (and therefore retained), since several indications with low reliability may be combined to preferences with high reliability [Carberry et al., 1999].

6The summing of products of preference strength and closeness-of-match follows the model of Carberry et al., which in turn corresponds to a weighted additive model in human decision-making [Carberry et al., 1999].
U1  What genres are there?  
S2a I found these genres in the database: [list].  
S2b I’d like to know more about your preferences.  
S2c What else do you like?  
U2 I like the genre Rock & Roll  
S3a These are the artists that belong to the genre Rock & Roll: [list].  
S3b I’d like to know more about your preferences.  
S3c What else do you like?  
U3 What songs were made by Elvis Presley?  
S4a I found these songs by the artist Elvis Presley: [list].  
S4b I’d like to know more about your preferences.  
S4c What else do you like?  
U4 I like the album Live at Madison Square Garden  
S5a You might like the song Suspicious Minds because it is a Rock & Roll song by Elvis Presley.  
S5b Have you heard it?

Figure 5.1: Sample recommendation dialogue in the music domain. [list] denotes lists of genres, artists, albums or songs. S = system, U = user.

\[ A(T) \]. The evaluation score function \( \sigma_T \) for \( T \) w.r.t. \( I_T, S_T, C_T \) is then:

\[
\sigma_T(e) = \sum_{(e_i, T_i) \in A(e)} I_T(e_i) \times S_T(e_i) \times C_T(e_i)
\]

A normalized evaluation score mapped to a real number interval [-1,1], can be calculated by the normalization formula \( F(x) / \max(\text{range}(F)) \).

**Example 1** For instance, the following preference model is constructed from the dialogue excerpt in Figure 5.1:

- \( \text{Genre}_{(2,0)} \rightarrow \text{Rock&Roll}_{(4,4)} \)
- \( \text{Artist}_{(1,0)} \rightarrow 'Elvis Presley'_{(3,3)} \)
- \( \text{Album}_{(1,0)} \rightarrow 'Live at Madison...'_{(4,4)} \)

In this example, the importance function value for the type genre was increased due to the indirect user interest detected in utterance U1 in Figure 5.1. In our example, all direct preferences are positive, and occur in a question-and-answer circumstance.
According to the model they get a preference strength and reliability of 4 [Carberry et al., 1999]. The request for Elvis Presley’s songs is modeled as an indirect preference, with strength and reliability 3.

Following our example dialogue, the evaluation score for the song ‘Suspicious Minds’ turns out to be 
\[(2.0 \times 4 \times 3) + (1.0 \times 3 \times 3) + (1.0 \times 4 \times 3) = 45\]
resulting in a normalized score of 0.63. Since this is higher than the recommender engine’s threshold (0.50), the song is recommended in utterance S5b in Figure 5.1.

**Example 2** The following example describes how the preference strength evaluation function of a sample preflet is used to calculate the preference score for two objects in the music domain. First, we consider the two domain objects D1 and D2:

\[
D1 : \{ \text{Genre} = \text{Alternative}, \text{Artist} = \text{Audioslave}, \text{Album} = \text{Revelations}, \text{Title} = \text{‘Wide Awake’} \}
\]

\[
D2 : \{ \text{Genre} = \text{Alternative}, \text{Artist} = \text{‘Snow Patrol’}, \text{Album} = \text{‘Eyes Open’}, \text{Title} = \text{‘Chasing Cars’} \}
\]

Then, consider the following (partial) preflet for a particular user:

\[
\begin{align*}
\text{Genre}_{(1.0)} & \rightarrow \text{Alternative}_{(4,4)} \\
\text{Artist}_{(1.0)} & \rightarrow \text{Audioslave}^{(3)}_{(3,3)}, \text{‘Snow Patrol’}^{(3,2)} \\
\text{Album}_{(2.0)} & \rightarrow \text{Revelations}^{(3)}_{(3,3)}, \text{‘Eyes Open’}^{(2,4)}
\end{align*}
\]

As recommended by Carberry et al., a reliability threshold can be used so that only preferences with a reliability rating of 3 (Moderate) or higher are considered. The artist preference for Snow Patrol has a reliability rating lower than the threshold. Therefore, it is not considered at this time. The preference itself is retained of course, since future interactions may accumulate evidence that increases the reliability rating to a useful level.

The maximum evaluation score for a domain item (Song) for the example preflet is 72\(^7\). The normalized preference evaluation score for D1 is 45/72, and 24/72 for D2. Table 5.9 shows the preference evaluation score calculations for the example preflet.

---

\(^7\)There are three entity types in this domain, the maximum strength is 6, the maximum closeness of match is 3, and the entity type Album has importance function value 2.0—the others have 1.0.
Table 5.9: Evaluation scores for example domain objects D1 and D2, given the partial preflet. Imp-F = Importance Function, Str = Strength, C-o-M = Closeness of Match, Rel. = Reliability.

<table>
<thead>
<tr>
<th></th>
<th>Imp-F</th>
<th>Str</th>
<th>C-o-M</th>
<th>Product</th>
<th>Rel.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>D1 (“Wide Awake” by Audioslave)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Genre</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>Artist</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>Album</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>18</td>
<td>3</td>
</tr>
<tr>
<td>Evaluation score</td>
<td>45</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normalized score</td>
<td>0.63</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Imp-F</th>
<th>Str</th>
<th>C-o-M</th>
<th>Product</th>
<th>Rel.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>D2 (“Chasing Cars” by Snow Patrol)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Genre</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>Artist</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>Album</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>Evaluation score</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normalized score</td>
<td>0.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Example 3**  Our third example shows the a score evaluation for both negative and positive preferences. First, consider an addition to the user’s preflet from Example 2.

\[ \text{Artist}_{(1.0)} \rightarrow \text{Creed}_{(-5.3)} \]

Then, consider the domain object D3.

\[ D3 : \{ \text{Genre}=\text{Alternative}, \text{Artist}=\text{Creed}, \text{Album}=\text{Weathered}, \text{Title}='\text{Hide}' \} \]

D3’s evaluation score is \((1.0 \times 4 \times 3) + (1.0 \times -5 \times 3) + (1.0 \times 0 \times 0) = -3\) (normalized score \(-0.04\)), since the positive preference for the matching genre is slightly weaker than the negative preference for the matching artist.

### 5.4.4 Constraining and Relaxing Attributes

Preflets support two kinds of attribute selection for constraining and relaxing attributes in the dialogue (see Section 5.3.2): the **generic-to-specific** approach, and
the preference-based approach. Both approaches build on the concept of an ordered list of entity types that are constrained (or relaxed) in order.

The Generic-to-Specific Approach

With this basic approach, we pre-suppose that the entity types in a domain can be ordered in terms of generality. That is, certain types have the power to describe domain objects in a more general sense than other types. In the music domain, for example, *Genre* is more general than *Album*. This information is made available to the active preflet as an ordered list, along with a record of which attributes have been requested by the relax and constrain functions. As supported by the recommendation dialogue corpus in Chapter 3, the recommender agent starts by constraining the most general entity type and move on to specifics. The relaxation strategy takes the opposite direction, and tries to eliminate specific entity types first.

The Preference-Based Approach

The ordered list of entity types that need to be constrained or relaxed can be generated based on the contents of the preflet. We utilize importance function first, and in cases where importance function values are identical, the number of reliable entity values for each type. The algorithm can informally be described as follows for Constrain operations:

1. Order entity types (descending order) on importance function value (see Section 5.4.3).

2. If two types have the same importance function value:
   
   (a) Eliminate entity values for each type where reliability is 3 or higher. (We use the same threshold as for preference score evaluation.)
   
   (b) Order types of equal importance by counting the remaining values (the more values attached to a type, the more important it is considered to be for the user).

3. Reverse the list for Relax operations.
Example  Consider the following preflet for user U:

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>U</td>
</tr>
<tr>
<td>Situation</td>
<td>Exercise</td>
</tr>
<tr>
<td>Genre</td>
<td>Techno (2,0), Dance (4,3)</td>
</tr>
<tr>
<td>Artist</td>
<td>Scooter (4,3)</td>
</tr>
<tr>
<td>Album</td>
<td>BodyCombat31 (4,4), 'A Tribute to the King' (3,4)</td>
</tr>
</tbody>
</table>

When applying the preference-dependent approach, the ordered constrain list for this user would be:

1. Genre
2. Artist
3. Year
4. Album

Since Genre and Artist have the same importance (2.0), and the same number of values (the genre Techno is removed due to its low reliability), the default generic-to-specific order is retained. For Year and Album, both with lower importance function value than Genre and Artist, Year is ranked the higher of the two since three reliable values are connected to it compared to only two for Album. If relaxation are required in the dialogue, the strategy is thus to start from the bottom of the list instead.

There are times when choosing the static generic-to-specific approach to attribute selection is desirable. First, since constrain operations in the dialogue are carried out as part of the preference modeling process, there are often times when a preference-dependent approach cannot be used since there are no preferences (yet) to guide the selection process. Thus, it can also be seen as a fall-back strategy to the preference-based approach. Second, certain domains and applications might require constraining and relaxation to be carried out in the same order, even if there are preferences available.
5.4.5 Preference Updates and Conflicts

Human preferences are hard to quantify—especially in domains based on taste or gratifications, such as music, movie, and literature preferences. In some cases, this is a result of the inbuilt vagueness of human preference expressions in natural language. In other cases, a user simply changes her preferences. A model aiming at maintaining a correct user preference model must therefore be able to detect and resolve such issues, so that each entity value is assigned a single strength-reliability tuple in a preflet.

This section suggests that three main classes of update issues can occur (more or less frequently) when updating a preflet model. Section 5.4.6 presents resolution heuristics for each of these update issues.

- Accumulated Evidence Modification (AEM)
- Incomplete Comparative (IC)
- Conflict (C)

It is natural that preferences change between sessions; and sometimes even within sessions. Furthermore, preference detection is a cumulative process, and the system needs ways to combine several pieces of evidence for the an entity type and value into one combined preference strength. The issue of Accumulated Evidence Modification (AEM) deals with the problem of deciding when to overwrite previously collected preferences, or how to modify preferences, given new acquisitions.

Since we allow for comparative preference statements, such as *x is better than y*, we need to consider cases where the comparison argument is unknown (e.g. the preference for *y* in the example above). And even if the comparison argument is known, it is not trivial to quantify *how much* better or worse something is compared to the comparison argument. This issue is called the issue of Incomplete Comparative (IC) and can be broken down into two cases:

- IC1: \( x \succ y \), \( pstr(y) \) is known.

---

8 As noted in Chapter 2, we do not try to capture the quantitative difference between awesome, great, super, splendid or extraordinary, brilliant etc.

9 Rather, “as correct as possible”. There is no evidence that even human recommenders are able to maintain a “correct” preference model of recommendation dialogue partners.
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- IC2: $x \triangleright y$, $pstr(y)$ is unknown.

Here, $pstr(y)$ is the preference strength (including polarity) for entity type or value $y$. The problem for resolving IC is to assign a correct preference strength for $x$.

The third case—the issue of Conflict (C)—is also divided into sub-cases\(^{10}\) (C1–5). They involve incompatible preference statements in the same preflet. The following list provides the conflict cases. Note that the temporal order in which the preferences are detected matters:

- **C1:**
  1. a superlative $\succeq x$ is detected.
  2. a comparative $y \triangleright x$ is detected, causing $pstr(y)$ to “hit the ceiling”.

- **C2:**
  1. a comparative $y \triangleright x$ is detected.
  2. a superlative $\succeq x$ is detected, which violates (1).

- **C3:**
  1. a comparative $x \triangleright y$ is detected.
  2. accumulated evidence for $\ominus y$ results in $pstr(y) > pstr(x)$, thus violating (1).

- **C4:**
  1. The calculation of multiple sentinels results in conflicting strengths.

- **C5:**
  1. Circle reference between two sentinels.

C1–3 naturally have inverses C1’–C3’ where the preference operators are inverted. For instance, the temporal order for C1’ is identical to C1, but preference operators are inverted:

\(^{10}\)All sub-cases dealt with here involve comparatives. Conflicts concerning descriptive preferences are identified and resolved by Carberry et al. [1999]
1. a superlative $\Box x$ is detected.

2. a comparative $y \prec x$ is detected.

The next section suggests heuristics for resolving the described update issues.

5.4.6 Preflet Update Resolution Heuristics

Resolving Accumulated Evidence Issues (AEM)

Continuous updates of a user’s preferences given the content of an on-going dialogue is detailed by Carberry et al. [1999]. We use their approach by utilizing endorsements as reliability measures, as briefly outlined in Chapter 2. The interested reader is encouraged to study the original work by Carberry et al.

Resolving Incomplete Comparatives (IC)

Comparative preference statements state something about the relationship between two entity types or values. Section 5.2.3 details PCQL FP state formulas for comparative preference statements. If we allow for such statements and want to do something useful about them in a preference modeling framework (as R1c in Table 5.1 dictates), we need a way to maintain such comparative relations over time. The sentinel concept is used to accommodate this. Sentinels are assigned to the first of the two arguments that are part of any comparative statement.

IC1 The system simply assigns $x$ with a modification sentinel

$$<\‡pstr(y):+1>$$

There may well occur situations where previously detected preference strengths indicate that the user thinks that $x$ has a higher strength than $y$. A more recent comparative statement, such as IC1, that contradicts this will have precedence and overwrite the old $pstr(x)$. The modification solution is thus a direct application of the recency guideline.
IC2 Simple enough, IC2 is handled in a similar fashion as IC1, but with a slight addition. The modification sentinel is identical, but since there is no previous record of $pstr(y)$ the system assigns it a default strength of 3, with the weakest form of reliability (1). This means that $pstr(x)$ will receive a value of 4 when the preflet is updated.

Resolving Conflicts (C)

One general approach to resolving potential conflicts in our model is to put emphasis on the most recent discovered preference. The reason for this is grounded in the definition from Chapter 2, which states that preferences are not goals that are fully specified at the outset of the interaction, but rather come into play as users must evaluate alternatives. This is echoed by the exploratory character of the interaction found in the empirical analysis in chapters 3 and 4.

With the guideline of recency in mind, we outline heuristics for resolving the conflicts C1–5. Inverses (C1’–3’) are handled symmetrically by reversing polarity on sentinels and strengths.

C1 Superlative preferences are treated as very strong direct preferences, independent of which conversational circumstance they occur in. Thus, a preference $\boxplus x$ is assigned as $pstr(x) = 6$. If a comparative preference $y \succ x$ is detected later, the C1 conflict arises. Since there is no room for a higher preference strength beyond 6 the solution is to assign $pstr(y) = 6$ and attach a sentinel $< \frac{1}{2} pstr(y) : -1 >$ to $pstr(x)$. A viable alternative would be to leave the original $pstr(x) = 6$ since it is (was) a very strong preference. However, the former solution embraces the recency guideline and encourages a dynamic preference model.

C2 C2 has the same preference statement types as C1, albeit in different order. Note that we assume that the respective strengths of the comparative statement C2(1) has been resolved using either IC1 or IC2 (above). The simplest solution to C2 is to simply treat the superlative C2(2) as a stand-alone superlative; i.e. $pstr(x) = 6$.

\[\text{11}^{11}\text{This approach is suitable for “taste”- or gratification-based domains, but it is possible that the latter alternative would be suitable for more objective domains (such as purchasing a digital camera, where preferences concern hard requirements such as size, resolution, battery longevity, etc.).}\]
The previously detected preference strength for $y$ remains as is. However, strictly, this imposes problems of maintaining the meaning of the comparative $C_2(1)$. An alternative solution would be to allow $\text{pstr}(x)$ and $\text{pstr}(y)$ to both “hit the ceiling” when the superlative preference for $x$ is detected (independently of what $\text{pstr}(y)$ was before); thus trying to conserve the preference of $C_2(1)$. This could be viewed as a problem—and violation of the recency guideline—since a user may potentially “get stuck” with an old comparative preference. We argue for the former option, since we view the $C_2(1)$ and $C_2(2)$ as a case of the user “changing her mind” regarding $x$.

This potential conflict deals with the fact that indirect preference statements (usually factual questions) may increase the preference strength through combination [Carberry et al., 1999]. A previously detected comparative $C_3(1)$ may thus in theory be overridden by a series of indirect preference statements. Since the system should respect any direct preferences (such as the comparative $C_3(1)$), we need a heuristic to avoid this. Simply put; accumulated preferences via indirect preference utterance types never supersede direct preference statements. For instance, if a user has previously said that he likes Jazz better than Rock, but accumulates a strong positive preference toward Rock based on “Rock” queries (indirect preferences), the model does not infer that the user thinks that Rock is better than Jazz. The solution is to apply a maximum sentinel on the preference strength for ($\text{Genre} = \text{Rock}$) and connect it to the preference strength for ($\text{Genre} = \text{Jazz}$). For this example we assume that any IC issue has been resolved so that the preference strength for ($\text{Genre} = \text{Jazz}$) is known to be 4, and that the reliability is known to be 3. The resulting preflet from this example in a specific dialogue state could be written as:

$$\text{Genre}_{(1,0)} \rightarrow \text{Jazz}_{(4,3)}, \text{Rock}_{(3,3,<\top(\text{Genre}=\text{Jazz})>}$$

If a user later uses a (direct) comparative statement that affects these preferences, such as “I think that rock is better than jazz”, the associated maximum sentinel is replaced with a standard comparative modification sentinel.

Solving conflict types 4 and 5 could be an interesting application for constraint (logic) programming. However, this is beyond the scope of this thesis.
From an interaction point of view, it might also be better to not try and resolve conflicts “under the hood”, but instead fuel the dialogue by bringing the conflicts up for discussion with the user. Awaiting either a constraint programming solution, or explicitly discussing conflicting preferences in the dialogue, we present a somewhat naive solution to the problem: In order to avoid combinatorial explosion we do not allow sentinels referring to other sentinels. The older of the two sentinels is “grounded” as a fixed strength, and the more recent sentinel is constructed as usual. In cases where the older sentinel’s value cannot be determined, a medium strength and low reliability is suggested (e.g. strength 3 and reliability 2). However, these values can be tuned in the given application.

5.5 Summary

We have provided a user preference model framework that supports and utilizes natural language dialogue tailored for recommendation dialogue. The work extends the preference-detection model of Carberry et al. [1999] with an additional conversational circumstance, and with the addition of comparative and superlative preference statements. The framework is centered around the concept of preflets, which are collections of situation-based preferences for a particular user, allowing users to have different preferences for the same entity type or value in different situations. Preflets also allow a recommender engine to use the preference evaluation score formula to estimate predictions of domain items based on a specific preflet.

The PCQL formalism was also introduced. PCQL handles preferential and factual statements and requests by the use of FP state formulas as arguments to action tags.

PCQL and preflets form important constructs for the recommendation dialogue model BCORN presented in the next chapter.
This chapter presents the BCORN model for a generic recommendation dialogue strategy with conventional, information-providing, and recommendation capabilities. An implementation of BCORN is also described: the music conversational recommender system CORESONG, which is evaluated in Study III with end-users in order to verify the behavior-based conversational recommendation strategy.

This chapter ties together several aspects of the previous chapters into the BCORN recommendation dialogue strategy model. First, we introduce dialogue behaviors which are expressed computationally in dialogue behavior diagrams (Section 6.1). Second, BCORN is described (Section 6.2). The BCORN model is constructed using dialogue behavior diagrams that each describes a natural chunk of an agent’s dialogue strategy. The empirical base for the behaviors of BCORN was presented in Chapters 3
and 4. Since a central concept of BCORN is that recommendation dialogue is viewed as an emergent phenomenon of several dialogue behavior diagram instances that are run in parallel, Section 6.3 discusses how emergence is handled. BCORN is implemented in the CORESONG conversational music recommender system, which is covered in Section 6.4. CORESONG is used in an overhearer end-user evaluation, described in Section 6.5.

6.1 Dialogue Behavior Diagrams

The basic concept of the architecture outlined in this chapter is the dialogue behavior. A dialogue behavior is an informal term denoting a result of linguistic actions in a context (see Chapter 2). Some dialogue behaviors are general (e.g. a conventional dialog behavior of greeting and farewell), and some are specific (e.g. a ticket booking dialogue behavior). A dialogue agent thus needs a dialogue strategy model that includes dialogue behaviors that can co-exist but at the same time have a clear order of priority. It is also imperative that the model adjusts to the needs of different back-end resources at hand in a particular application.

Similar to the behavior-based model proposed by Brooks [1991b], BCORN is constructed using state automata organized in strata\(^1\). A stratum is a technical term that refers to internal structures used to generate dialogue behaviors. Strata express dialogue behaviors of the dialogue agent that are both natural conceptually and efficient computational mechanisms. The complete dialogue strategy of an agent is the result of running several strata in parallel in a strata machine, leading to an emergent agent behavior. A desirable characteristic of such emergent behavior is to be coherent, flexible, and effective.

Computationally, a dialogue behavior is coded into a state automaton. For example, “answering a question”, or “greeting a dialogue partner” may be considered as natural dialogue behaviors, if these notions also can be coded into a well-behaved state automaton.

The states of the automaton we use are decorated with command statements, that can be either atomic statements or variable assignments. The special variable \(\%\)

\(^1\)In order to avoid confusion with all implications from Brooks’ original work, which has inspired this work in part, we use the term stratum instead of layer.
always holds the return value of the previously issued command.

We define three different commands: \texttt{in}, \texttt{out}, and \texttt{call}.

\texttt{in} \hspace{1em} The \texttt{in} command reads tokens from a designated input stream.

\texttt{out} \hspace{1em} The command \texttt{out} takes one argument which it writes on a designated output stream. Each automaton uses one separate unique input and one output stream (which is sufficient for the needs of bcorn, but could be generalized).

\texttt{call} \hspace{1em} The command \texttt{call} is used to invoke and use results from other software modules, denoted jointly as \textit{external resources}. The \texttt{call} command has the signature \texttt{call \langle ext-resource, \{arg\}^* \rangle}. Here \texttt{ext-resource} is the name of an external resource and \texttt{\{arg\}^*} is a list of arguments sent to the \texttt{ext-resource} in the invocation. Each invocation of an external resource returns a value, but they are not necessarily functional modules and often carry an internal persistent state.

A \textit{Dialogue Behavior Diagram} (dbd) describes a state automaton where each state contains (one or more) \texttt{commands} and transitions are decorated with (possibly empty) \textit{conditions}. The \texttt{dbd} automaton is similar to the UML activity diagram\(^2\). The conditions on the state transitions are standard boolean expressions, formed using variables and primitive functions for the value data types of those variables\(^3\).

A \texttt{dbd} is executed by traversing the transitions and executing the commands like a flow chart execution. The transitions are fired when the conditions of the variables are met. That is, the transitions do not consume input. Instead, it is the \texttt{in} command that consumes input. The \texttt{dbd} automaton will pause each time it reaches a state with the command \texttt{in}, until the next input token is available. The \texttt{dbd} automaton will stop indefinitely if it reaches a state where there is no outgoing transition with a satisfied condition.

The execution of the \texttt{dbd} automaton can be expressed with automata trajectory semantics. We assume a \textit{state environment} as a part of each state in which the

\(^2\)States are depicted as a square with rounded corners. Entry nodes are depicted as black dots and exit nodes as black dots with a surrounding circle. An exit node marks that a stop is normal.

\(^3\)We use C-style boolean operators (==, !, >, <).
commands and conditions are executed. The state environment consists of the input and output streams, and a value assignment for the variables (including \%).

An execution trajectory $T$ of a DBD automaton $D$ for a given input stream $I$ is a sequence $s_1 \xrightarrow{c_1} s_2 \xrightarrow{c_2} \ldots \xrightarrow{c_{n-1}} s_n$ such that:

- $s_1$ is a start state of $D$ with a state environment that includes $I$, an empty output stream and an empty variable assignment map.

- $s_{i+1}$ is a state obtained following an outgoing transition with a condition $c_i$ of the state $s_i$ where:
  - the state environment of $s_{i+1}$ is obtained by executing the commands of $s_i$;
  - the condition $c_i$ is evaluated to true in the state environment of $s_{i+1}$.

By the produced state environment of $T$ we understand a (final outgoing) state environment obtained by executing the commands of the last node $s_n$ in the state environment of $s_n$. By the produced output stream $O$ of $T$ we mean the output stream $O$ found in the produced state environment of $T$. Let $D$ be a deterministic DBD\(^4\), and $T$ the unique execution trajectory for a given input stream $I$. Then we call the produced output stream of $T$ for the dialogue behavior of $D$ w.r.t. $I$.

Similar to the UML activity diagram\(^5\), the DBD can use a sub-diagram within a super-state, called a sub-behavior DBD. The sub-behavior diagrams use explicit entry and exit nodes, similar to activity sub-diagrams. The value of the \% variable when exiting the exit node is the same as that of the previous node. This value is also the value of the whole diagram that is exported to the invoking super DBD after the exit point.

From an interaction perspective, the DBD design supports the three-entity interaction model [Ibrahim and Johansson, 2002b] (see Chapter 2) since the in and out commands in the DBDs implement the user–agent linguistic communication interaction, and the call command implements the agent’s domain information presentation.

\(^4\)We only consider deterministic automata, since this is all we need in practice.

\(^5\)Since activity diagrams naturally relate to statechart diagrams, the emerging standard of W3C’s State Chart XML is an option for specifying dialogue behavior diagrams.
Exactly what is, and what is not, considered a “reasonable” dialogue behavior is a design question which the DBD framework leaves open to the DBD developer. The DBD is a conceptual framework in which the actual design of the BCORN model can be expressed.

6.2 BCORN Dialogue Behaviors

This section details the four DBDs that constitute the BCORN model: Conventional, Direct Delivery, Indirect Delivery, and Interview. The dialogue behaviors of these four DBDs have been conceptualized through the empirical investigations described in Chapters 3 and 4.

In an implementation, the DBDs are instantiated into strata which means that the names of external resources in the DBD are connected with implementations of said external resources. Each DBD has as many DBD instances as needed for a particular application.

6.2.1 Conditions and PCQL in BCORN

Before detailing the behaviors, a description of the conditions used in the DBDs is needed. As the internal message-passing format for BCORN is PCQL, a set of specific condition functions are defined that query FP state formulas of PCQL action statements (see Chapter 5). Table 6.1 shows the available condition functions for BCORN DBD instances. These convenience functions are used directly as guards on the DBD transitions. Examples of their use is found in the upcoming sections.

6.2.2 PCQL Action Tags and Dialogue Acts

In the recommendation dialogue characterization presented in Chapter 3, a set of dialogue acts was described. Before moving on to the DBD descriptions below, we will summarize the relation between the PCQL action tags found in the diagrams, and the dialogue acts found previously. BCORN employs PCQL action tags that specify recommendation dialogue in detail for two reasons: (a) generic dialogue acts are often not specific enough to aid in the user preference modeling [Pohl et al., 1995], and (b)
### Table 6.1: BCORN condition functions and return types.

<table>
<thead>
<tr>
<th>Function</th>
<th>Return</th>
<th>PCQL example (x)</th>
<th>Return</th>
</tr>
</thead>
<tbody>
<tr>
<td>get-value(attr, x)</td>
<td>String</td>
<td>\textit{INFORM} { (YN = Yes) }</td>
<td>Yes</td>
</tr>
<tr>
<td>Note: (attr = YN)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>get-tag(x)</td>
<td>String</td>
<td>\textit{INFORM} { ⊕_0 (Genre = ‘Rock’) }</td>
<td></td>
</tr>
<tr>
<td>no-of-values(x)</td>
<td>Integer</td>
<td>\textit{RESULT} { π Genre } \textit{VALUES} { Jazz, Rock }</td>
<td>2</td>
</tr>
<tr>
<td>is-empty(x)</td>
<td>Boolean</td>
<td>\textit{RESULT} { π Genre } \textit{VALUES} { Jazz }</td>
<td>false</td>
</tr>
<tr>
<td>is-ask(x)</td>
<td>Boolean</td>
<td>\textit{ASK} { π Album, (Artist = 'The Hives') }</td>
<td>true</td>
</tr>
<tr>
<td>is-neg-pref(x)</td>
<td>Boolean</td>
<td>\textit{INFORM} { ⊕_0 (Artist = 'Moby') }</td>
<td>false</td>
</tr>
<tr>
<td>is-pos-pref(x)</td>
<td>Boolean</td>
<td>\textit{INFORM} { ⊕_0 (Artist = 'Moby') }</td>
<td>true</td>
</tr>
</tbody>
</table>

the action tags specify and aid in the template-based generation process. Table 6.2 lists the action tags of BCORN’s dialogue behavior diagrams, and Table 6.3 shows the available action tags attached to PCQL interpretations of user utterances.

#### 6.2.3 Conventional

Conventions form the basis of dialogue sessions, and include opening and closing of dialogs. Figure 6.1 shows a DBD describing BCORN’s conventional dialogue behavior. It starts with a welcome message as the PCQL action statement

\textit{WELCOME[ ]}

in node 11 (Figure 6.1). Greetings and farewells will be returned as expected (nodes 13 and 14), and any other user input will be followed by an exhortation to try again (node 15). The transition between node 12 and 13 illustrates the use of BCORN’s condition functions. Consider the case where the user utterance “Good bye” has been interpreted as the PCQL statement

\textit{BYE[ ]}

The \texttt{get-tag} function takes the incoming PCQL statement as argument and returns the action tag (\texttt{BYE}), causing the guard on the transition to evaluate to \texttt{true}.

On its own, the dialogue behavior of the conventional DBD does not do much to
Table 6.2: System action tags and dialogue acts in CoreSONG.

<table>
<thead>
<tr>
<th>Action Tag</th>
<th>Dialogue Act</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Conventional</strong></td>
<td></td>
</tr>
<tr>
<td>GREET</td>
<td>OPENING</td>
</tr>
<tr>
<td>BYE</td>
<td>CLOSING</td>
</tr>
<tr>
<td>TRY-AGAIN</td>
<td>FACTUAL-REQUEST</td>
</tr>
<tr>
<td>WELCOME</td>
<td>OPENING</td>
</tr>
<tr>
<td><strong>Direct Delivery</strong></td>
<td></td>
</tr>
<tr>
<td>RESULT</td>
<td>FACTUAL-STATEMENT</td>
</tr>
<tr>
<td>RELATED</td>
<td>FACTUAL-STATEMENT</td>
</tr>
<tr>
<td>NEXT</td>
<td>REQUEST (pref. or fact.)</td>
</tr>
<tr>
<td><strong>Interview</strong></td>
<td></td>
</tr>
<tr>
<td>NORESULT</td>
<td>FACTUAL-STATEMENT</td>
</tr>
<tr>
<td>EXCESS</td>
<td>FACTUAL-STATEMENT</td>
</tr>
<tr>
<td>RELAX</td>
<td>PREFERENCE-REQUEST</td>
</tr>
<tr>
<td>CONSTRAIN</td>
<td>PREFERENCE-REQUEST</td>
</tr>
<tr>
<td><strong>Indirect Delivery</strong></td>
<td></td>
</tr>
<tr>
<td>MOTIVATE</td>
<td>MOTIVATION</td>
</tr>
<tr>
<td>RECOMMEND</td>
<td>RECOMMENDATION</td>
</tr>
<tr>
<td>ACKNOWLEDGE</td>
<td>ACKNOWLEDGE</td>
</tr>
<tr>
<td>ASKRATE</td>
<td>PREFERENCE-REQUEST</td>
</tr>
</tbody>
</table>

Table 6.3: User action tags and dialogue acts in CoreSONG.

<table>
<thead>
<tr>
<th>Action Tag</th>
<th>Dialogue Act</th>
</tr>
</thead>
<tbody>
<tr>
<td>GREET</td>
<td>OPENING</td>
</tr>
<tr>
<td>BYE</td>
<td>CLOSING</td>
</tr>
<tr>
<td>ASK</td>
<td>FACTUAL-REQUEST</td>
</tr>
<tr>
<td>INFORM</td>
<td>FACTUAL-STATEMENT</td>
</tr>
<tr>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>NO</td>
<td>ACKNOWLEDGE</td>
</tr>
</tbody>
</table>
help a user with any task. However, it is a well-defined dialogue behavior that fits as a part of a dialogue agent’s complete strategy.

A user of information-providing or recommender systems expects some sort of useful delivery. This is catered for by the dialogue behaviors of BCORN’s other DBDs as detailed below.

### 6.2.4 Direct Delivery

On a fundamental level, the goal for a BCORN system is to provide the user with a delivery. This can, for instance, be an explicitly requested piece of information, or a recommendation of some sort. Figure 6.2 shows the direct delivery DBD. For user statements of the type ASK (requests), the DBD uses a call LookUp in node 24, typically to a database, or any information repository that the user may wish to query. In cases where a successful call LookUp has been made (that is, a non-empty result set not larger than a predefined size limit is returned), a direct delivery in the form of a PCQL statement with a RESULT tag and an FP formula with a VALUES part is passed as an argument to the out command in node 25.

In other cases, the call LookUp may not be successful and hence no delivery is made. In such cases the DBD returns to node 21 and awaits new user input. Such cases are handled by the interview behavior (see Section 6.2.5).
In order to support domain exploration and to drive the dialogue forward (conversational impetus) and to support preference elicitation by presenting related information (see Chapters 3 and 4), one extra step is performed in the case of positive preference statements. Node 22 transforms such statements into tailored requests, and fetches information related to the preference from an external resource in node 23 (e.g. utterance S1a in Table 6.4).

Note that the Direct Delivery DBD only has the power of delivering results; and is only helpful when the user has provided a complete query. A more cooperative agent will help the user to complete erroneous or ambiguous requests. Such help is available in the interview dialogue behavior.

6.2.5 Interview

The purpose of the interview is to collect relevant information about domain entity types (e.g. genres, artists or albums in the music domain) or specific items (e.g. song titles). Figure 6.3 shows the Interview DBD. This is a useful dialogue behavior in
Table 6.4: Example of direct delivery in the music domain. Known entity types and values are in *italics*. 

<table>
<thead>
<tr>
<th>Dialogue</th>
<th>in/out</th>
</tr>
</thead>
<tbody>
<tr>
<td>U1 <em>Pearl Jam</em> is an excellent band</td>
<td>21</td>
</tr>
<tr>
<td>S1a Ok. <em>Pearl Jam</em> has made the following albums: [list]</td>
<td>23</td>
</tr>
<tr>
<td>S1b What else can I do for you?</td>
<td>26</td>
</tr>
<tr>
<td>U2 What songs are on the album <em>Vitalogy</em>?</td>
<td>21</td>
</tr>
<tr>
<td>S2a These are the songs on the album <em>Vitalogy</em>: [list]</td>
<td>25</td>
</tr>
<tr>
<td>S2b What else can I do for you?</td>
<td>26</td>
</tr>
</tbody>
</table>

cases where user requests cannot be completed (perhaps due to an incomplete or ambiguous request, or if there are no matches to a valid request). It is also useful in preferential interviews used for recommendations, where the agent acquires user domain preferences in order to construct user preference data for a recommender engine.

Even though they implement the same **dbd**, the point of difference between the two is that the former has the characteristic of a specific goal formulated by the user, whereas the latter is dynamic and depends on the underlying external resource **LookUp**. That is, for preferential interviews there is not a specific number of attributes that need to be filled (as in a static slot-filling approach), but rather depends on the kind of attributes and values elicited by the user and how useful these are to the recommender engine.

If call **LookUp** returns an exceptional result (such as no, or too many, matches in a database) a clarification sub-dialogue is needed to sort things out. This falls under the dialogue behavior described by this **dbd** since the system asks the user to complete her original request. Table 6.5 shows an example of the resulting surface generation for the execution trajectory\(^6\)

\[
51 \Rightarrow 54 \Rightarrow \ldots \Rightarrow 57 \Rightarrow 51
\]

in Figure 6.3. In this example, the incoming user utterance U1 is formalized as the

\(^6\)We omit conditions on the transitions when these are not relevant for the ongoing discussion.
PCQL statement

\[
\text{ASK} \left[ \pi \text{ Album}, (\text{Artist} = \text{'The Hives'}), (\text{Year} < 1985) \right]
\]

Since we have an ASK tag (and a projection \( \pi \) in the FP state formula), the condition is-ASK on the transition between nodes 51 and 54 evaluates to true. The invocation of LookUp in node 54 results in an empty result set, since the query is valid (i.e. all entity types are recognized) but no entries in the database satisfy the given constraints (artist and year). The condition is-empty on the transition between nodes 54 and 55 therefore evaluates to true, causing the transition to node 55, where the status is written to the out stream with the command out. A surface realizer may later generate this as utterance S1a in Table 6.5. Following the interview dialogue behavior, node 56 invokes call Relax. This external resource’s task is to return an entity type that needs to be relaxed\(^7\). In our example, year is the chosen type. This

\(^7\)The implementation of Relax can be of varying complexity, such as a static ordered list of types, or a more elaborate algorithm that calculates the optimal type to be relaxed. The preflet solution (Chapter 5) is suitable for this example.
Table 6.5: Example of an interview with attribute relaxation in the music domain. Known entity types and values are in italics. S = system, U = user.

<table>
<thead>
<tr>
<th>Dialogue</th>
<th>in/out</th>
</tr>
</thead>
<tbody>
<tr>
<td>U1</td>
<td>List all albums by The Hives released before 1985.</td>
</tr>
<tr>
<td>S1a</td>
<td>There are no albums that match.</td>
</tr>
<tr>
<td>S1b</td>
<td>Do you want to relax the year constraint?</td>
</tr>
<tr>
<td>U2</td>
<td>Ok</td>
</tr>
</tbody>
</table>

is incorporated into an fp state that is assigned to the % variable. Node 57 invokes the command out with the following PCQL action statement:

\[
\text{RELAX} \left[ \pi \mathcal{W}, \text{Year} \right]
\]

This statement is surface realized as S1b in Table 6.5. The DBD transits to node 51, awaiting new user input.

Queries that result in very large result sets (i.e. exceeding a defined limit number of values) need constraining instead of relaxation. Constraints are handled in a similar manner as relaxations described above.

If the Interview DBD is used in conjunction with a recommender engine and a preference model, the agent’s role is to interview the user for preferences in order to be able to provide recommendations. Then the LookUp interface is implemented using a recommender engine\footnote{We have experimented with content-based and hybrid engines [Burke, 2002]. A pure collaborative filtering engine does not make use of entity type preferences, but rely solely on explicit item ratings. Such a DBD’s external resources Relax and Constrain would have to operate on items rather than entity types. This does not, however, affect the design of the Interview DBD.} which—like the external resource for information database lookups in the previous section—returns sets of items. This kind of interview is exemplified in Table 6.6, which corresponds to the execution trajectory:

\[51 \Rightarrow 54 \Rightarrow 58 \Rightarrow 59 \Rightarrow 60\]

The recommender engine used in the external resource LookUp delivers a list whose number of values is larger than the pre-defined limit, causing the DBD to transit to...
Table 6.6: Sample preference interview in the music domain. $S = \text{system}, U = \text{user}$.

<table>
<thead>
<tr>
<th>Dialogue</th>
<th>in/out</th>
</tr>
</thead>
<tbody>
<tr>
<td>U1 I like the artist <em>Pearl Jam</em>.</td>
<td>51</td>
</tr>
<tr>
<td>S1a I need more preferences in order to give you recommendations.</td>
<td>58</td>
</tr>
<tr>
<td>S1b Please provide a genre you like.</td>
<td>60</td>
</tr>
</tbody>
</table>

node 58 in Figure 6.3 (corresponding to utterance S1a in Table 6.6). The external resource `Constrain` utilizes the user’s preference model (e.g. a preflet) to find an entity type that the user has not yet given any preferences for, and returns a corresponding PCQL statement with a `CONSTR` tag. Node 60 then invokes `out` with the complete PCQL action statement

\[
\text{CONSTR} \left[ {}_{\oplus} \text{Genre} \right]
\]

as argument, which is later realized as utterance S1b in Table 6.6. Preferential interviews are the foundations for the second kind of delivery in BCORN: the indirect delivery.

### 6.2.6 Indirect Delivery

In certain situations, the direct delivery dialogue behavior is insufficient. Rather than a straight-forward lookup and black-box presentation of an explicitly requested piece of information, it is in the nature of some resources to deliver results “when they are ready”. A typical case of this is conversational recommendations based on incrementally acquired user preferences detected using the interview. A delivery in this case (i.e. an item recommendation) can be made only when enough preferences have been acquired, and is not a direct response to a user-initiated query. Instead, the agent takes initiative as soon as it has a recommendation ready. In such cases the agent is usually unaware of if the delivery is previously unknown or known to the user, or if it truly satisfies the user’s preferences.

Following design guidelines for recommender system interaction design, a recommender agent should (a) deliver a recommendation modestly (since we cannot know whether the recommended item is unknown and new to the user), (b) monitor the user
response to the recommendation, and (c) convey system transparency by explaining the rationale behind the recommendation (see Chapters 2, 3, and 4). Consider the dialogue excerpt in Table 6.7 as an instance of the execution trajectory

$$32 \Rightarrow \ldots \Rightarrow 37$$

in the DBD depicted in Figure 6.4. In this example, the external resource LookUp is implemented as a hybrid content-based and collaborative filtering recommender engine. In node 32 the returned result-set satisfies the condition on the outgoing transition from node 32 to 33. After necessary house-keeping (the $e$ variable assign-
6.3 Emergent Dialogue Strategy

Table 6.7: Sample recommendation in the form of an indirect delivery in the music domain. S = system, U = user.

<table>
<thead>
<tr>
<th>Dialogue</th>
<th>in/out</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1a You might like the song <em>Higher</em> by <em>Creed</em> in the genre <em>Alternative Rock</em> because it is liked by others who like <em>Pearl Jam</em>.</td>
<td>34</td>
</tr>
<tr>
<td>S1b Have you heard it?</td>
<td>35</td>
</tr>
<tr>
<td>U2 Yes</td>
<td>36</td>
</tr>
<tr>
<td>S2 What do you think about it?</td>
<td>37</td>
</tr>
</tbody>
</table>

(ment) an external resource Motivate is invoked. This resource’s responsibility is to generate a motivation for the recommendation, based on this particular user’s preference profile. A preceding interview has resulted in several preferences for this user’s profile, including positive ratings for the genre *Alternative Rock* and the artist *Pearl Jam*, which is why these are used in the motivation (S1a)\(^9\). The actual delivery is then made as a Yes/No question in node 35. The DBD then stops in node 36 awaiting new input. Since the PCQL FP state formula of the incoming user PCQL statement has the entity type YN with value *Yes*, the DBD transits to node 37 where a follow-up question is performed (node 37) in order to get feedback on the already known recommendation.

### 6.3 Emergent Dialogue Strategy

Hitherto, we have considered individual dialogue behaviors implemented as DBDs. In particular, we have discussed the BCORN DBDs and explained their dialogue behaviors. A dialogue agent’s complete behavior is described by a set of DBD instances that each runs as a DBD *strata machine*. Each stratum in a DBD strata machine consists of one DBD instance. Furthermore, the DBD strata machine streams input and merges each stratum’s output into one coherent PCQL representation of the agent’s turn.

Since each DBD instance in a DBD strata machine does not model any other DBD \(^9\)The collaborative filtering aspect is evident in the motivation phrasing, since one can refer to other users’ music taste [Herlocker *et al.*, 2000].
instances, and runs autonomously on the same input, there is no central control of the
dialogue. The dialogue systems complete behavior instead emerges from the different
DBDs [Wärnestål et al., 2007a]. By emergent functionality in a system, we understand
components that operate simultaneously in order to achieve a desired behavior. This
is contrasted to hierarchical systems, where sub-functions are invoked from a central
component or representation. According to Steels [1990, page 454]:

a component implements a behavior whose side effect contributes to the
global functionality [...] Each behavior has a side effect and the sum of
the side effects gives the desired functionality.

This approach to dialogue system design is inspired by the layered subsumption ar-
chitecture (see Chapter 2) where layers correspond to behaviors that are organized
hierarchically.

It is important to note that a DBD strata machine generates PCQL statements, and
for most applications the raw output stream will be a case of over-generation. That
is, any specific application needs to consider reduction and integration of the PCQL
output. By pushing such decisions beyond the DBD strata machine we achieve a less
complex and more generic dialogue management mechanism. Thus, the agent’s com-
plete dialogue strategy emerges from combinations (weaving) of the DBD instances’
outputs. The dialogue manager itself does not determine surface strings to send to
the natural language generator module(s). A BCORN implementation outputs PCQL
statements, which are tailored to be on a sufficient level of abstraction for the gen-
eration task. Since each DBD instance operates without modeling its siblings in the
DBD strata machine, the outputs from the DBDs need to be integrated (and typically
reduced) so that the system utterance makes sense to the user. Combining the behav-
iors’ output into a coherent system turn is by no means trivial, since it is important to
design for the coherence, informativeness, and flexibility required for natural language
dialogue. One pragmatic way that has been found sufficient in the implementations
is to use two heuristic principles, which are further explained in Section 6.4.2, where
the approach is exemplified with the CORESONG implementation.
6.4 Implementing BCORN: CoreSong

Let us consider the role of BCORN in a complete conversational recommender system. This section describes such a system, called CoreSong. The architecture in Figure 6.5 shows CoreSong’s DBD strata machine (with five DBD instances) and auxiliary components. CoreSong is a music conversational recommender system that allows users to engage in recommendation dialogue as outlined in the previous chapters. The interaction is typed and the language is English.

Detected user preferences are used in two ways: First, it is naturally used to generate new music recommendations. Second, it aids the user in sorting any local music files the user might possess. CoreSong thus deals with already “known” music as well as previously unknown music. Since CoreSong is deployed as a web application that runs in a web browser it requires the user’s permission to upload music information in the server databases. Technically, the application is written in Ruby\textsuperscript{10}, and its back-end consists of MySql\textsuperscript{11} databases. The user’s local music collection information is taken by parsing mp3 tags for genre, artist, and album of the files and uploaded in a MySql database on the server.

\textsuperscript{10}Ruby version 1.8.5. and Ruby on Rails version 1.1.6.
\textsuperscript{11}MySql version 5.0.27
There are three external resources in the implementation. First, there is a database with music information. It encapsulates genre, artist, album, and year information for 8,500+ songs (distributed over 40+ genres, 2,000+ artists, and 650+ albums). The music database is connected to one Direct Delivery DBD instance, as well as an Interview DBD instance (see Figure 6.5). Second, there is a content-based recommender engine that utilizes the same music information as the music database. An experimental collaborative filtering hybrid recommender engine has been used in some tests, where user ratings influence the choice of recommended items, but in the version used in Study III (see Section 6.5) the content-based version was used. Third, CoreSong uses the preflet construct described in Chapter 5, and preflet information is stored in MySql tables in the back-end.

Figure 6.6 shows CoreSong’s user interface. In Figure 6.6, A is the dialogue chat area, and B is the view of database results. Furthermore, C is the area in which the user’s local music collection is displayed (and sorted according to the active preflet). D is the strata configuration, where DBD instances can be turned on and off. This feature is not intended to be used by end-users in a sharp version; rather, it is used in order to control the generation of dialogues in the experiment (see Section 6.5). Moreover, the current recommendation is presented in the area E, where standard playback controls allows the user to start and stop the recommended song. The design of the user interface follows the guidelines of separating linguistic communication (A) between the user and the agent from the views and direct manipulation interaction (B, C, and E) of information from the back-end in the three-entity model [Ibrahim and Johansson, 2002b]. The next two sections describe CoreSong’s input and output functionality.

### 6.4.1 Input: Interpretation and Streaming

In general, the two auxiliary components Interpreter and Generator (see Figure 6.5) can be arbitrarily advanced depending on what natural language interpretation and generation capabilities a particular system is required to have.

In CoreSong, the Interpreter takes typed natural language as input and produces PCQL representations as output, using primarily the tags GREET, BYE, ASK, and INFORM. Other tag sets are obviously possible, but for the purpose of executing the
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Figure 6.6: CORESONG’s graphical user interface.

DBDs presented previously, these four are sufficient. The Interpreter is implemented as a simple but effective domain-specific cascade parser that identifies words and phrases in passes.

The Interpreter also includes a basic contextual interpretation and anaphora resolution. As argued by Jönsson [1993], a plan-based approach that models goals and intentions is overkill for the kind of system dealt with here. Thus, the anaphora resolution relies on a very simple mechanism in CORESONG. A stack of entities and attributes in focus (the attentional state) is maintained by the Interpreter and is used when mapping from pronouns (“it”, “they”, “he”, “his”, etc.) to entities. This approach obviously has limits, but works for local focus management\(^\text{12}\) in the systems

\(^{12}\)Global focus shifts are not addressed herein, even though Johansson [2003a] suggests that multimodal interaction by pointing at previously introduced entities on-screen is a frequently used method for performing global focus shifts.
reported on here. The output of the Interpreter thus contains explicit references to domain entity types and values in the outgoing PCQL statements.

The DBD strata machine’s Input Streamer feeds the incoming PCQL statement to each of the DBD instances. Each DBD thus processes the incoming token stream independently.

### 6.4.2 Output: Weaving and Generation

Since each DBD instance operates without modeling its siblings in the DBD strata machine, the complete output from the DBDs need to be (a) integrated, (b) reduced, and (c) surface realized from its PCQL form, so that the system utterance makes sense to the user. (a) and (b) are done in the Output Weaver, whereas (c) is performed by a **template-based** surface realizer. A template-based natural language generating system maps its non-linguistic input (PCQL) with no intermediate representations to the linguistic surface structure (cf. [Reiter and Dale, 1997, pages 83–84]). Even though a more advanced generation system might be desirable, the template-based approach coupled with PCQL is sufficient for our conversational recommender systems. Indeed, as argued by van Deemter et al. [2005], the template-based approach is not necessarily inferior to standard (or “real”) generation systems, and might thus be a suitable choice even for future expansions of the approach put forward here.

The Output Weaver in CORESONG utilizes a set of heuristics in order to address (a) and (b). The solution is pragmatic and divided into two constructs in the Output Weaver: **behavior priority** and an **order heuristic**.

#### Behavior Priority

We index DBDs with a priority and order the out PCQL statements accordingly (ascending order). The *request* with highest priority will be chosen. This hinders the occurrence of two requests back to the user which obviously could be confusing. The order of DBDs are (lowest to highest priority): Conventional, Direct Delivery, Indirect Delivery, and Interview. DBD instances connected to the recommender engine have higher priority than those of the music database. Note that interview and delivery behaviors of the same external resource are naturally designed to be mutually exclusive. The complete order of DBD instances is shown in Figure 6.5.
Order Heuristic

Table 6.8 shows an example dialogue from CORESONG where the Output Weaver has applied the heuristics.

Table 6.8: Sample BCORN dialogue in the music domain. The DBD column shows the DBD instance that won output priority. The out column contains the node that produced the output. Abbreviations used: S = system, U = user, DB = database, REC = recommender, DD = direct delivery, ID = direct delivery, I = interview.

<table>
<thead>
<tr>
<th>Dialogue</th>
<th>DBD</th>
<th>out</th>
<th>PCQL</th>
</tr>
</thead>
<tbody>
<tr>
<td>U1 I like the artist <em>Pearl Jam</em>.</td>
<td></td>
<td></td>
<td>INFORM $\bigoplus \ (\text{Artist} = \text{’Pearl Jam’})$</td>
</tr>
<tr>
<td>S1a These are the albums made by <em>Pearl Jam</em>: $[a_1, a_2, ..., a_n]$</td>
<td>DB-DD</td>
<td>25</td>
<td>RESULT $\pi \ (\text{Album}), \ (\text{Artist} = \text{’Pearl Jam’})$ VALUES ${a_1, a_2, ..., a_n}$</td>
</tr>
<tr>
<td>S1b I need more preferences in order to give you recommendations.</td>
<td>REC-I</td>
<td>58</td>
<td>EXCESS $\text{Artist} = \text{’Pearl Jam’}$</td>
</tr>
<tr>
<td>S1c Please provide a genre you like.</td>
<td>REC-I</td>
<td>60</td>
<td>CONSTRAIN $\bigoplus \text{Genre}$</td>
</tr>
<tr>
<td>U2 What albums have the genre <em>alternative</em>?</td>
<td></td>
<td></td>
<td>ASK $\pi \ (\text{Album}, \ \text{Genre} = \text{Alternative})$</td>
</tr>
<tr>
<td>S2a These albums belong to the genre <em>Alternative</em>: $[a_1, a_2, ..., a_n]$</td>
<td>DB-DD</td>
<td>25</td>
<td>RESULT $\pi \ (\text{Album}, \ \text{Genre} = \text{Alternative})$ VALUES ${a_1, a_2, ..., a_n}$</td>
</tr>
<tr>
<td>S2b You might like the song <em>Once</em> on the album <em>Ten</em> by the artist <em>Pearl Jam</em> in the genre <em>Alternative</em>.</td>
<td>REC-ID</td>
<td>36</td>
<td>MOTIVATE $\pi \ (\text{Song} = \text{’Once’}), \ (\text{Album} = \text{’Ten’}), \ (\text{Artist} = \text{’Pearl Jam’}), \ (\text{Genre} = \text{Alternative})$</td>
</tr>
<tr>
<td>S2c Have you heard it?</td>
<td>REC-ID</td>
<td>33</td>
<td>RECOMMEND $\pi \ \text{YN}, \ (\text{Song} = \text{’Once’})$</td>
</tr>
</tbody>
</table>

Continued on next page
<table>
<thead>
<tr>
<th>Dialogue</th>
<th>DBD</th>
<th>out</th>
<th>PCQL</th>
</tr>
</thead>
<tbody>
<tr>
<td>U3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S3a</td>
<td>DB-I</td>
<td>55</td>
<td>EMPTY[π Album, (Artist = 'The Hives'), (Year &lt; 1985)]</td>
</tr>
<tr>
<td>S3b</td>
<td>DB-I</td>
<td>57</td>
<td>CONSTRAN[π YN, Year]</td>
</tr>
<tr>
<td>U4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td>INFORM[YN = Yes]</td>
</tr>
<tr>
<td>S4a</td>
<td>DB-DD</td>
<td>25</td>
<td>RESULT[π Album, (Artist = 'The Hives')]</td>
</tr>
<tr>
<td>These are the albums released by <em>The Hives</em>: {a_1, a_2, ..., a_n}</td>
<td></td>
<td></td>
<td>VALUES[{a_1, a_2, ..., a_n}]</td>
</tr>
<tr>
<td>S4b</td>
<td>REC-ID</td>
<td>36</td>
<td>MOTIVATE[(Song = 'Escape'), (Album = 'The Reason'), (Artist = Hoobastank), (Genre = Alternative)]</td>
</tr>
<tr>
<td>You might like the song <em>Escape</em> on the album <em>The Reason</em> by the artist <em>Hoobastank</em> in the genre <em>Alternative</em>.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S4c</td>
<td>REC-ID</td>
<td>33</td>
<td>RECOMMEND[π YN, (Song = 'Escape')]</td>
</tr>
<tr>
<td>Have you heard it?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td>INFORM[YN = Yes]</td>
</tr>
<tr>
<td>S5a</td>
<td>REC-ID</td>
<td>37</td>
<td>ASKRATE[⊗ (Song = 'Escape')]</td>
</tr>
<tr>
<td>What do you think about it?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S5b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Due to the behavior priority, there is only one request action available each turn. The order heuristic places this request at the end of the output, so that informing PCQL action statements are guaranteed to precede the request. This guarantees that the constrain request S1c (node 60) in Table 6.8 always occur after the direct delivery S1a (node 25) even though their statements origin from different DBD instances.
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Surface Realization

Surface realization (issue (c) above) is handled by the Generator. It is responsible for converting the “weaved” PCQL statements into natural language and can be arbitrarily advanced\(^\text{13}\).

The Generator in CORESONG uses a template-based approach [Jurafsky and Martin, 2000], and consists of a template collection, with one template for each out command in each instance. Slots in the templates are filled in by querying the appropriate external resource(s).

For example, consider the motivate template, which corresponds to node 34 in Figure 6.4. In the preceding node (33), the external resource Motivate is responsible for binding a song recommendation from the recommender engine to the variable \(e\), as well as a list \(m\) of attributes to be used in the motivation on the form \(\{e_{\text{genre}}, e_{\text{artist}}, e_{\text{album}}\}\) from the active preflet (see Section 5.3.2). The template in the Generator for node 34 has the following form:

\[
\text{You might like the song } < e > \text{ on the album } < e_{\text{album}} > \text{ by the artist } < e_{\text{artist}} > \text{ in the genre } < e_{\text{genre}} >.
\]

An example of a filled out template can be found as utterances S2b and S4b in Table 6.8. This template could be even more dynamic considering that the prepositional phrases could be re-arranged so that the attribute with the highest preference strength attached to it would be placed first. This could for example render the template as follows for users where the artist preference in question has a higher preference strength than the album and genre:

\[
\text{You might like the song } < e > \text{ by the artist } < e_{\text{artist}} > \text{ on the album } < e_{\text{album}} > \text{ in the genre } < e_{\text{genre}} >.
\]

Phrases corresponding to attributes for which there is no preference recorded could be removed completely. However, this should probably be done with care, since introducing previously “unknown” attributes (from the user model perspective) could work as conversational impetus (see Section 4.4) and trigger new preference elicitations.

\(^{13}\)Note that content selection step—traditionally part of a natural language generator (cf. [Dale et al., 1998; Jurafsky and Martin, 2000])—is managed by the heuristics of the Output Weaver, whereas subsequent generation steps (lexical selection, sentence structure etc.) are left to the generator component(s).
Simpler templates (typically those connected to PCQL statements with empty FP state formulas) requires no slots to be filled and can be used “as is” (e.g. all nodes in the Conventional DBD, etc.).

6.4.3 Preflet Updates

A normalized preference score for each song in the current preflet (e.g. with the descriptor Situation = Work) is calculated after each turn by the score evaluation formula (see Section 5.4.3), which multiplies detected preference strengths and closeness-of-match with the entity type weights. Recommendations can then be made by selecting songs with the highest preference scores above a pre-defined threshold (e.g. 0.50), and realized in the on-going dialogue (such as utterance S8a/S8b in Figure 6.7). Consider the following preflet based on parts of the dialogue in Figure 6.7:

User : U
Situation : Work
Genre(1,0) → Rock(5), Alternative(3)
Artist(2,0) → Creed(6)

This structure contains the entity type name Genre with strength-annotated values for Rock and Alternative. The strength for Rock is 5 since it is interpreted as being part of the initial problem description (Volunteered-Background), and the strength for Alternative is 3 since it is an indirect preference statement in the form of a question. Similarly, it contains the type Artist with a value Creed with strength 6 due to the superlative preference statement in U4 in Figure 6.7. Furthermore, the importance factor for Artist is raised due to the (meta-)preference in U5. These preferences are valid for user U for play lists in the situation Work.

6.5 Evaluation

To validate the behavior based approach to dialogue management an “overhearer” experiment [Whittaker and Walker, 2004] was conducted by using four different behavior configurations of the CORESONG system. The reason for using the overhearer model is to avoid natural language interpretation problems (since the coverage of grammar
U1 I want a play list for work
S1a I need more preferences in order to give you recommendations.
S1b Is there a particular genre you prefer in that situation?
U2 I like rock
S2a These artists belong to the genre Rock: [list]
S2b I need more preferences in order to give you recommendations.
S2c Any of these you like in particular?
U3 What alternative artists are there?
S3a These artists belong to the genre Alternative: [list]
S3b Is there a particular artist you like?
U4 Creed is the best
S4a These albums belong to the artist Creed: [list]
S4b I need more preferences in order to give you recommendations.
S4c Are there any other genres, artists or albums you prefer at work?
U5 Artist is more important than genre
S5a I need more preferences in order to give you recommendations.
S5b Are there any other genres, artists or albums you prefer at work?
U6 What albums are there by Audioslave?
S6a These albums are in the artist Audioslave. [list]
S6b You might like the song Original Fire on the album Revelations by the artist Audioslave in the genre Alternative.
S6c Have you heard it?
U7 No

Figure 6.7: Sample dialogue excerpt from the CORESONG system with factual statements and queries; and descriptive, comparative and superlative preferences. [list] denotes a listing of items from an external resource. S = system, U = user.
and lexicon is not our focus), and letting participating users’ personal music preferences, that may not be covered by our recommender engine and database, affect the participants’ experience of dialogue interaction. Furthermore, it allows us to compare alternative dialogue strategies in the same dialogue context (see Section 2.4.3).

### 6.5.1 Participants

The experiment was conducted with 30 participants (20 male and 10 female), recruited via student email lists of the Cognitive Science program. The participants’ age varied between 20 and 35, and none of the previously participated in neither Study I nor Study II.

### 6.5.2 CoreSong Configurations

For each of the two external resources (database and recommender engine) used by CoreSong, three 
\texttt{dbd} instances are implemented: one interview, one direct delivery, and one indirect delivery. Four different 
\texttt{dbd} instance configurations were used to generate the test dialogues, as shown in Table 6.9.

The first configuration works as a traditional information-retrieval system, where one direct delivery and one interview \texttt{dbd} instance connected to the database are activated. As no recommendations or explicit preference modeling is carried out, this configuration is called the “question-and-answer” configuration (Q-A).

In the second configuration we introduce the recommender engine, and connect one direct delivery and one interview \texttt{dbd} to it. This is done “on top of” the Q-A configuration. Note that we have two external resources, with identical dialogue behaviors attached. We call this the “blunt” configuration, since recommendations are given without motivations and follow-up questions.

Third, the database resource is dropped, and the indirect delivery is introduced along with an interview. These two instances are connected to the recommender engine. Since this configuration is expected to result in many preference questions from the system’s part, but no responses to user queries, we call this the “prying” configuration.

The fourth configuration is the “default” CoreSong configuration. This is where we connect the indirect delivery behavior to the recommender engine, and the direct
Table 6.9: Experiment configurations. DD = Direct Delivery, IW = Interview, ID = Indirect Delivery, Db = Database, Rec = Recommender Engine.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>DD(Db)</th>
<th>IW(Db)</th>
<th>DD(Rec)</th>
<th>ID(Rec)</th>
<th>IW(Rec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q-A</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BLUNT</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>PRYING</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>RECOMMENDER</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

delivery to the database, and one interview DBD instance to each external resource. This configuration is called the “recommender” configuration, since this is the role that CORESONG’s DBD instances were originally designed to play. Figure 6.5 shows the strata machine layout for the RECOMMENDER configuration.

For each DBD instance, the set of templates for the Generator was designed. In particular, the direct delivery and interview DBDs require customization depending on the external resource connected. For instance, this means that node 25 in the direct delivery DBD (Figure 6.2) has the following template when it is instantiated with the database external resource:

These $<e_x>$ belong to the $<e_y>$ $<v_y>$.

The list of matching entities ($\{v_{x1}, v_{x2}, \ldots, v_{xn}\}$) is displayed in area B in the graphical user interface (Figure 6.6).

In the BLUNT configuration however, a direct delivery DBD is instantiated with the recommender engine. In this case, node 25’s PCQL statement is rendered as the following template, reflecting the “meaning” of a delivery with that particular external resource. (We know that the entity type for recommender engine deliveries always is Song.)

I think you will like the song $<e>$.

Following the direct delivery DBD design, no motivation is given.

The different configurations effectively modify CORESONG’s complete dialogue strategy. The Q-A configuration, for example, with only the database resource, results in a question-answer information dialogue system without recommendation capabilities, whereas the PRYING configuration supports a preference interview with no
power to deliver answers to factual requests. The BLUNT configuration has the power to deliver both database results and recommendations; but the recommendations are not delivered with motivations and follow-up questions as the indirect delivery (found in the RECOMMENDER configuration) is designed to do. Consider the sample dialogues in Figures 6.8 and 6.9, that correspond to the BLUNT and RECOMMENDER configurations respectively. Contrast this to a conversation where there is no recommendation, as in the Q-A configuration (Figure 6.10). To illustrate the difference in behavior we use the same user utterances as in Figure 6.8.

For each of the four CORESONG configurations, a dialogue was generated and put on a web page (see Figure 6.11). The guideline for generating the dialogues was to have a similar sequence of user utterances in all four cases, but yet let the “user” be somewhat cooperative. That is, if CORESONG asks a direct question in one configuration, the “user” in the generated dialogue will answer, even if the same question would not arise in another configuration. See the dialogue excerpts in Figures 6.8, 6.9, and 6.10.
What genres are there?

I found these genres in the database: (list).

I’d like to know more about your preferences.

What else do you like?

I like the genre Rock & Roll

These are the artists that belong to the genre Rock & Roll: (list).

I’d like to know more about your preferences.

What else do you like?

What songs were made by Elvis Presley?

I found these songs by the artist Elvis Presley in the database: (list).

I’d like to know more about your preferences.

What else do you like?

I like the album Live at Madison Square Garden

You might like the song Suspicious Minds because it is a Rock & Roll song by Elvis Presley.

Have you heard it?

Yes

Ok. What do you think about it?

It’s good

Figure 6.9: Sample dialogue for the RECOMMENDER experiment configuration. (list) denotes lists of genres, artists, albums or songs. S = system, U = user.

(Assuming the same user utterances as in Figure 6.8.)

These are the songs that belong to the album Live at Madison Square Garden: (list).

What else do you want to know?

Figure 6.10: Sample dialogue for the Q-A experiment configuration. (list) denotes lists of genres, artists, albums or songs. S = system, U = user.
6.5.3 Procedure

Each participant was presented with the four test dialogues, one at a time, displayed in a web browser. For each of the dialogues they were asked to fill out a questionnaire on a 5-point Likert-scale regarding their agreement with four statements (1 meaning total disagreement, and 5 complete agreement), before moving on to the next dialogue. Figure 6.11 shows an example of a web page used in the experiment with the dialogue, and the Likert-scale questionnaire (the complete page is not shown due to size restrictions). There was also an opportunity to comment on each dialogue in a free text field at the end of each questionnaire. A session took about 10-15 minutes to complete. Participants were not paid.

The statements are intended to determine informativeness (information quality), preference modeling, coherence, and naturalness (variation and dynamics) of the dialogue excerpts. For example, the statement: “The system’s utterances are easy to understand and provide relevant information” reflects informativeness [Whittaker and Walker, 2004].

6.5.4 Results

The results of the four aspects for the four behavior configurations are shown in Figures 6.12, 6.13, 6.14, and 6.15. In general, the participants considered the q-a and recommender configurations to have the highest information quality (86.2% and 85.5% respectively). This is expected, since they both are equipped with the database direct delivery behavior. The prying configuration, lacking in database delivery functionality, received a lesser rating on informativeness. For our current work, the notion of coherence is of high importance, since this quality of the dialogue was thought to be at risk when abandoning a monolithic central dialogue strategy model. It is therefore interesting to note that the coherence measure is high for all four configurations (prying has the lowest of 70.3%; followed by blunt with 79.3%; recommender 84.1%; and q-a 86.2%). Furthermore, the recommender configuration—which represents the highest complexity since it encapsulates two external resources, each with different delivery behaviors—was high-ranking in all four aspects: Information quality was high (85.5%), as well as perceived preference management (80.0%) and naturalness (79.3%) in the dialogue, without losing coherence.
The data for the configurations over the parameters were compared using a one-way analysis of variance (ANOVA)\textsuperscript{14}. As expected, preference management was perceived as significantly lower in the Q-A configuration compared to the other three configurations, where preferences indeed were modeled and de facto influenced the dialogue. Information quality was perceived as significantly lower in the PRYING configuration compared to the other three (which all included delivery of database results). PRYING also received significantly lower ratings on coherence compared to the other three configurations. This is most likely due to that factual user queries were only used as indicators of indirect preferences, and were not responded to in the way that configurations with delivery behaviors did. Still, its average rating of coherence is 70.3%, which is relatively high considering that some user utterances (e.g. factual requests) are in fact “ignored”! The RECOMMENDER configuration received a significantly higher rating on naturalness compared to the other three configurations. There was no significant difference between the BLUNT and the PRYING configurations in terms of naturalness and variation. Not surprisingly, the behavior of the Q-A configuration was perceived as rather unnatural (46.9%).

The results show that BCORN’s non-centralized approach that views dialogue strategy modeling as an emergent phenomenon is feasible, and encourages future development of the approach. They also imply that the individual DBDs of BCORN are soundly designed, and that natural and coherent recommendation dialogue can be explained in terms of the suggested dialogue behaviors.

6.6 Summary

The BCORN recommendation dialogue strategy model consists of DBD strata that each encapsulates empirically derived chunks of dialogue behaviors that occur in recommendation dialogue. It uses the PCQL formalism as message-passing format both in and out of the system, and as communication language within a BCORN system. The CORESONG implementation is a functional music conversational recommender system that was evaluated in the overhearer evaluation paradigm. The results (a)\textsuperscript{14} $p < 0.001$ n.s. for all differences reported below.
indicates that the behavior-based approach gives rise to coherent and natural recommend-
dation dialogue with high informativeness, and (b) verifies the soundness of the conven-
tional, direct delivery, interview, and indirect delivery DBD designs.
Figure 6.11: Part of web page for the overhearer evaluation.
Figure 6.12: Graph of experiment results for the Informativeness aspect. The x axis corresponds to the four behavior configurations presented in Table 6.9.
Figure 6.13: Graph of experiment results for the Preference Management aspect. The x axis corresponds to the four behavior configurations presented in Table 6.9.
Figure 6.14: Graph of experiment results for the Coherence aspect. The x axis corresponds to the four behavior configurations presented in Table 6.9.
Figure 6.15: Graph of experiment results for Naturalness aspect. The x axis corresponds to the four behavior configurations presented in Table 6.9.
We end with a coda, which is both a summary of the previous chapters as well as a discussion around the implications and how this research could continue in the future.

Dialogue management for conversational recommender systems has been the focus of the previous chapters. In this final chapter, a concluding summary is first provided in Section 7.1, before some indications of areas for future research are given in Section 7.2.

### 7.1 Summary

This thesis reports on work on recommendation dialogue for dialogue strategy management in conversational recommender dialogue systems. The research field resides in the intersection of natural language interaction, and personalization for recommender systems, and the work is motivated from an interaction perspective. For
example, natural language dialogue can allow users to express their preferences qualitatively, and in contexts where they are motivated to elicit them. Furthermore, detecting a user’s preferences and using them for recommending items is a collaborative venture, where coherent conversation with a dialogue partner seems a natural choice of interaction style. Since users benefit from using a recommendation agent that “thinks” like them, either in terms of attribute weights or decision strategies [Aksoy et al., 2006], we want to discover natural and coherent dialogue strategies, and human-like preference modeling, and then through systematic analysis arrive at a computational model suitable for conversational recommender system dialogue interaction.

We started out by surveying theories on dialogue system design and development; user preference modeling and recommender systems; conversational approaches to recommender systems; and software engineering, interaction design, and evaluation of conversational recommender systems (Chapter 2).

Based on the survey, the first step to further examine recommendation dialogue was to study human dialogue participants in a movie recommendation situation (Chapter 3). By applying the dialogue distilling analysis method, we arrived at design implications for dialogue strategy control in the context of conversational recommender systems. As noted by Larsson et al. [2000], the dialogue distilling process itself provides important insights on the properties of human-computer dialogue interaction. The analysis in Chapter 3 provides guidelines for (among other issues) focus management, implications depending on the recommender engine utilized in an application, avoiding recommender bias to maintain objectivity, and how to reach efficiency and effectiveness in the human-computer dialogue.

The corpus is also a source for characterization of typical recommendation dialogue. In particular, we described (a) the roles and attached initiatives, which have an impact on how the dialogue progresses; (b) the relations between information requests and preferential statements; (c) a list of re-occurring dialogue act types in the corpus (deliberately coarse-grained) characterizing the dialogue moves found in the corpus; and (d) a classification of two principal dialogue behaviors called interview and delivery. The symmetry between preferential interview and factual interview (clarification sub-dialogue) and the properties of direct vs. indirect delivery was found to be useful when describing recommendation dialogue in the BCORN dialogue model.
The guidelines arrived at from the distillation, the dialogue characterization, and the act set were used as the basis of a domain-dependent statechart representation of movie recommendation dialogue presented in Chapter 4. This model was implemented in the ACORN system, and verified in a user study (Chapter 4). The user study indicated that the model gave rise to effective and efficient dialogue with high user satisfaction. The study also gave implications concerning the value of entertainment in order to encourage exploration of the domain. High entertainment value resulted in longer dialogues and more efficient preference elicitation. This is termed conversational impetus and consists of presenting related information in order to trigger preference statements from the user, consistent with the theory of Carberry et al. [1999] and findings of Swearingen and Sinha [2002]. It was also found that it is important to time explanations of recommendations in the dialogue properly.

Based on the empirical studies I and II as well as design and implementation of conversational recommender system prototypes, a behavior-based dialogue model called BCORN was then presented in Chapter 6. BCORN is based on three constructs: First, BCORN utilizes a user preference modeling framework (preflets) that supports and utilizes natural language dialogue, and allows for descriptive, comparative, and superlative preference statements, in various situations (Chapter 5).

Second, BCORN uses the message-passing notation PCQL, which is used for describing preferential and factual statements and requests as well as for supporting management of preferences in conversational recommender systems (Chapter 5). PCQL action statements consist of an action tag and a factual and preferential state formula (the FP state), and uses a set of factual and preferential operators that cover descriptive, comparative, and superlative preference statements, as well as factual requests and statements over entities in a domain description. It is obvious that the PCQL notation covers more than what is required by e.g. the CORESONG conversational recommender system. Indeed, there might also be other, more traditional, formalisms in which the needed preferential and factual statements could be expressed. However, a contribution of this work has been to provide the conceptual framework for a generic notation of preferential and factual expressions, closely connected to the theory of Carberry et al. [1999], and directly useful in the specific context of conversational recommender system dialogue. PCQL should thus be seen as work toward generics, that will continue beyond this thesis.
Third, we introduced the compact and precise dialogue behavior diagram (DBD) notation that is used to describe BCORN’s generic recommendation dialogue strategy with conventional, information-providing, and recommendation capabilities. Each DBD describes a natural chunk of a recommender agent’s dialogue strategy, and DBD instances are connected to required external resources (Chapter 6). Each DBD in BCORN is based on the classification of recommendation dialogue in terms of interview and delivery.

The DBD notation bears strong resemblance to UML activity diagrams, and therefore to state diagrams (equivalent to Harel statecharts). DBDs can be viewed as a more restricted form of statecharts, with commands that directly support a three-entity interaction model found to work effectively in natural language interface design [Ibrahim and Johansson, 2002b]; and a notation that is tailored to fit recommendation dialogue descriptions for conversational recommender systems.

In the CORESONG implementation of BCORN, the DBDs are run in parallel to give rise to coherent, flexible, and effective dialogue in conversational recommender systems, as indicated by the overhearer evaluation (Study III). The evaluation consisted of generating music recommendation dialogues from four different configurations of CORESONG and let users rate the dialogues on Likert-scales regarding the four parameters information quality, preference management, coherence, and naturalness for each configuration. CORESONG was configured by switching DBD instances on or off, and varying the connections between external resources and DBDs. The evaluation provided significant differences between the parameters and the configurations. These results are very promising for the approach for recommendation dialogue management, and indicates that coherent and natural recommendation dialogue of high information quality can be achieved using the behavior-based BCORN model.

We will end this concluding summary with a quotation by Bill Buxton: “notation is a tool of thought” [Buxton, 2007, page 33]. It is important to remember that architecture descriptions typically lean toward informal verbal descriptions and/or flowchart notation, with rather abstract components. They strongly support their own conceptual design philosophies and design methodologies (sometimes without explicitly stating them) [Bryson, 2001]. A formalism bears the promise of a separation between form and content. That is, a formalism is in some sense free of content and should therefore be used to formalize theory. However, in practice very few
“formalisms” are actually completely free from content. On the contrary, many formalisms seem to imply theoretical stand-points. In addition, many formalisms have been proved to be equivalent—at least in a mathematical sense. However, this equivalence does not take into account the human designer/developer that carries out the creative work. A formalism encourages designers to think in terms of the formalism (and the associated theoretical chunks that come with it). In order to maintain a creative and exploratory view on how to design and build conversational recommender systems (indeed, any interactive system), we need to maintain a plethora of architectures, models, formalisms, and notations. Choosing the right one to describe and solve the problem at hand is a crucial skill for designers and developers. For example, finite-state machines imply states and transitions; effectively encouraging designers and developers to view problems in terms of such states and transitions, whereas a neural network approach will, on the other hand, support views related to the biological neuron [Pfeiffer and Scheier, 1999]. Nevertheless, they could both express the same functionality—or behavior—in a system. Thus, bCORN encourages a view of human-machine recommendation dialogue as a layer-based approach organized in dialogue behavior diagrams centered around preferential and factual statements and requests expressed modeled in PCQL action statements. As shown in this dissertation, the approach has been a successful one, and the involved notations have proved to be a tool for both understanding and expressing the empirically derived qualities of recommendation dialogue for conversational recommender systems.

7.2 Future Work

There are several directions in which this research could continue. Some of them oriented toward Linguistics research (e.g. focusing on dialogue modeling), and some oriented toward Computer Science (e.g. focusing on development of the formal aspects introduced herein, or on tools and platform development). There are also other types of implications, e.g. HCI and interaction design issues, that need to go hand in hand with research and development in the cross-disciplinary approach advocated in this thesis. This section notes some interesting ventures for future research.
Extending the behavior-based approach

One of the most obvious directions, from a dialogue strategy perspective, is to verify the behavior-based model for other types of dialogues. This work has addressed dialogue structure with shorter dialogue-task distance than traditional information retrieval dialogue [Dahlbäck, 1997]. Working toward even shorter distance, such as (general and dynamic) planning dialogue (cf. [Allen et al., 2001]), is an interesting way of exploring the limitations of the proposed approach.

More advanced forms of recommendation dialogue is also an interesting research area. A recommendation dialogue enhancement could be to add dialogue behavior(s) about conflicting preferences. Such features of recommendation dialogue did not occur in the studies reported on in this thesis, and could require long-term studies over several dialogue sessions. Such studies could have implications on extensions of the preflet construct as well as on PCQL. As (negotiative) recommendation dialogue thus becomes more complex, it is likely that argumentation needs to be addressed in more detail (cf. [Larsson, 2002]). Exploring the limitations of the behavior-based approach, as well as studying the amount of work needed to maintain and design dialogue systems in this approach are interesting research issues.

Turn-taking

Whereas this thesis has focused on recommendation dialogue management with strict turn-taking, an important aspect of “natural” (spoken) dialogue is the dynamics of turn-taking and continuous feedback. Since the layered approach has been used to address such factors successfully [Thórisson, 1997; Lemon et al., 2003], it seems a promising direction for the work presented in this thesis as well. Suitable sources for working with turn-taking in similar notations as the DBDs presented in this thesis is the work by Lager and Kronlid [2004]. The empirical material collected in Study I could serve as a base for developing dynamic turn-taking in recommendation dialogue.

Adaptive generation

As shown in this thesis, a promising way to encourage preference eliciting is to employ a dialogue strategy with entertaining dialogues that encourage domain exploration but still allows for efficient handling of user tasks. It is likely that this is a
coupling between support for our notion of conversational impetus and “good” natural language generation and prompt design. What constitutes “good” phrasing for a specific system and use context is obviously a challenging problem. Dale et al. state in the context of objects in large information repositories: “providing systems with the required communicative sophistication requires the addition of natural language generation technologies” [Dale et al., 1998, page 111]. User-adaptive generation considerations in conversational recommender systems should thus be an important integration aspect to study in detail in the future. BCORN could, from an engineering perspective, be an interesting platform for such work, since the emergent nature of output weaving brings the dialogue strategy very close to the generation problem. Moving from the current template-based approach to a more generic and scalable solution employing state-of-the-art natural language generation techniques [Jurafsky and Martin, 2000], such as adaptive generation based on user models [Walker et al., 2004], would be a natural next step.

Related to this is the generation aspect of explanations of recommendations. In BCORN this is catered for in the MOTIVATE tag and associated templates. User-adaptive explanations is a very important issue for the user experience, which has been voiced by other authors (e.g. [Höök, 2000; Herlocker et al., 2000; Buczak et al., 2002]), and highlighted in Study II presented in this thesis (Chapter 4). Explanations are dependent on the user’s preferences, as well as the chosen recommender engine. That is, a collaborative filtering engine reaches its recommendations in a different way than e.g. a content-based engine. This needs to be handled when generating the explanation. Working toward generic solutions for generation of motivations of user-dependent recommendations for recommender engine architectures is thus another important point for future research.

Interpretation

This thesis focuses on dialogue management and the systems reported on herein uses rudimentary interpretation modules. However, it lies in the nature of personalized preferential dialogue to allow users to express e.g. preferences in a free and natural way. This requires robust interpretation mechanisms (e.g. [Jönsson and Strömbäck, 1998]). Investigating the possibilities of constructing robust and generic grammars
and lexicons for recommendation dialogue, and take stock on the work effort to customize these for different application domains is an interesting area of research.

**Tools and platforms**

BCORN and its components have been designed for simplicity to promote rapid development of conversational recommender system applications. However, much more can be done in terms of work toward open development tools and simulation environments for dialogue system development, (cf. [Cunningham, 2000; Degerstedt and Jönsson, 2004; 2006]). An important part of Language Technology research is to support and ease sharing of results and development environments to other researchers and industry. One key to this is to work toward standards in the community to ease “readability” of software engineering artifacts. This includes, for instance, adapting BCORN and the DBD notation to the W3C statechart standard SCXML\(^1\).

\(^1\)http://www.w3.org/TR/scxml/
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Study I and Study II resulted in two corpora, which are presented here.

A.1 Corpus I

Domain: Movie recommendations
Agents: Human-Human
Language: Swedish
Modality: Spoken
Number of dialogues: 24
Total number of utterances: 2684
Total time: 7 hours, 37 minutes
Mean time per dialog: 19 minutes
Mean number of utterances per dialog: 112
Total Preferential statements: 1361 (50.7% of total)
  Descriptive: 878 (64.5% of pref.statements; 32.7% of total)
Comparative: 242 (17.8% of pref.statements; 9.0% of total)
Superlative: 242 (17.8% of pref.statements; 9.0% of total)
Total Factual statements: 768 (28.6% of total)

A.2 Corpus II

Domain: Movie recommendations
Agents: Human-Computer
Language: Swedish
Modality: Written
Number of dialogues: 20
Total number of utterances: 452
Mean number of utterances per dialog: 11
Below is a summary of instructions, scenarios, and questionnaire statements and questions for Studies I–III. (Translated from Swedish.)

B.1 Study I

B.1.1 Recommender’s Instructions

Introduction In this scenario you play the role of a professional “movie recommender”. Your task is to find out your customer’s movie preferences in order to create a preference profile. With this profile and the movie information repository Internet Movie Database (www.imdb.com) you should be able to recommend 5 previously unseen movies to your customer that you feel confident that he or she will like. As a professional movie recommender, it is your responsibility to try to make the interview and recommendation dialogue pleasant and efficient.
Specific tasks and tips

1. Make a list of 5 of the customer’s favorite movies, and try to find out what makes them his or her favorites

2. Try to find common characteristics for the favorite movies in terms of e.g. actors, genres, directors, plot elements etc. These characteristics can help you motivate your 5 recommendations.

3. You have a note pad and pencil that you can use to make notes about your customer’s preferences and favorite movies.

4. Before the session is complete you should have recommended at least 5 previously unseen movies.

5. When you have completed the session, you end the conversation and both you and your customer will be asked to fill out a questionnaire about your dialogue.

B.1.2 Customer’s Instructions

In this scenario you play the role of a customer to a professional “movie recommender”. Your goal is to get a number of movie recommendations that suit your movie preferences. You and your recommender will engage in a dialogue in order to build a movie preference profile for you. Throughout the dialogue you will receive recommendations. If you have already seen a movie that is recommended to you, you are encouraged to let your recommender know this. When you have completed the session and received at least 5 movie suggestions that you have not seen before, both you and your recommender will be asked to fill out a questionnaire about your dialogue.

B.2 Study II

*The scenario presented to the participants consisted of three sub-tasks. They are presented here in an abbreviated form translated from Swedish.*
B.2.1 Task 1

Find out if the actor Brad Pitt has acted in any comedies. Please mark your answer in the protocol.

B.2.2 Task 2

Find out what actors/actresses are starring in the movie *Entrapment*. Note the name of one of them, and ask ACORN to recommend a drama starring that actor/actress. Please note the actor/actress and recommended title in the protocol.

B.2.3 Task 3

Ask for a comedy starring Adam Sandler, and note the recommended title in the protocol. Then find out who has directed the movie, and note his/her name in the protocol.

B.2.4 Questionnaire Statements

1. I could solve the task efficiently
2. It was easy to solve the task
3. It felt natural to solve the task by engaging in a dialogue with ACORN
4. ACORN asked relevant questions that helped me solving the task
5. The recommendations were effective and matched what I had told the system
6. ACORN finds information and recommendations fast
7. The database contains enough movies for me to solve the task
8. The database contains enough information about every movie for me to solve the task
9. ACORN understood my input
10. I knew what I could and could not say during the dialogue
11. ACORN worked as I expected it to
12. ACORN adapted to me
13. It was easy to decide “whose turn” it was to say something
14. ACORN’s utterances were easy to understand
15. I rarely needed to ask for help
16. ACORN’s instructions were relevant and had enough detail
17. ACORN’s graphical user interface is attractive
18. The graphical user interface is important in this kind of system
19. It is entertaining to interact with ACORN
20. It is interesting to use ACORN
21. Overall, I am satisfied with the interaction with ACORN
22. I would consider to use ACORN in the future
23. I think this type of system would be beneficial in other contexts and domains

B.3 Study III

B.3.1 User Instructions

*The instructions have been translated from Swedish.*

The dialogues you are about to read are transcripts between a human user and a conversational music recommender system. Please read each dialogue and imagine that you are the user. Make an intuitive judgment of your overall impression of the dialogue qualities to the four statements that follow each dialogue on a five-graded scale, where 1 means that you strongly disagree, and 5 means that you strongly agree. You also have the option to provide free text comments for each dialogue if you want to develop your impression.
B.3.2 Questionnaire Statements

The following four statements were posed in the questionnaire. The statements have been translated from Swedish.

Informativeness

The system’s utterances are easy to understand and provide relevant information.

Preference Management

The system detects and utilizes the user’s music preferences in order to give relevant and personalized song recommendations.

Coherence

The dialogue is understandable, unambiguous, and clear.

Naturalness

The dialogue is flexible, dynamic and natural.
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